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Abstract

The ALICE experiment at the CERN LHC was designed to study the colour-deconfined
state of the nuclear matter created in heavy-ion collisions, called Quark-Gluon Plasma
(QGP). Heavy flavours (i.e. charm and beauty quarks) represent an ideal probe of the
QGP, since they are produced via hard-scattering processes in short time scales and
hence experience the full system evolution, loosing energy via elastic and inelastic scat-
terings with the medium constituents. The measurement of open-heavy flavour hadrons
represents also an important test for the understanding of the hadronisation mechanism
in the hot environment created in heavy-ion collisions. In fact, if a fraction of heavy
quarks hadronises via recombination with the medium constituents, the relative abun-
dance of open heavy-flavour hadrons containing strange quarks with respect to those
without strange-quark content is expected to be larger in heavy-ion collisions compared
to proton–proton (pp) collisions, due to the enhanced production of strange quarks in
the QGP.

The aim of the studies presented in this Thesis is the precise measurement of charmed
mesons with and without strange-quark content, reconstructed in the three-body decay
channels D+

s → ϕπ+ → K−K+π+ and D+ → K−π+π+.
The measurement of the D+

s -meson production in pp collisions at a centre-of-mass
energy of

√
s = 5.02 TeV is described by perturbative QCD calculations. The abundance

of D+
s mesons relative to that of non-strange D mesons is found to be compatible with that

measured in e+e− collisions, indicating that the charm-quark hadronisation mechanism
is not significantly modified in pp collisions.

The multiplicity-dependent nuclear modification factor of D+ mesons QpA measured
in p–Pb collisions at a centre-of-mass-energy per nucleon pair of √

sNN = 5.02 TeV was
found compatible with unity, with a hint of enhancement for the transverse-momentum
interval 2 < pT < 10 GeV/c. A strong suppression of the pT-differential yields of D+

and D+
s mesons, increasing with the collision centrality, is observed in Pb–Pb collisions

at √
sNN = 5.02 TeV. The nuclear modification factor RAA of D+ mesons is found to be

higher than that of charged particles for pT < 8 GeV/c. The central values of the D+
s -

meson RAA are found to be higher than those of non-strange D mesons, as expected in
case of hadronisation via recombination in a strangeness-rich medium, but still compatible
within uncertainties.

The measurement of the azimuthal anisotropies in the momentum distribution of
D+ mesons in Pb–Pb collisions at √

sNN = 5.02 TeV, quantified by the second-harmonic
coefficient of the Fourier decomposition, denoted elliptic flow v2, indicates that the charm
quarks participate in the collective motions of the system. The comparison with the v2 of
charged pions and J/ψ mesons suggests a contribution to the D+-meson v2 originated by
the hadronisation of the charm quark via recombination with flowing light-quarks in the
medium. A positive correlation between the v2 of D+ mesons and that of light-flavour
hadrons is observed thanks to the first application of the event-shape engineering (ESE)
technique to the measurement of the D-meson azimuthal anisotropies.



The perspectives of improved measurements with the application of machine-learning
techniques for the selection of the D-meson signal and with the upgrade of the ALICE
Inner Tracking System (ITS), planned for the LHC Run3 in 2020, are discussed.

The results presented in this Thesis were approved by the ALICE Collaboration and
presented in various conferences. The measurement of the D+

s -meson production in pp
collisions was published in Ref. [1], the measurement of the D+-meson nuclear modifi-
cation factors in p–Pb and Pb–Pb collisions in Refs. [2, 3], and the measurement of the
D+-meson azimuthal anisotropies in Refs. [4, 5]. The perspectives for the ESE mea-
surements with the upgraded ITS were included in Ref. [6]. The measurement of the
D+

s -meson RAA and the improved measurements of the D+-meson azimuthal anisotropies
were approved as preliminary results and will be published soon.

Key words: high-energy nuclear physics, ALICE experiment, quark-gluon plasma,
heavy flavours, D mesons, strangeness enhancement, nuclear modification factor, elliptic
flow, event-shape engineering, machine learning
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Preface

My Ph.D. project within the ALICE group of Torino started in November 2016. I
was already involved in the activities of the Torino group and the the physics analysis
group of the ALICE Collaboration devoted to the measurement of charmed hadrons via
the full reconstruction of their hadronic decays (D2H) for my Master Thesis, therefore I
was immediately introduced in the analysis of the sample of Pb–Pb collisions at √

sNN =
5.02 TeV during the Run2 of LHC in 2015.

I started with the measurement of the D+-meson nuclear modification factor and az-
imuthal anisotropy in semi-central Pb–Pb collisions. With the help of the other members
of the Torino group and the D2H involved in the analyses of D mesons in Pb–Pb collisions,
we adapted the code used for the Run1 analyses. In particular, we introduced in the code
for the D-meson analyses the the so-called ALICE Qn-framework, useful to compute the
calibrations needed for the measurements of the azimuthal anisotropies. In the meantime,
following the idea of my supervisor Francesco, I started developing the measurement of
the D-meson azimuthal anisotropies and pT-differential yields with the event-shape engi-
neering (ESE) technique. This technique was never applied to the heavy-flavour sector
before. These measurements were approved as preliminary results, and I presented them
in a poster at Quark Matter 2017. The D-meson anisotropy was shortly published in
PRL (Phys. Rev. Lett. 120 no. 10), while the RAA was first complemented with the
measurements in the central and peripheral classes of events and it was published later
in 2018 in JHEP (JHEP 10 (2018) 174). I was included in the paper writing committee
of both manuscripts. I also had the chance to present these new results in a talk at
Strangeness in Quark Matter 2017. In 2017 I also started working at the measurement
of the D+-meson production in p–Pb collisions √

sNN = 5.02 TeV. Together with the
other members of the analysis group, we performed the first measurement of the central-
to-peripheral ratio which turned out to be more precise than the more common nuclear
modification factor, thanks to the cancelation of most sources of systematic uncertainties.
These results were published only in 2019, since it was decided to wait for the run of pp
collisions at

√
s = 5.02 TeV of 2017, in order to include the measurements of the nuclear

modification factors computed with a more precise measured pp reference. The paper is
currently on arXiv and it was accepted by JHEP (arXiv:1906.03425). In 2018 I performed
the measurement of the D+

s -meson production in pp collisions at
√
s = 5.02 TeV, which

is currently the most precise measurement at mid-rapidity at the LHC energies. For this
analysis, I developed a new procedure for the evaluation of the systematic uncertainty
related to the efficiency of the particle identification selection, which was then used for
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all the D-meson analyses. I was included in the paper writing committee of this measure-
ments and the analysis was published in 2019 in EPJC (Eur. Phys. J C79 no. 5, (2019)
388), just before the paper on the D-meson production in p–Pb collisions. Moreover, I
presented the results obtained in pp and p–Pb collisions in a poster at Quark Matter
2018. Always during my second year of Ph.D., after several iterations with experts of the
flow analyses, I finalised the first measurements with the ESE technique and I contributed
to write the related article as chair of the paper committee. The first paper about these
kind of measurements in the heavy-flavour sector was then published in JHEP (JHEP
02 (2019) 150). I also had the opportunity to present these results in a talk at Hard
Probes 2018. In the context of the ESE measurements, I also performed a study for the
expected precision with the upgrade of the ALICE detector planned for the LHC Run3,
that was included in the document for the future perspectives of the heavy-ion physics
at the LHC (arXiv:1812.06772). During my last year of Ph.D., I analysed the Pb–Pb
data sample collected at the end of 2018. To accomplish this measurements, I had the
chance to spend four months at CERN. The size of this data sample was 9 (4) times the
one collected in 2015 for central (semi-central) collisions. Hence, I focused my activity to
the improvement of the measurements of the D+-meson azimuthal anisotropies in semi-
central collisions, with and without the ESE technique, and to the measurement of the
D+

s -meson production in central collisions. For the first analysis, I developed a new code
able to manage different Qn-vector calibrations. Then, I developed a post-calibration
procedure for the particle-identification response of the TPC detector, that was neces-
sary to correct the non-perfect calibration available. This correction was used by all the
analyses of the Pb–Pb sample collected in 2018 performed by the D2H group. Finally,
together with my colleague of Ph.D. in Torino, Fabio, we started the investigation of
machine-learning techniques for the measurement of the D+

s meson in Pb–Pb collisions.
These analyses were approved as preliminary results and I had the chance to present
them in a talk at the European Conference for High-Energy Physics 2019.

In parallel to the activities of data analysis for the measurement of charmed mesons, I
was also involved in the development and the production of the upgraded Inner Tracking
System (ITSU), the new silicon-tracker detector that will be installed in ALICE at the
beginning of 2020. I started attending the laboratory during my first year of Ph.D. and
I took over the activity related to the positioning and the assembly of the units that
make up the outer barrel of the ITSU (called staves). I developed a software for the
coordinate measuring machines used for the assembly, and I became responsible for the
automatisation of the assembly procedures. The software that I developed was adopted
in all the production sites, and therefore I had the opportunity to visit four of them
(Berkeley, Daresbury, Frascati, and of course Torino) for the preparation of the assembly
tools, for the training of the people involved, and to provide support for the procedures
that I developed. Between the second and the third year of my Ph.D. I also actively
participated in the production of the staves for the outer barrel of the ITSU in Torino.
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Chapter 1

High-energy nuclear physics

The strong interaction between the elementary constituents of the hadronic matter
(quarks and gluons) is described by the Quantum Chromodynamics (QCD) field theory.
The QCD theory predicts a transition of the strongly interacting matter under extreme
conditions of high temperature and energy density from the hadronic phase to a colour-
deconfined medium, called Quark–Gluon Plasma (QGP) [7–10]. This state of the nuclear
matter is created and studied in the laboratory via ultra-relativistic heavy ion collisions.
In this Chapter, a brief introduction to the high-energy nuclear physics, and a selection of
the main experimental results obtained in this field and their interpretation are presented.

1.1 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is a non-Abelian quantum gauge field theory,
based on the invariance under local SU(3)c group transformations. The conserved charge
of QCD is called colour charge and can assume three values, commonly referred as red,
green, and blue. The colour charge is carried by elementary particles, called quarks, which
can be of six different flavours: up, down, strange, charm, beauty, and top. The interaction
is exchanged by eight mass-less vector gauge bosons named gluons, which carry a colour
and an anti-colour charge.

The QCD Lagrangian can be written as [11]:

LQCD =
∑︂

f

q̄f
i (iγµD

µ
ij −mfδij)qf

j − 1
4G

µν
a Ga

µν , (1.1)

where qf
i is the field of a quark with flavour f , colour charge i, and mass mf . The

covariant derivative Dµ
ij is written as a function of the gluon fields Gµ

a (with a = 1, ...,8)
and the strong coupling constant gs,

Dµ
ij = ∂µδij − igs

(︃
λa

ij

2

)︃
Gµ

a , (1.2)

where λa
ij are the Gell-Mann matrices. The second term of Eq. 1.1 describes the kine-

matics and the dynamics of the gluons and, if we make explicit the gluon tensor

Ga
µν = ∂µG

a
ν − ∂νG

a
µ + igsfabcG

b
µG

c
ν , (1.3)
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Figure 1.1: Collection of experimental values of the strong coupling constant αs as a
function of the transferred momentum of the measured process. Figure taken from [13].

we find that the non-Abelian term (igsfabcG
b
µG

c
ν , where fabc are the structure constants

of SU(3)) produces self-interactions among gluons. These self interactions among gluon
fields results in the so-called anti-screening in colour interaction. As a result, the QCD
coupling constant evolves with the transferred momentum Q [12]:

αs = g2
s

4π = αs(µ2)
1 + αs(µ2)33−2nf

12π ln Q2

µ2

, (1.4)

where µ is the mass scale of the renormalisation and 2nf is the number of flavours. There-
fore, αs decreases with increasing Q2, as confirmed by the experimental results shown in
Fig. 1.1. For decreasing Q2 (increasing distances) αs diverges. This means that quarks
are strongly bound in hadrons and they cannot be separated. This phenomenon is called
confinement. For large values of Q2, the coupling constant becomes very small, therefore
in this energy region the hadron constituents can be considered free and weakly interact-
ing. This property of the strong interaction is addressed as the asymptotic freedom.

For Q2 ≳ 1 GeV2/c2, a perturbative expansion in αs can be used to calculate transition
elements of the scattering matrix (perturbative QCD, pQCD). For smaller values of Q,
αs becomes too large and a perturbative approach cannot be applied anymore. In this
case, the Green’s functions of the QCD Lagrangian can still be evaluated on a discrete
space-time grid. This method is called lattice QCD (lQCD) [14].

2



1.2 – Deconfinement and Quark–Gluon Plasma

STAR’s Beam Use 
Request for BES-II

Helen Caines  
Yale

on behalf of the STAR Collaboration
Slide 2 of 40 Daniel Cebra 

18-Jun-2015 

RHIC Program Advisory Meeting 

Brookhaven National Laboratory 

BES Phase II – Physics Cases for iTPC 

Beam Energy Scan – Phase I Results:  

• Seen the turn-off of QGP signatures.  

• Seen  suggestions of the first order phase transition.  

• Not seen conclusive evidence of a critical point.  

 

The most promising region for refining the search is in 
the lower energiesÎ 19.6, 15, 11.5, 7.7, and lower.  
 

The iTPC Upgrades strengthen the BES II physics program, 

and enables new key measurements: 

• Rapidity dependence of proton kurtosis 

• Dilepton program (sys. errors and intermediate mass region) 

• Enables the internal fixed target program to cover  7.7 to 3.0 GeV 

             1st Order Phase Transition

         SIS100/FAIR

NICA-FXT

              NICA-MPD

             J-PARC

                                                         SIS18/HADES
 RHIC BES-II         RHIC FXT

        SHINE
Quark-Gluon Plasma

Color 
SuperconductorHadron Gas

The Phases of QCD

Critical
Point?

Vacuum
Nuclear 
Matter

0 200 400 600 800 1000 1200 1400 16000

50

100

150

200

250

300

Te
m

pe
ra

tu
re

 (M
eV

)

Baryon Chemical Potential μB(MeV)

RHIC
LHC200 √s = 62.4 GeV

27

14.5
19.6

11.5

9.1

7.7

3927
60

Figure 1.2: The QCD phase diagram. Figure taken from [15].

1.2 Deconfinement and Quark–Gluon Plasma

As a consequence of the large variation of αs, the properties of the strongly-interacting
matter can be very different, depending on the transferred momentum in the interactions
among its constituents. A critical behaviour is expected to appear in case of very high
temperature and/or density. In particular, a phase transition from the ordinary hadronic
matter to a colour-deconfined state in which the quark and gluons are no longer bound
into the hadrons - the Quark–Gluon Plasma (QGP) - was predicted [16].

The states of the strongly-interacting matter under different conditions can be rep-
resented in a phase diagram. In Fig. 1.2, this phase diagram is reported in terms of
temperature T on the y-axis, and baryon-chemical potential µB on the x-axis, both ex-
pressed in MeV. The baryo-chemical potential is defined as the energy needed to increase
by one unity the total baryon number and it is proportional to the net baryon density.
The ordinary nuclear matter is located at approximately T ≈ 0 and µB ≈ 1 GeV. In-
creasing the baryo-chemical potential by about 5–10 times a transition to the QGP is
expected to happen [17]; this high-µB QGP has been hypothesised to be present in the
core of neutron stars [18]. A further increase of µB should lead to the formation of Cooper
pairs and therefore of a colour-superconductive state [19, 20]. In the limit of µB = 0 the
transition is expected to occur at T ≈ 145 − 165 MeV (≈ 1.7 × 1012 K), corresponding to
a energy density of about ϵ ≈ 0.18 − 0.5 GeV/fm3. In this case, a crossover between the
hadronic and the deconfined states is predicted by lQCD simulations [21]. The nature
of the phase transition is controlled by global symmetries of the QCD Lagrangian and,
in particular, the crossover is a consequence of the chiral symmetry, which is restored in
case of vanishing quark masses. This crossover is believed to hold in the low-µB region,
while at higher µB the transition is expected to be of the first order. Therefore, a critical
point is predicted in the phase diagram, as shown in Fig. 1.2.
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1 – High-energy nuclear physics

Figure 1.3: Space-time evolution of a heavy-ion collision. Figure taken from [23].

1.3 Heavy-ion collisions

Experimentally, the QGP is recreated in laboratory via ultra-relativistic heavy ion
collisions.

The first heavy-ion experiments started in the second half of the 1980s at the Super
Proton Synchrotron (SPS) at CERN and at the Alternating Gradient Synchrotron (AGS)
at Brookhaven National Laboratory (BNL). There, several fixed-target experiments were
operating at a centre-of-mass energy per nucleon-pair √

sNN in the range 7.7 − 17.3 GeV,
probing the µB interval 200−500 MeV. At these energies the nucleons are stopped in the
collision region, hence the net baryon density is high. This condition is called stopping
regime. The heavy-ion physics moved then to the colliders, first with the Relativistic
Heavy Ion Collider (RHIC) at BNL in 2000 and then with the Large Hadron Collider
(LHC) at CERN in 2010. The top centre-of-mass energies of the two accelerators are 200
GeV and 5.5 TeV for Au and Pb ions, respectively, which permits to explore the QCD
phase diagram in the region of µB close to zero. In this case one refers to the Bjorken
regime or the transparency regime [22].

The collision between two heavy nuclei is an event with a complex space-time evolu-
tion. Assuming to satisfy the Bjorken condition, it is possible to describe the stages of
this evolution in terms of the light-cone variables t (time) and z (direction of the collid-
ing beams), as shown in Fig. 1.3. The following phases of the system evolution can be
defined:

• Collision: the collision takes place in a very short time, e.g. at RHIC energies
τcoll = 2R/γ ∼ 0.1 fm/c, being γ the Lorentz factor and R the radius of the gold

4



1.3 – Heavy-ion collisions

ions.

• Pre-equilibrium: after a time τf > τcoll particles are produced from the energy
deposited in the interaction region by the colliding ions. In the mid-rapidity region,
where the net baryon density is zero, according to the Bjorken regime, it is possible
to estimate the energy density using the following relation

ϵBJ = ⟨mT⟩
τfA

dN
dy

⃓⃓⃓⃓
y=0

(τf) (1.5)

where A is transverse surface of the collision region, mT is the transverse mass
defined as mT =

√︂
m2 + p2

T, being pT =
√︂
p2

x + p2
y the transverse momentum,

dN/dy the particle multiplicity per unit of rapidity (y = 1
2 ln(E−pz

E+pz
)) and τf the

formation time. Assuming τf ∼ 1 fm/c and considering the dN/dy values measured
at the centre-of-mass energy of RHIC, the energy density obtained is well above the
critical value obtained in Sec. 1.2. In particular at RHIC energies it results to be
ϵBJ ∼ 5.4 GeV/fm3, while at LHC ∼ 15 GeV/fm3.

• QGP formation: the system of produced particles reaches the thermal equilibrium
through binary scatterings, the QGP forms and the system starts the expansion.
From hydrodynamic studies the time needed to reach the thermal equilibrium is
evaluated to be 0.6 ≤ τeq ≤ 1 fm/c at RHIC.

• Hadronisation: when the temperature decreases below the pseudo-critical value for
the transition crossover, the QGP cannot longer exist and its constituents hadronise.
A gas of interacting hadrons, which continues to expand, is formed.

• Freeze-out: below a certain temperature the interactions among the hadrons stop.
First the inelastic interactions cease (chemical freeze-out) and the relative abun-
dances of hadronic species are fixed. Then, the elastic interactions cease (thermal
freeze-out), defining the momentum spectra of all the particle species.

1.3.1 The Glauber model

The finite size of the colliding atomic nuclei implies the necessity of a description of
the collision geometry. This description can be obtained via the Glauber Model [24],
which also provides estimates of useful variables, such as the interaction probability, the
number of nucleons that takes part in the collision (participant nucleons, Npart), and the
number of binary nucleon–nucleon collisions (Ncoll).

In the Glauber-Model formulation the collision between two nuclei is described as
incoherent superposition of binary nucleon–nucleon interactions. Moreover, the nucleons
inside the nuclei are considered indistinguishable (protons from neutrons) and point-like,
the nucleus and the nucleons inside it are not deflected in the interaction, and the cross
section for the elementary interaction between two nucleons does not vary through all
the collision. Under these assumptions, also known as optical limit, the collision between
two nuclei can be analytically described using the nuclear density function ρ (typically

5



1 – High-energy nuclear physics

Figure 1.4: Schematic representation of two nuclei before a collision together with the
coordinate system for the nucleons. Figure taken from [24].

parametrised with a Wood-Saxon function [24]) and the inelastic nucleon–nucleon cross
section σNN

inel as inputs.
The coordinate system used to describe the collision of a nucleus A (with A nucleons)

and a nucleus B (with B nucleons) is shown in Fig. 1.4. The origin of the coordinate
system is placed in the centre of A, and the position in the transverse plane of the nucleons
inside A expressed by the vector s⃗. The same position with respect to the centre of the
nucleus B is then given by b⃗− s⃗, where b⃗ is the vector that connects the centres of the two
nuclei and it is called impact parameter. The probability to find a nucleon of the nucleus
A at the transverse coordinate s⃗ is given by the nuclear thickness function

TA(s⃗) =
∫︂ +∞

−∞
dzA · ρA(s⃗, zA

i ). (1.6)

The probability to have an elementary collision between two nucleons is then given by

p(b⃗) = σNN
inel ·

∫︂
d2s · TA(s⃗) · TB(b⃗− s⃗) = σNN

inel · TAB(b⃗), (1.7)

where TAB(b⃗) is defined as the nuclear overlap function. The probability to have n
nucleon–nucleon interactions is given by the binomial distribution:

Pn,AB(b⃗) =
(︄
AB
n

)︄
·
[︃
σNN

inel · TAB(b⃗)
]︃n

·
[︃
1 − σNN

inel · TAB(b⃗)
]︃AB−n

. (1.8)

The average number of binary nucleon–nucleon collisions is obtained as the mean value
of the binomial probability distribution:

⟨Ncoll(b⃗)⟩ = AB · σNN
inel · TAB(b⃗). (1.9)
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1.3 – Heavy-ion collisions

Similarly, it is possible to estimate the number of nucleons that participate in the collision
as:

⟨Npart(b⃗)⟩ = A ·
∫︂

d2s · TA(s⃗) ·
[︁
1 − (1 − σNN

inel · TB(b⃗− s⃗))B]︁+
+B ·

∫︂
d2s · TB(b⃗− s⃗) ·

[︁
1 − (1 − σNN

inel · TA(s⃗))A]︁. (1.10)

The inelastic nucleus–nucleus interaction cross section can be obtained as the proba-
bility to have at least one binary nucleon–nucleon collision:

dσinel
AB

db⃗
= 1 − P0,AB(b⃗) = 1 −

[︃
1 − σNN

inel · TAB(b⃗)
]︃AB

. (1.11)

In case of hard processes, for which the cross section is small, Eq. 1.11 with σinel substi-
tuted by σhard can be expanded in Fourier series:

dσhard
AB
db⃗

≃ 1 −
[︃
1 −AB · σNN

hard · TAB(b⃗)
]︃

= AB · σNN
hard · TAB(b⃗) ∝ σNN

hard · ⟨Ncoll(b⃗)⟩, (1.12)

where Eq. 1.9 was used in the last step. As a consequence, the Glauber Model predicts
that the yield of particles produced via hard processes in nucleus–nucleus collisions is
proportional to the one in proton-proton collisions, with proportionality constant ⟨Ncoll⟩.
This property is typically addressed as binary-scaling or Ncoll-scaling.

Glauber Monte Carlo simulations

Despite the Glauber Model in the approach of the optical limit can be very useful
to compute relevant quantities related to the geometry of a heavy-ion collision, it has
as limitation the usage of continuous density functions for quantities that are discrete in
nature and that can fluctuate event by event. This is for example the case of the position
of the nucleons inside the nuclei, which are discrete and therefore event-by-event give rise
to a lumpy distribution, which can be approximated to a continuous distribution only on
average.

The event-by-event fluctuations can be taken into account using Glauber Monte Carlo
simulations [24]. In this approach, the nucleon position in the two colliding nuclei are
randomly generated according to their nuclear density distributions and a random im-
pact parameter is assigned according to the differential cross section dσ/db ∝ 2πb. The
collision between the two nuclei is then treated as a superposition of independent binary
nucleon–nucleon collisions. A collision between two nucleons being distant d from each
other in the plane orthogonal to the beam axis takes place if

d <
√︂
σinel

NN/π. (1.13)

Using this description, the Npart and Ncoll values are obtained for each genrated event.
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ALI-PUB-104924 ALI-PUB-104920

Figure 1.5: Pseudorapidity density of charged particles per participant-nucleon pair
2

⟨Npart⟩⟨dNch/dη⟩ as a function of Npart (left panel) and √
sNN (right panel), measured

at mid rapidity in different colliding systems. Figures taken from Ref. [25].

1.4 Observables in heavy-ion physics

This Section is devoted to the description of a selection of the main observables of the
heavy-ion physics and the experimental results that contributed to the current under-
standing of the hot and dense medium created in ultra-relativistic heavy-ion collisions.

1.4.1 Particle multiplicity and energy density

The measurement of the particle multiplicity produced in heavy-ion collisions provides
important information about the properties of the created medium.

This observable is typically expressed in terms of pseudorapidity density of charged
particles per pair of participant nucleons, 2

⟨Npart⟩⟨dNch/dη⟩. The division by ⟨Npart⟩/2 is
introduced to compare different colliding systems. The pseudorapidity (η = − ln(θ/2),
being θ the polar angle), can be used as an approximation of the rapidity (η ≈ y for
pT ≫ m) when the mass of the measured particles is not known. Therefore, dNch/dη
measured at mid-rapidity can be used to have an estimate of the energy density of the
medium created in heavy-ion collisions using the Bjorken formula reported in Eq. 1.5.

The left panel of Fig. 1.5 shows the charged-particle pseudorapidity density per partic-
ipant pair measured by the ALICE Collaboration in pp, p–Pb, and Pb–Pb collisions as a
function of Npart [25]. The charged-particle density per participant pair increases steeply
from pp and p–Pb collisions to peripheral Pb–Pb collisions, while the slope is reduced
from Npart ≈ 50. This behaviour is similar for different energies described by models
that include gluon saturation in the initial stage. The right panel of the same Figure
shows 2

⟨Npart⟩⟨dNch/dη⟩ as a function of √
sNN, measured in different collision systems by
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1.4 – Observables in heavy-ion physics

several experiments. The charged-particle density per participant pair increases with the
centre-of-mass energy of the collision, with a different slope in A–A collisions with respect
to that observed in pp collisions. The measurements in p–A and d–A collisions lie on the
curve of pp collisions, indicating that the difference observed in A–A collisions is not only
due to the multiple interactions among the participating nucleons, present also in p–A
collisions. The two series of points were fitted with a power low function, asb, and b was
found to be 0.155 ± 0.004 for Pb–Pb collisions and 0.103 ± 0.002 for the smaller systems.
In case of A–A collisions, the energy density obtained applying the Bjorken formula 1.5
is larger than the critical energy density for the deconfinement.

1.4.2 Hadro-chemical composition

The measurement of identified hadron yields can provide an estimation of the chem-
ical freeze-out temperature Tch, the baryo-chemical potential µB and the volume of the
system V at the chemical freeze-out. Those parameters can be in fact evaluated by com-
paring the measured abundances of different hadron species with the predictions of the
statistical hadronisation model (SHM), which assumes that the system is in the thermal
and chemical equilibrium at the chemical freeze-out. In particular, considering the sys-
tem exchanging energy and particles with the outside (grand-canonical ensemble), the
abundance of a defined particle species i is

Ni(T, V, µi) = giV

2π2

∫︂ ∞

0

p2dp
e(E−µi)/T ± 1

(1.14)

where gi are the degrees of freedom of the species i and µi the chemical potential, which
guarantees the conservation on average of the quantum numbers (baryon number, isospin,
and strangeness). Variations from the grand-canonical description can be applied by
introducing additional parameters to account for an incomplete thermalisation for the
strange (γs) or charm (γc) quarks. In case of non-equilibrium these parameters are smaller
than unity. This is typically needed in peripheral A–A collisions or in small systems, such
as pp and p–Pb collisions. An additional parameter γq is used in the share model, which
describes an expanding, super-cooled QGP which is in non-equilibrium and undergoes a
sudden hadronisation without further re-interactions.

The temperatures obtained from the thermal fits is close to the value expected for
the pseudo-critical temperature of the crossover transition and the measured abundances
of the hadron species at the equilibrium follow a distribution which is governed by their
mass, spin, by the temperature, and by the µB.

In Fig. 1.6, the results of the fits with the share model to the yields of the different
particle species measured by the ALICE Collaboration in the 10% most central Pb–
Pb collisions at √

sNN = 5.02 TeV, are shown. A chemical freeze-out temperature of
Tch = (154 ± 3) MeV, with a χ2/ndf = 6.4 (5) is found in case of γs and γq equal (close)
to unity. A smaller value of Tch = (139 ± 1) MeV and a lower χ2/ndf = 2.6 are obtained
when γs and γq are both let free in the fits. In this case the values of γs and γq are found
to be larger than unity. When also the light (hyper-) nuclei are included in the fit, the
temperature increases again to Tch = (160 ± 10) MeV and γs and γq are found to be
smaller than unity, although the χ2/ndf increase again to a value of 4.8.
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Figure 1.6: Thermal fit to the particle yields measured by the ALICE Collaboration in the
10% most central Pb–Pb collisions at √

sNN = 5.02 TeV. Figure taken from the ALICE
figure repository ©.

1.4.3 Strangeness enhancement

The first evidences of the enhanced production of hadrons containing strange quarks in
A–A collisions with respect to those measured in pp collisions was observed by the NA35,
WA97, and NA57 Collaborations in the 1990s [26–28]. The more strange quarks were
contained in the hadron, the larger was the measured enhancement. These observations
were consistent with the prediction by Rafelski and Müller, that proposed the strangeness
enhancement as a signature of the deconfinement [29]. Since no valence strange quarks
are present in the colliding nuclei, they must be produced in the collision or in the QGP.
When the temperature is below the critical temperature of the phase transition, the
production of strange quarks is disfavoured since the effective mass of the strange quark
is larger than the temperature. When the system reaches the critical temperature, the
phase transition occurs and the mass of the strange quark decrease to the current value
of ≈ 100 MeV/c2 due to the restoration of the chiral symmetry [30]. Hence, strange
quark-antiquark pairs are expected to be abundantly produced in gluon-fusion processes,
owing to the high density of gluons in the QGP, leading to an increase of the relative
abundance of particles with strange-quark content.
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Figure 1.7: Ratios of pT-integrated yields of hadrons with strange-quark content and
those of charged pions as a function of the charged-particle multiplicity at mid-rapidity,
measured by the ALICE Collaboration in several colliding systems. Figure taken from
the ALICE figure repository ©.

An enhanced production of strange hadrons was also observed at RHIC [31] and LHC
energies [32]. Recently the ALICE Collaboration published the first observation of an
enhancement of strangeness production in high-multiplicity pp collisions [33]. Figure. 1.7
shows the ratios of the pT-integrated yields of strange and multi-strange hadrons with
respect to those of charged pions as a function of the charged-particle multiplicity at
mid-rapidity in different colliding systems. A smooth increase is observed from low-
multiplicity pp collisions to central Pb–Pb collisions. The increasing trend is more steep
for hadrons with multiple strange-quark content. This behaviour is not reproduced by
event generators such as pythia [34], dipsy [35], and epos [36], and therefore it is still a
challenge for the models that describe the particle production in pp collisions. A possible
explanation of this behaviour is provided by the statistical hadronisation model. In fact,
in small collisions systems, such as pp and p–A, the grand-canonical formulation cannot
be adopted due to the small number of produced particles and the canonical formulation
must be used. In a grand-canonical ensamble, the quantum numbers (i.e. strangeness) are
conserved on average, while in a canonical ensamble they must be exactly conserved. This
conservation law reduces the phase space available for particle production [37], causing a
suppression of the strange hadron production in small systems. This effect is denoted as
canonical suppression.
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1.4.4 Radial flow

After the chemical freeze-out, the abundances of the particle species are defined,
but the particles still interact among themselves through elastic scatterings. Only after
the thermal freeze-out all the interactions cease and the momentum spectra of primary
particles become fixed. If the system is in thermal equilibrium, the transverse-momentum
spectrum at low pT can described by approximated by a Maxwell-Boltzmann distribution,
where the slope parameter Tfo represents the thermal freeze-out temperature:

1
pT

dN
dpT

∝ e−
√

m2+p2
T/Tfo . (1.15)

However, in A–A collisions a different slope for particles with different masses was ob-
served [38]. This is the effect of a collective motion in the transverse plane, called radial
flow, which is due to the internal pressure generated by the QGP and is superimposed
to the thermal random motion. Hence, the slope parameter (Tslope) is the sum of the
thermal freeze-out temperature and the radial flow terms:

Tslope = Tfo + m

2 ⟨βT⟩2, (1.16)

where ⟨βT⟩ is the collective transverse average velocity of the medium. An additional
complication is represented by the fact that the system is expanding and therefore the
velocity is not the same along the radial direction. This was developed within the Blast-
Wave model [39], where the radial expansion velocity βT(r) distribution was parametrised
as

βT(r) = βs

(︃
r

R

)︃
, (1.17)

where βs is the velocity at the surface of the expanding system and R is the maxi-
mum radius. Within this model, the observed particle spectrum results from the sum
of the spectra of individual thermal sources each boosted with the boost angle ρ =
tanh−1[βT(r)] [39].

This model can be used to estimate the kinetic freeze-out temperature and the average
radial expansion velocity via fits to the measured pT-differential distributions of different
hadron species. Figure 1.8 shows these fits to the pT spectra of charged pions, kaons,
and protons measured in the 5% most central Pb–Pb collisions at √

sNN = 2.76 TeV
by the ALICE Collaboration [38]. The spectra measured by the STAR and PHENIX
Collaborations in Au–Au collisions at √

sNN = 200 GeV [40, 41] are also superimposed to
appreciate the difference in the slope at lower collision energy. The expansion velocity is
found to increase from about 0.35 to 0.65, while the freeze-out temperature to decrease
from about 160 MeV to 100 MeV, going from peripheral to central Pb–Pb collisions at
the LHC energies [38].

Surprisingly, at LHC energies a mass-dependent shift of the pT distributions of iden-
tified hadrons was also observed in smaller systems, such as p–Pb collisions [42–44]. This
observation can be explained by models including an hydrodynamical expansion [45],
which provide a description of other observables that were found to exhibit a collective-
like behaviour [46–50]. This could be attributed to the formation of QGP droplets in
smaller systems, however this interpretation is currently debated.
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ALI-PUB-45331

Figure 1.8: Transverse-momentum spectra of charged pions, kaons, and protons in central
(0–5%) Au–Au collisions at √

sNN = 200 GeV measured by the STAR and PHENIX
Collaborations and in central (0–5%) Pb–Pb collisions at √

sNN = 2.76 TeV by the ALICE
Collaboration. Figure taken from Ref. [38].

1.4.5 Anisotropic flow

The initial geometry of a nucleus–nucleus collision shows an anisotropy in the az-
imuthal plane due to the finite size of the colliding objects (see Sec. 1.3.1), which in-
creases with the impact parameter between the two colliding nuclei. This initial geo-
metrical anisotropy is converted to an anisotropy in the momentum distribution of the
produced particles due to the anisotropic pressure gradients, and therefore it can be mea-
sured through the azimuthal angle distributions of the particles in the final state. The
anisotropy is characterised via a Fourier series expansion of the azimuthal angle φ with
respect to the symmetry-plane angles Ψn,

d2N

d(φ− Ψn)dpT
= dN

2πdpT

{︃
1 + 2

∞∑︂
n=0

vn(pT) cos[n(φ− Ψn)]
}︃
, (1.18)
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Figure 1.9: Elliptic flow coefficient v2 of charged pions, charged and neutral kaons, pro-
tons, ϕ mesons, and hyperons as a function of pT, measured by the ALICE Collaboration
for several centrality classes in Pb–Pb collisions at √

sNN = 5.02 TeV. Figure taken from
Ref. [52].

where n is the order of the harmonic and vn(pT) are the pT-dependent Fourier (flow)
coefficients defined as

vn(pT) = ⟨cos[n(φ− Ψn)]⟩. (1.19)

The brackets denote an average over particles in a given pT interval and over the events in
a given centrality class. The symmetry-plane angles for the nth harmonic Ψn are defined
by the geometrical distribution of the nucleons participating in the collision [51]. In case
of no fluctuations in the initial geometry, they correspond to the reaction-plane angle
ΨRP, which is defined by the beam direction and the impact parameter.

The dominant term in non-central collisions is the second-harmonic coefficient v2,
called elliptic flow, originating from the almond shape of the interaction region. Figure 1.9
shows the elliptic flow coefficient of charged pions, charged and neutral kaons, protons,
ϕ mesons, and hyperons as a function of pT, measured by the ALICE Collaboration for
several centrality classes in Pb–Pb collisions at √

sNN = 5.02 TeV. The v2 increases from
central (0–1%) to semi-central (30–40%) collisions, due to the increased initial geometrical
anisotropy. For more peripheral collisions it decreases because of the reduction of the
pressure gradients due to the smaller density of the medium. The v2 of the different species
follows a mass ordering for pT < 3 GeV/c. This is expected from the collective radial
flow imparted by an hydrodynamically expanding source, because particles with larger
mass are pushed to higher pT by the common flow velocity βT. For 3 < pT < 8 GeV/c,
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the v2 of the different hadron species are grouped according to the number of their
valence quarks rather than their mass, as expected in case of hadron production via
quark recombination [53]. The comparison of the measured vn harmonics with viscous
hydrodynamic models provide information of medium properties, such as equation of
state, sound velocity or shear viscosity η/s. In particular, a value of η/s of about 0.12
and 0.2 allows for a good parametrisation of the measurements in Au–Au collisions at
top of RICH energy and for Pb–Pb collisions at √

sNN = 2.76 TeV, respectively [54].
Recently, a long-range correlations in the transverse plane were found at the LHC in

high-multiplicity pp collisions [46, 47] and subsequently in high-multiplicuty p–Pb colli-
sions [48–50] by studying the two-dimensional ∆φ− ∆η correlation function. Moreover,
the PHENIX collaboration measured positive second and third harmonic coefficients v2
and v3 in p–Au, d–Au, and 3He–Au collisions, which were found to be dependent on the
initial geometry [55]. The measured vn coefficients in small systems were found to be de-
scribed both by Color-Glass Condensate (CGC) models based on initial state non-linear
gluon interactions [56, 57], and by hydrodynamical models, which include the formation
of a short-lived QGP droplet [58–60].

1.4.6 High-pT hadrons and jet quenching

High-pT partons are produced in hard-scattering processes in the early stage of the
collision. They subsequently propagate in the QGP losing energy interacting with the
medium constituents via inelastic (gluon radiation) and elastic (scattering) processes.
This energy loss causes a shift of the energy distribution of partons traversing the medium,
which results in a softening of the pT distributions of the hadrons measured in the final
state, called jet quenching.

As demonstrated in Sec. 1.3.1, the yield of particles produced in hard processes in
heavy-ion collisions is expected to scale with the average number of binary nucleon–
nucleon collisions ⟨Ncoll⟩. This scaling rule is typically tested via the measurement of the
nuclear modification factor RAA, defined as

RAA(pT, y) = 1
⟨Ncoll⟩

d2NAA/dpTdy
d2Npp/dpTdy , (1.20)

where d2Npp(AA)/dpTdy are the pT- and y-differential yields of hadrons measured in pp
(AA) collisions. The RAA is expected to be equal to unity in absence of medium effects,
while a difference from unity implies modifications of the pT distributions of the produced
hadrons. Other effects not related to the presence of the QGP, the cold nuclear matter
(CNM) effects, can cause a deviation from unity. These effects can be assessed by studying
the nuclear modification factor in p–A collisions.

The left panel of Fig. 1.10 shows the nuclear modification factor of charged parti-
cles as a function of pT measured by the ALICE [61] and CMS [65] Collaborations in
p–Pb and central (0–5%) Pb–Pb collisions at √

sNN = 5.02 TeV. For high-pT particles
(pT ≳ 3 GeV/c) the nuclear modification factor is compatible with unity for p–Pb col-
lisions, while it is significantly suppressed for Pb–Pb collisions, as a consequence of the
energy loss. In addition, the nuclear modification factor of electroweak probes, such
as photons and Z and W bosons, in Pb–Pb collisions is found to be compatible with
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Figure 1.10: Left: nuclear modification factor as a function of pT for charged particles in
p–Pb and 0–5% Pb–Pb collisions at √

sNN = 5.02 TeV by the ALICE and CMS Collabo-
rations. Figure taken from Ref. [61]. Right: nuclear modification factor of charged jets
in the 10% most central Pb–Pb collisions at √

sNN = 2.76 TeV measured by the ALICE
Collaboration [62], compared to that of inclusive jets measured by the ATLAS [63] and
CMS [64] Collaborations at the same energy and centrality class. Figure taken from the
ALICE figure repository ©.

unity [66–70]. For pT ≳ 10 GeV/c the charged-particle RAA increases and approaches
unity for pT ≈ 100 GeV/c. This is not observed in the RAA of jets, which is approxi-
mately flat in this pT region, as shown in the right panel of Fig. 1.10, where the RAA
of charged jets measured by the ALICE Collaboration in the 10% most central Pb–Pb
collisions at √

sNN = 2.76 TeV [62] is compared to that of inclusive jets measured by the
ATLAS [63] and CMS [64] Collaborations at the same energy and in the same centrality
class. The rise of the charged-particle RAA could be therefore due to a modification of the
fragmentation functions in Pb–Pb collisions with respect to pp collisions, which would
modify the shape of the pT distributions. For pT ≲ 3 GeV/c both the nuclear modifi-
cation factors measured in p–Pb and Pb–Pb collisions are lower than unity, however in
this pT region the binary scaling is not expected to occur even in absence of medium
effects because particle production is dominated by soft processes, for which the yield of
produced particles is expected to scale with ⟨Npart⟩.

The measurement of the RAA is therefore a sensitive probe to the formation of the
QGP and the comparison with the model predictions can be used to extract the transport
properties of the medium [71].
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Chapter 2

Open heavy-flavour physics

Open-heavy flavour hadrons, i.e. particles made of at least a heavy (charm or beauty)
quark and other lighter quarks, are excellent probes of the Quark–Gluon Plasma created
in heavy-ion collisions [72]. In fact, heavy quarks are produced in hard-scattering pro-
cesses occurring in the early stage of the collision and subsequently experience the full
system evolution, interacting with the medium constituents via elastic and inelastic pro-
cesses. This Chapter is dedicated to the introduction to open-heavy flavours as a probe
of the Quark-Gluon Plasma created in heavy-ion collisions, which is presented following
the various stages of their evolution, starting from the production, going through the
interaction with the medium, ending up with the hadronisation.

2.1 Open heavy-flavour production

Because of their large masses, mc ≃ 1.3 GeV/c2 and mb ≃ 4.2 GeV/c2 [13], heavy
quarks are always produced in scattering processes with large momentum transfer (Q2 ≳
4m2

b,c). Since the strong coupling constant is significantly smaller than unity in this
Q2 region (see section 1.1), the elementary cross section for the production of the heavy
quark-antiquark pair σij→QQ can be calculated with a perturbative expansion of αs, which
depends on the energy scale of the process, encoded in the renormalisation scale, µR. The
two processes that contribute to the heavy-quark production cross section at leading order
in the perturbation theory (O(α2

s)) are the quark-antiquark annihilation qq → QQ and
the gluon fusion gg → QQ [73].

The production cross section of open heavy-flavour hadrons in pp collisions can be
obtained from the elementary heavy quark-antiquark production cross section by applying
the factorisation theorem:

σpp→ HQ+X =
∑︂

i,j=q,q,g
f(xi; Q2) ⊗ f(xj; Q2) ⊗ σij→QQ ⊗D(zQ; Q2), (2.1)

where f(xi; Q2) is the parton distribution function (PDF), describing the probability to
find a parton i in the colliding proton which carries a fraction xi of the proton momen-
tum, and D(zQ; Q2) is the fragmentation function (FF), which describes the probability
that the heavy quark Q hadronises in the hadron HQ, carrying a fraction zQ of the
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original quark momentum. Both the PDFs and the FFs describe non-perturbative pro-
cesses and therefore cannot be obtained with pQCD calculations. The PDFs are typically
parametrised using measurements of deep-inelastic scattering [74–76], while the FFs from
measurements in e+e− collisions [77]. Both the PDFs and the FFs are parametrised at a
given energy scale Q2

0 and are subsequently evolved to the desired Q2 using the dglap
equations [78]. Since the PDFs and the FFs depend on the energy scale of the considered
process, they are expressed as a function of the factorisation scale, µF. The µF and µR
scales are usually chosen of the same order of the momentum transfer of the hard process
µR ∼ µF ∼

√︂
m2

Q + p2
T,Q or ∼

√︂
4m2

Q + p2
T,Q.

The state-of-the-art perturbative calculations that provide predictions for the produc-
tion cross sections of open heavy flavours using the collinear factorisation approach are
fonll [79, 80] and gm-vfns [81–83]. They are computed with a next-to-leading order
(NLO) accuracy with all-order resummation of next-to-leading logarithms. In Fig. 2.1, the
pT-differential production cross sections of D0 (top-left panel), D+ (top-right panel), and
B0 (bottom panel) mesons measured in pp collisions at

√
s = 5.02 TeV and

√
s = 7 TeV

by the ALICE and LHCb Collaborations, respectively, are compared to fonll and gm-
vfns(mod-µR,F) [81, 82] calculations. The pQCD calculations are compatible within
their uncertainties with the measured beauty and charm production at the LHC. Nev-
ertheless, for the charm mesons, the measurements systematically lay on the upper edge
of fonll uncertainty band. This was observed at RHIC (

√
s = 200 GeV), Tevatron

(
√
s = 1.96 TeV), and LHC (

√
s = 2.76 − 13 TeV) energies.

Calculations at the leading order (LO) approximation, with the factorisation im-
plemented in terms of the partonic transverse momentum kT, are available within the
kT-factorisation model [85]. The kT-factorisation predictions describe the data at
low and intermediate pT, but overshoots them for pT ≳ 7 GeV/c.

Another approach for the description of the production of heavy-flavour hadrons alter-
native to pQCD calculations is represented by general purpose Monte Carlo generators,
such as pythia [86] and herwig [87]. These generators have the advantage of provid-
ing a more complete description of the final state, including hard and soft interactions,
parton distributions, initial- and final-state parton showers, multiple parton interactions,
fragmentation and decays. However, they implement exactly only LO processes, while
higher order calculations are included only in an approximate approach. For example, the
pythia generator includes also flavour-excitation processes, such as qQ → qQ, gQ → gQ,
and g → QQ. These processes diverges for the transverse momentum of the outgoing
quarks of the hard interaction (phard

T ) going to zero, Therefore, a lower cut-off on phard
T ,

which influences the low-pT region of the heavy-flavour hadron production, is applied.
Monte Carlo generators with NLO accuracy, such as powheg [88] and mc@nlo [89], are
also available and can be matched to the parton shower of pythia and herwig. They
provide predictions for more differential observables (e.g. correlations) and jets.

2.2 Modifications in the cold nuclear matter

The presence of nuclei in the collision implies a modification in the production of
open-heavy flavours also in absence of a colour-deconfined medium, due to the CNM
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Figure 2.1: Top: pT-differential production cross section of D0 (left panel) and D+ (right
panel) mesons at mid-rapidity (|y| < 0.5) measured by the ALICE Collaboration in pp
collisions at

√
s = 5.02 TeV compared to fonll [79, 80] and gm-vfns(mod-µR,F) [81, 82]

calculations, respectively. Figures taken from Ref. [1]. Bottom: pT-differential production
cross section of B+ mesons at forward rapidity (2.0 < y < 4.5) measured by the LHCb
Collaboration in pp collisions at

√
s = 7 TeV compared to fonll calculations. Figure

taken from Ref. [84].

effects (see Sec. 1.4.6). It is important to factorise these effects from those induced by the
creation of the QGP, in order to properly interpret the measurements in A–A collisions.
This is typically performed by studying p–A or d–A collisions.
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2 – Open heavy-flavour physics

Figure 2.2: Representation of the nuclear PDFs modification as a function of x. Figure
taken from Ref. [93].

The dominant effect at LHC energies is the modification of the PDFs. If the nuclei
were a simple collection of free nucleons, the only modification expected for the PDFs
would be due to the Fermi motion of the protons and neutrons inside the nucleus, which
leads to a modification of the distribution of the nucleon momentum fraction (Bjorken
x) carried by the partons. However, experiments of deep-inelastic scattering with nuclei
observed other effects, which depend on the range of x considered. The modification of
the PDFs is usually quantified by the ratio

R(x; Q2) = fA(x; Q2)
A · fp(x; Q2) , (2.2)

where fp(x; Q2) is the PDF in the free nucleon, while fA(x; Q2) that in a nucleon bounded
inside a nucleus with A nucleons. Figure 2.2 shows the modification of the PDFs as a func-
tion of x. For x ≲ 0.05 a suppression of the PDFs called shadowing is observed [90]. This
effect can be described by the high density of gluons at low x, which implies a high gluon-
fusion probability. This is taken to the extreme in the Color Glass Condensate (CGC)
model, which predicts a saturation of the gluon density at very low x. An enhancement
called anti-shadowing is instead found in the 0.05 ≲ x ≲ 0.3 interval. For 0.3 ≲ x ≲ 0.8
the ratio is lower than unity, reaching a minimum around x ≃ 0.7. This suppression
is addressed as the EMC effect [91]. Finally, the ratio R(x; Q2) increases above unity
because of the Fermi motion for 0.8 ≲ x ≲ 1. As the proton PDFs (see Sec. 2.1), the
nuclear PDFs are parametriesd via global fits to several sets of experimental data [92, 93].

At LHC energies, the heavy-flavour production is expected to be influenced mostly
by the shadowing, since cc and bb pairs at mid-rapidity are produced in hard scatterings
with values of Bjorken x around ∼ 10−4 for charm and ∼ 10−3 for beauty, increasing
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Ref. [95].

with increasing pT [94].
Another important effect that contributes to the modification of the open heavy-

flavour production in p–A collisions compared to that in pp collisions. is the Cronin
enhancement, which was observed for the first time in p–A experiments at Fermilab [96].
It consists in an increase of the nuclear modification factor above unity, due to a shift of
the pT distribution in p–A collisions toward higher values of transverse momentum. The
interpretation of this effect is based on the idea that the partons inside the projectile parti-
cle go through multiple elastic collisions with the constituents of the target nucleus, before
the hard scattering. These elastic interactions transfer an initial transverse momentum
to the partons, which is responsible of the pT-spectrum shift (kT broadening) for the par-
ticles produced in hard scatterings, such as heavy-quarks. In recent years, collective-like
behaviours were observed at LHC and RHIC energies in small systems, suggesting also
the presence of final-state effects in p–A collisions (see Sec. 1.4.4 and 1.4.5), that may lead
to a similar effect. The radial flow observed via the measurement of light-flavour hadrons
may also influence the shape of the pT distributions of open-heavy flavours. In Ref. [95],
the effect of the radial flow for B and D mesons in d–Au collisions was investigated using
the Blast-Wave model. The left panel of Fig. 2.3 shows the comparison of the pT distribu-
tions for D and B mesons obtained with fonll calculations and those obtained with the
Blast-Wave model, where the parameters were fixed to those extracted via simultaneous
fits of pion, kaon, and proton spectra measured by the PHENIX Collaboration in the
20% most central d–Au collisions at √

sNN = 200 GeV [97]. The right panel of the same
Figure shows the nuclear modification factor obtained by dividing the pT distributions
from the Blast-Wave and fonll models, assuming the binary scaling to be satisfied at
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Figure 2.4: Comparison of radiative and collisional energy loss for charm (left panel)
and beauty (right panel) quarks as a function of the quark energy as obtained from the
calculations in Ref. [101]. Figure taken from Ref. [101].

high pT. A large enhancement up to a factor 2 (1.8) is observed around pT ≈ 2 (5) GeV/c
for D (B) mesons. The same study performed for the 5% most central p–Pb collisions at√
sNN = 5.02 TeV [42] leads to a 20% enhancement of the D-meson nuclear modification

factor around pT ≈ 3 GeV/c [95]. A similar effect is also obtained by the powlang [98]
and duke [99] model calculations that include the formation of the QGP, but differently
from the Blast-Wave model, only a partial thermalisation of the charm quarks. These
models include also a suppression of about 20% for pT > 3 − 5 GeV/c, due to the energy
loss of the charm quark in the QGP, that will be described in the next sections.

2.3 Interactions with the hot deconfined medium

Heavy quarks traversing the QGP interact with the medium constituents via elastic
(collisional) and inelastic (gluon radiation) processes. The typical momentum exchange
with the heat bath which of the order of the medium temperature Q2 ≈ T , and thus
typically small compared to their thermal momentum, pth

Q =
√︁

2mQT . Hence, low-pT
heavy quarks execute a Brownian motion in the medium, undergoing several momentum
kicks. The interactions with the medium constituents cause a loss of energy of the parton
that traverse the medium, but they also provide a push to low-pT quarks due to the
radial flow of the bulk. Moreover, the heavy-quark thermalisation time is of the order of
the medium lifetime or more [100], and therefore the momentum spectra of heavy-flavour
hadrons carry the memory of the interaction history, making them excellent probes of
the medium properties. For high momenta, their mass becomes negligible (mQ ≪ p) and
they behave like light particles, which lose energy mainly via gluon radiation. Figure 2.4
shows the energy loss via collisional and gluon radiation processes as a function of the
quark energy for charm (left panel) and beauty (right panel) quarks, as calculated in
Ref. [101].
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2.3.1 Gluon radiation

High-momentum partons traversing the QGP interact with the free colour charges
of the deconfined medium and lose energy mainly for gluon radiation (gluonsstralhung),
which is the analogous process of the electromagnetic bremsstralhung.

The energy loss calculations are performed by several theoretical groups that adopts
different approximations. In the BDMPS model [102], the medium is modelled with static
scattering centres, which implies that the hard parton undergoes multiple scatterings,
picking up transverse momentum kT. A gluon in the hard parton wave function can
be emitted due to multiple scatterings, when the transferred transverse momentum kT
is enough to decohere it from the partonic projectile. The characteristic energy of the
emitted gluons ωc for a finite path length L traversed by the parton is

ωc = 1
2 q̂L

2, (2.3)

where q̂ is the transport coefficient, defined as the average squared transverse momentum
transferred to the projectile per unit of path length q̂ = ⟨k2

T⟩/L. The energy distribution
of the radiated gluons with ω ≪ ωc can be obtained as

ω
dIrad
dω = 2αsCR

π

√︃
ωc

2ω . (2.4)

where CR is the Casimir factor for the QCD vertices, which is equal to 4/3 for quark-
gluon coupling and to 3 for gluon-gluon coupling. The average energy loss ⟨∆Erad⟩ can
be expressed as

⟨∆Erad⟩ =
∫︂ ωc

0
ω

dIrad
dω dω ∝ αsCRωc ∝ αsCRq̂L

2. (2.5)

The average energy loss is independent from the energy of the hard parton that
traverse the QGP, is proportional to the transport coefficient q̂ and to αsCR, hence larger
by a factor 9/4 for gluons than for quarks.

Moreover, the dead cone effect [103] predicts that the energy loss decreases with
increasing mass of the travelling parton, since the gluon emission is forbidden at angles
smaller than

Θc = mQ/EQ, (2.6)

where mQ and EQ are respectively the mass and the energy of the quark.
A simple observable which has sensitivity to the energy loss is the nuclear mod-

ification factor RAA (see Sec. 1.4.6). Figure 2.5 shows the average RAA of prompt
D0, D+, and D∗+ mesons measured as a function of pT (left panel) and centrality, ex-
pressed in terms of Npart, (right panel) by the ALICE Collaboration in Pb–Pb collisions
at √

sNN = 2.76 TeV [104, 105]. Prompt D mesons come directly from the hadronisa-
tion of a charm quark, or from the decay of excited open charm or charmonium states.
A large suppression up to a factor 5-6 (2-3) is observed for central (semi-central) col-
lisions for pT > 6 GeV/c, where the dominant process is the radiative energy loss.
In the same pT region, the nuclear modification factor measured in p–Pb collisions at
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Figure 2.5: Left: average RAA of prompt D0, D+, and D∗+ mesons as a function of pT in
central (0–10%) and semi-central (30–50%) Pb–Pb collisions at √

sNN = 2.76 TeV com-
pared to that in p–Pb collisions at √

sNN = 5.02 TeV. Figure taken from Ref. [104]. Right:
average RAA of prompt D0, D+, and D∗+ mesons as a function of centrality (expressed
in terms of Npart) in Pb–Pb collisions at √

sNN = 2.76 TeV measured by the ALICE
Collaboration [105] compared to that of non-prompt J/ψ mesons measured by the CMS
Collaboration at the same centre-of-mass energy [106] and to model calculations [103].
Figure taken from Ref. [105].

√
sNN = 5.02 TeV is consistent with unity. The RAA of J/ψ mesons coming from beauty-

hadron decays (non-prompt J/ψ) measured by the CMS Collaboration in Pb–Pb collisions
at √

sNN = 2.76 TeV [106] is found to be higher than that of prompt D mesons, as ex-
pected by the dead cone effect. The two measurements are performed in the intervals
8 < pT < 16 GeV/c and 6 < pT < 30 GeV/c, for prompt D mesons and non-prompt J/ψ
mesons respectively, and therefore in a region where the dominant contribution to the
energy loss is given by the radiative processes.

2.3.2 Collisional processes

The dominant interaction processes for low-pT heavy quarks are the elastic scatterings
with the medium constituents [107]. These processes lead to a energy loss that can be
expressed as [108]:

⟨∆Ecoll⟩ ≈ 1
σT

∫︂
t
dσ
dt dt (2.7)

where t is the transferred momentum, σ the integrated cross section of the particle-
medium interaction, T the temperature of the medium, and dσ/dt the parton–parton
differential elastic cross section. Considering as dominant contribution to the elastic
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cross section
dσ
dt ≈ 4πCiα

2
s

t2
, (2.8)

where Ci is the colour factor for gg, gq and qq scatterings, in the limit EQ ≫ m2
Q/T , the

collisional energy loss ⟨∆Ecoll⟩ is found to be linearly dependent on the medium thickness
L and logarithmically dependent on the initial parton energy [109].

The scatterings with the medium constituents transfer to the heavy quarks the radial
and anisotropic flows of the QGP. The anisotropic flow will be discussed in Sec. 2.3.3.
The space-time evolution of heavy quarks undergoing multiple elastic scatterings in the
QGP can be described by the Boltzmann equation [72]:[︃

∂

∂t
+ 1
EQ

∂

∂x⃗
+ F⃗

∂

∂p⃗

]︃
fQ(t, x⃗, p⃗) = C[fQ], (2.9)

where fQ is the phase-space distribution function, F⃗ is the force induced by the external
field (e.g. chromo and electromagnetic fields), and C[fQ] is the collisional integral, which
contain the parton–parton scattering amplitude. In the limit of Brownian motion, which
can be assumed since mQ ≫ T and therefore the momentum transfers between the heavy
quark and the constituents are small, the Boltzmann equation can be approximated by the
Fokker-Planck equation, which is often further reduced into the Langevin equation [101]:

dp⃗
dt = −ηD(p)p⃗+ ξ⃗. (2.10)

In the right-hand side of Eq. 2.10, the first term represents the drag force, while the
second one the stochastic thermal force. The ηD coefficient is the inverse of the relaxation
(thermalisation) time of the heavy quarks τQ, and it is related to the spatial diffusion
coefficient Ds, which describes the broadening of the spatial distribution with time:

Ds = T

ηDmQ
= T

mQ
τQ. (2.11)

Typical values of τQ are 5−15 fm/c, which are of the order of the QGP lifetime in central
heavy-ion collisions at RHIC and LHC energies (5 − 10 fm/c [72, 110]).

2.3.3 Azimuthal anisotropy

The initial spatial eccentricity in the azimuthal plane of a heavy-ion collision is trans-
ferred to the particle momenta via the pressure gradients produced by the hot and de-
confined medium, as discussed in Sec. 1.4.5.

The dynamics of heavy quarks, however, is very different from that of the light partons
that constitute the bulk of the medium, since they are produced in the initial hard
scattering processes. Therefore, heavy quarks are not expected to be in equilibrium with
the light partons at the formation time of the QGP, and thus they only marginally take
part in the build-up of the collective motions of the bulk in the early stage of the system
evolution. However, the bulk flow is transferred to the heavy quarks via the multiple
interactions of the heavy quarks with the medium constituents discussed in the previous
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contribution of the bulk flow. Figure taken from Ref. [113]. Right: Posterior range of
the heavy quark spatial diffusion coefficient for charm (red) and beauty (blue) quarks as
a function of the temperature compared to lattice QCD calculations. Figure taken from
Ref. [114].

Sections, which impart non-vanishing elliptic and triangular flows to charm and beauty
quarks [111, 112].

The contribution of the bulk flow to the heavy quark flow can be investigated with
model calculations that implement the heavy-quark transport in an hydrodynamically
expanding medium. In the left panel of Fig. 2.6 the v2 and v3 coefficients of charm quarks
obtained in Ref. [113], with and without the contribution of the bulk flow, are compared.
A large difference is observed for pT ≲ 4 − 6 GeV/c, indicating that the anisotropic flow
of charm quarks in this pT interval is mostly imparted by the interactions with the bulk
particles. At higher pT this difference is reduced, indicating that the azimuthal anisotropy
is governed by the path-length dependence of the in-medium parton energy loss.

The large contribution to the heavy-quark flow coming from the bulk flow, makes
the measurement of the azimuthal anisotropy an important ingredient to quantify the
strength of the interaction between the heavy quarks and the medium constituents. In
Ref. [4], the D-meson elliptic flow measured in semi-central Pb–Pb collisions at √

sNN =
5.02 TeV by the ALICE Collaboration was compared to the model predictions to infer the
spatial diffusion coefficient of the charm quark. It was found that models that describe
the data use values of the charm quark diffusion coefficient 2πTDs in the range 1.5–
7 at the critical temperature Tc, which corresponds to a thermalisation time of about
3 − 14 fm/c. More quantitative estimations include the data-to-model comparison of
different observables, such as the Bayesian analysis proposed in Ref. [114]. The resulting
posterior range of the heavy-quark spatial diffusion coefficient is shown as a function of
the temperature in the right panel of Fig. 2.6. The values obtained are consistent with
those predicted by lQCD calculations and are significantly smaller than those predicted
by pQCD calculations (2πTDs ≈ 40).
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2.4 Hadronisation mechanisms

In heavy-ion collisions, heavy quarks are expected to hadronise via two different mech-
anisms. On the one hand, heavy quarks can hadronise via fragmentation into a jet of
lower-momentum hadrons as in the vacuum, on the other hand they can recombine with
other quarks in the medium, giving rise to a hadron with momentum higher than that of
the initial quark. The recombination (coalescence) mechanism gives an important contri-
bution at low pT, while the independent fragmentation is expected to dominate at high
pT [101, 115]. The recombination mechanism is supported by the measurements of the
v2 of identified particles (see Sec. 1.4.5), pT-differential baryon-over-meson ratios [116],
and the RAA and v2 of J/ψ mesons [117, 118].

The production of the strange charm meson D+
s represents a sensitive probe of the

coalescence mechanisms. In fact, if a fraction of charm quarks hadronise via coalescence,
the relative abundance of D+

s mesons with respect to non-strange D mesons is expected to
be larger in heavy-ion collisions compared to pp collisions, due to the enhanced production
of strange quarks in the QGP (see Sec. 1.4.3). In Fig. 2.7, the RAA of D+

s and non-
strange D mesons measured in Pb–Pb collisions at √

sNN = 5.02 TeV by the ALICE
Collaboration [3] are compared. As expected from the coalescence mechanism, the central
values of the D+

s -meson RAA are higher than those of the non-strange D mesons, however
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the current precision does not allow to draw a final conclusion. Recently, the ALICE
Collaboration measured an enhanced production of Λc baryons with respect to D0 mesons
in pp and p–Pb collisions compared to the relative abundance measured in e+e− collisions,
which suggests the hadronisation via coalescence also in smaller systems [119].

The measurement of the anisotropic flow of open heavy-flavour hadrons can also
provide insight of the hadronisation mechanism in heavy-ion collisions. The effect of the
hadronisation via coalescence on the D-meson RAA and v2 according to the calculations
from Ref. [120] is shown in Fig. 2.8. In case of hadronisation via coalescence, the RAA
shows a bump at intermediate pT. Since the elliptic flow of light-flavour quarks is expected
to be larger than that of charm quarks, the v2 of D mesons is also expected to be larger
in case of hadronisation of the charm quark via recombination with flowing light-flavour
quarks.
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Chapter 3

ALICE: A Large Ion Collider
Experiment

The ALICE (A Large Ion Collider Experiment) detector is one of the four major
experiments operating at the most powerful particle collider in the world, the Large
Hadron Collider (LHC). ALICE is focused on the investigation of the properties of the
strongly interacting matter at extreme energy densities reached in ultra-relativistic heavy-
ion collisions. In this Chapter a description of the current ALICE experimental setup is
given.

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is a hadron accelerator and collider made of two
rings of superconductive magnets installed at the European Organisation for Nuclear
Research (CERN) laboratories [121]. The LHC with its circumference of 26.7 kilometers
is the world largest circular particle accelerator. It is situated in the 3.8-meter-wide tunnel
located 50 to 175 meters underground, that previously housed the Large Electron Positron
(LEP) collider. The LHC was constructed to accelerate protons with a maximum centre-
of-mass energy of

√
s = 14 TeV at a peak luminosity of L = 1034 cm−2 s−1 as well as Pb

ions at a centre-of-mass energy per nucleon of √
sNN = 5.52 TeV at a peak luminosity of

L = 1027 cm−2 s−1.
During the Run1 and Run2 physics programs, from 2009 to 2013 and from 2015 to

2018 respectively, the LHC delivered pp collisions at
√
s = 0.9, 2.76, 5.02, 7, 8 and 13

TeV, Pb–Pb collisions at √
sNN = 2.76 and 5.02 TeV, p–Pb collisions at √

sNN = 5.02 and
8.16 TeV, and Xe–Xe collisions at √

sNN = 5.44 TeV to the four large CERN experiments,
which are placed on four of the eight LHC beam intersections, as illustrated in figure
3.1. The CMS (Compact Muon Solenoid) and ATLAS (A Toroidal LHC Apparatus)
experiments are general purpose detectors designed to measure the Higgs boson, which
was discovered in 2012 [122, 123], and to search for physics beyond the Standard Model.
The LHCb experiment was built to investigate the physics of beauty quark, especially
the CP violation in the B-meson sector, and to study the matter-antimatter asymmetry.
Finally, the ALICE experiment is the one designed for the physics of ultra-relativist
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Figure 3.1: Schematic of the LHC layout, including each of the main experiments and all
other beam interaction points. Figure taken from [124]

heavy-ion collisions, although all the four experiments have nowadays a dedicated heavy-
ion program.

3.2 The ALICE apparatus

ALICE is a general-purpose detector built for the study of ultra-relativistic heavy-
ion collisions [125]. It is designed to address the physics of strongly-interacting matter
and the QGP at extreme values of energy density and temperature to investigate the
phase diagram of the QCD phase. The study of the QGP properties requires to track
charged particles down to very low momenta (about 80 MeV/c for pions [126]) in an
environment characterised by a large charged particle multiplicity (original estimates
of the charged-particle multiplicity density at mid-rapidity in a central Pb–Pb event
ranged from dN/dη = 2000 up to dN/dη = 8000). For these reasons detectors with high
granularity and low material budget, such as the Time Projection Chamber (TPC) [127]
and the Inner Tracking System [128], were adopted. In addition, a key feature of ALICE
is the possibility to identify particles in a wide momentum range, using the information
provided by different particle-identification (PID) detectors.

The ALICE apparatus, shown in Fig. 3.2, is 26 m long, 16 m high, 16 m wide and
weights more than 10000 tons. The ALICE coordinate system is a right-handed Cartesian
system. The z axis identifies the beam direction, pointing towards the ATLAS experiment
(see figure 3.1), while the transverse plane is defined by the x and y coordinates. In
particular the x axis is aligned with the horizontal and points toward the accelerator
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Figure 3.2: The ALICE experimental apparatus. The top right inset shows a zoom of
V0, T0, FMD, and ITS detectors. Figure from ALICE figure repository ©.

centre, while the y axis is oriented upward. Furthermore, the polar angle θ is defined
with respect to the z direction and φ, the azimuthal angle, increases counter-clockwise
starting from the x axis towards the CMS side.

The ALICE apparatus is composed by two main parts: the central barrel, which
consists of all the detectors located inside and outside the ALICE solenoid (L3 magnet
in Fig. 3.1) in the pseudorapidity region |η| < 0.9 and the muon spectrometer that covers
the pseudorapidity interval −4 < η < −2.5 and the full azimuth.

The central barrel is embedded in a large solenoid magnet reused from the L3 ex-
periment at LEP, which generates a maximum magnetic field of B = 0.5 T parallel to
the beam direction. From the inside out, the central barrel is composed of the Inner
Tracking System (ITS), which is made of two silicon pixel detector layers (SPD), two
silicon drift detector layers (SDD) and two silicon strip detector layers (SSD), a large
cylindrical Time Projection Chamber (TPC), the Transition Radiation Detector (TRD),
the Time Of Flight (TOF) detector, the Ring Imaging Cherenkov (HMPID) detector,
and two electromagnetic calorimeters (PHOS and EMCal). All these detectors cover the
full azimuth, except for PHOS, HMPID and EMCal.

The forward muon arm consists of a complex arrangement of absorbers, a large dipole
magnet and fourteen planes of tracking and triggering Resistive Plate Chambers (RPC).

ALICE includes also several smaller detectors for global event characterisation and
triggering (ZDC, PMD, FMD, T0, V0A and V0C) located at forward and backward
rapidity and an array of scintillators (ACORDE) located on top of L3 magnet used to
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Figure 3.3: Schematic layout of the ALICE Inner Tracking System. Figure taken
from [125]

trigger on cosmic rays. In the next section, a more detailed description of the sub-
detectors used for the analyses of my thesis project is provided.

3.2.1 Inner tracking system

The Inner Tracking System is the ALICE detector closest to the interaction point.
As shown in Fig. 3.3, it is a cylindrical silicon tracker composed of six layers with three
different technologies: the two innermost layers are silicon pixel detectors (SPD), the
third and the fourth ones are silicon drift detectors (SDD) and the last two layers are
double sided silicon strip detectors (SSD). The details about the spatial resolution and
the material budget for each ITS subdetector is reported in Table 3.1. The total material
traversed by a particle crossing the ITS, at η = 0, is around 7.2% of an interaction length
X0 including the thermal shields and support structures.

Silicon Pixel Detectors

The SPD detector is fundamental for the determination of the position of the point
of interaction between the two incoming beams (also called primary vertex), decay (sec-
ondary) vertices, as well as for the measurement of the impact parameter (defined as the
distance of closest approach between the track trajectory and the primary vertex), which

Detector material budget spatial resolution (µm) two-track resolution (µm)
(%X0) rφ z rφ z

SPD 1.14 − 1.14 12 100 100 850
SDD 1.13 − 1.26 35 25 200 600
SSD 0.83 − 0.86 20 830 300 2400

Table 3.1: Details about the spacial resolution and material budget of the ITS subdetec-
tors.
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Figure 3.4: Schematic layout of the ALICE Time Projection Chamber. Figure taken
from [127]

is crucial for the measurement of secondary tracks originating from the weak decays of
strange, charm and beauty particles. Thanks to its fast response, it can also provide a
fast trigger signal. The sensor matrix includes 256 x 160 cells, corresponding to a sensor
area of 12.8 mm (rφ) x 70.7 mm (z). The thickness of the sensor is 200 µm.

Silicon Drift Detectors

The ALICE SDD detector has very good multi-track capability and provides two out
of the four dE/dx samples needed for the ITS particle identification (PID). The sensors
have a thickness of 300 µm and a sensitive area of 70.17 mm (rφ) x 75.26 mm (z). The
rφ coordinate of the crossing particle is obtained from the drift time of the electrons
originated from the transition of the crossing particle through the detector, with respect
to the trigger time.

Silicon Strip Detectors

The SSD detector is crucial for the prolongation of tracks from the TPC to the ITS.
SSDs also provide dE/dx information that is used for the PID of low-momentum particles.
The basic SSD module is a double-sided strip detector. The sensors are 300 µm thick and
have 768 strips on each side with 95 µm pitch. The stereo angle between the strips of the
two sides is 35 mrad, which is a compromise between the best resolution on rφ direction
and the minimisation of ambiguous measurement resulting from high particle densities.
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3.2.2 Time Projection Chamber

The TPC is the main tracking detector of the central barrel and it is optimised to
provide charged particle momentum measurements with good two-track separation and
PID via dE/dx.

The TPC, shown in figure 3.4, is a cylindrical detector that covers the full azimuthal
angle, having an active radial range from about 85 cm to 250 cm and and overall length
along the beam direction of 500 cm. It covers the pseudorapidity range |η| < 0.9 for
tracks with full radial track length (matches in ITS, TRD and TOF), and up to |η| = 1.5
for reduced track length. The TPC also allows charged particle reconstruction in a
wide range of transverse momentum, from low pT of about 100 MeV/c (for pions) up
to 100 GeV/c. Each end plate is divided in 18 trapezoidal sectors, where multi-wire
proportional chambers are mounted. The field cage is based on a design with a central
high-voltage electrode and two opposite axial resistive potential dividers, which create
a highly uniform electrostatic field in the common gas volume. The drift gas mixture
Ne/CO2/N2 was initially chosen and used during Run1 data taking, while at the beginning
of the Run2 phase the Ne was replaced with the Ar. The mixture was changed again to
the Ne mixture in 2017, owing to the larger space-charge distortions observed when using
the Ar mixture.

Thanks to this design, the detector provides more than 90% efficiency in track finding,
with a resolution up to about 2% in charge particle momentum measurement at pT ≈
10 GeV/c. The relative dE/dx resolution in pp (Pb–Pb) collisions was measured to be
5% (6%) for particle crossing the entire detector.

3.2.3 Time of Flight

The TOF detector is a large area detector arranged around the TRD that covers the
same pseudorapidity range of ITS, TPC and TRD (|η| < 0.9). Its main purpose is the
particle identification in the intermediate momentum range, up to 2.5 GeV/c (4 GeV/c)
for the separation of pions (protons) from kaons by more than 3 times the time-of-flight
resolution. The TOF is made of Multi-gap Resistive Plate Chambers (MRPC) which
cover an area of about 160 m2. Each multi gap is made of 10 layer double-stack strip
detectors with a time resolution of about 40 ps. The time of flight (tflight) for each particle
is given by the information of the time in which the particle hits the detector (thit) and
the start time of the event, t0 (tflight = thit − t0). The start time t0 is determined with
the T0 detector or using the particle arrival times at the TOF, as described in [129]. The
overall TOF resolution is around 60–80 ps in Pb–Pb events and 100 ps in proton-proton
collisions, where there is a larger uncertainty on the determination of the event time zero.

3.2.4 V0

The V0 detector consists of two arrays of 32 scintillators located on both sides of
the interaction point (V0A and V0C), which are segmented in 4 rings and 8 sectors in
the radial and azimuthal directions, respectively. The V0A detector is 340 cm away
from the nominal interaction point on the opposite side of the muon spectrometer, while
the V0C is in front of the hadronic absorber at 90 cm from the nominal interaction
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point. They cover the full azimuth and the pseudorapidity intervals 2.8 < η < 5.1 and
−3.7 < η < −1.7, respectively. The AND logic between the V0A and V0C signals defines
the Minimum Bias (MB) trigger. In addition, the V0 time information is also used to
reject background events due to beam-gas interactions. In Pb–Pb collisions the V0 signals
are used to define the centrality of the collision and to estimate the plane of the reaction.

3.2.5 T0

The T0 detector is composed of two arrays of Cherenkov counters (T0A, T0C), which
cover the full azimuth and the pseudorapidity intervals 4.61 < η < 4.92 and −3.28 <
η < −2.97, respectively. It is used for the determination of the start time for the TOF
detector and as primary online luminosity monitoring detector.

3.2.6 ZDC

The ALICE Zero Degree Calorimeter (ZDC) detector includes two electromagnetic
calorimeters (ZEM), two hadronic calorimeters for the detection of protons (ZP) and
two for the detection of neutrons (ZN). The ZN and ZP calorimeters, detect spectator
nucleons that emerge at 0° from the heavy-ion collisions. Both are located at z = ±112 m
from the interaction point; the ZN calorimeters are placed between the two beam pipes,
while the ZP calorimeters are located outside the two beam pipes on the side where
positive particles are deviated by the LHC magnetic field. The ZEM calorimeters are
located at 7.25 m distance from the interaction point and are used to distinguish between
central and peripheral Pb–Pb collisions by measuring the energy deposited by π0 decays
and photons produced at forward rapidity.

The ZDC is mainly used to veto on the parasitic beam-gas background interactions
and to determine the centrality in p–Pb and Pb–Pb collisions by measuring the energy
deposited by spectator nucleons [130], which decreases with increasing centrality. For
peripheral Pb–Pb collisions (centrality > 50%) however the behaviour of the energy
deposited by nuclear fragments is no more monotonic, since some nuclear fragments can
be deviated by the LHC magnets outside the acceptance of the ZDC leading to a energy
signature similar to that of central collisions. This ambiguity can be solved by correlating
the ZDC energy deposit with the energy deposit in the ZEM [130]. The ZDC detectors
are also fundamental for the determination of the spectator plane for the measurement
of the directed flow in Pb–Pb collisions [131].

3.3 The ALICE offline framework

The ALICE offline software, called AliRoot [132], is based on ROOT [133], a scientific
software designed for high-energy physics experiments, to deal with big data processing,
statistical analysis, data visualisation, and storage. It is mainly written in C++, but it is
integrated with other languages such as Python and R [134].

The AliRoot framework is used in ALICE for simulation, alignment, calibration,
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reconstruction, and analysis of the experimental data collected by the experiment. Sim-
ulated events are generated with Monte Carlo generators, such as pythia [86] and her-
wig [87] for pp collisions, and hijing [135] and dpmjet [136] for proton–nucleus and
nucleus–nucleus collisions. Furthermore, AliRoot includes a detailed description of the
detector geometry, divided in independent modules that contain the code for simulation
and reconstruction for each subdetector. In these packages the detector material budget
is simulated in detail, including support structures and the beam pipe. To simulate the
detector response to the passage of the particles, AliRoot makes use of different transport
packages like geant3 [137], geant4 [138], and fluka [139].

The reconstructed data, both real and simulated, are stored in files containing all
the physical information needed for the analysis and for checking the quality of the
reconstruction for each sub-detector in a format called ESD (Event Summary Data). In
order to reduce the size of the files and the computational time needed for the analysis,
the AOD (Analysis Object Data) files, which contains only the information needed for
the analysis, are produced.

The simulations, the reconstruction of the collected data, and the analyses are per-
formed using the Worldwide LHC Computing Grid (WLCG) [140]. The Grid is a geo-
graphically distributed infrastructure that connects several computing centres from more
than 40 countries. These computing centres have a hierarchical structure and are or-
ganised in 3 tiers. The Tier 0 is constituted by the CERN computing centre and the
computing centre at the Wigner Research Centre for Physics in Budapest, which keep
the first copy and perform the first reconstruction of all the raw data. A second replica
of the raw and reconstructed data is stored in the Tier 1 centres, which are also involved
in the re-processing of the data and in part of the reconstruction. Finally, the Tier 2
centres are dedicated to the production of Monte Carlo simulations and the processing
of the analyses.

AliRoot also provides a user interface to access the grid, via the AliEn (ALICE
Environment) [141] system. The AliEn user interface is used by ALICE users to access the
data available everywhere on the grid, send analysis tasks and simulations, and monitor
their status.

3.4 Centrality determination

An important quantity for the characterisation of a heavy-ion collision is the impact
parameter b (already introduced in Sec. 1.3.1). However this quantity is not accessible ex-
perimentally, consequently the centrality of the collision is estimated using the produced
particle multiplicity (Nch) or the energy deposited in the ZDC (EZDC) by the specta-
tor nucleons, which are then connected to the value of the impact parameter using the
Glauber Model [24]. The centrality percentile is typically expressed as a fraction of the
total hadronic cross sections σAA,

c(b) =
∫︁ b

0
dσ
db′ db′∫︁∞

0
dσ
db′ db′ = 1

σAA

∫︂ b

0

dσ
db′ db

′. (3.1)
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Figure 3.5: distribution of the sum of amplitudes in the V0 scintillators for Pb–Pb col-
lisions at √

sNN = 2.76 TeV. The distribution is fitted with the NBD-Glauber function,
shown as a red curve. The inset shows a zoom of the low V0-signal region. Figure taken
from [130]

Under the assumption that the particle multiplicity (energy deposited in the ZDC) in-
creases (decreases) monotonically with centrality, the centrality can be experimentally
computed as

c ≈ 1
σAA

∫︂ ∞

Nch

dσ
dN ′

ch
dN ′

ch ≈ 1
σAA

∫︂ EZDC

0

dσ
dE′

ZDC
dE′

ZDC (3.2)

where dσ can be replaced by the number of observed events dn with a given multiplic-
ity/energy deposit and σAA with the total number of events, Nev, corrected for the trigger
efficiency and for the non-hadronic interaction background. The assumption of monotonic
decrease of the energy deposit in the ZN and ZP detectors for increasing centrality does
not hold anymore for peripheral heavy-ion collisions and therefore the information from
the ZEM has to be used to determine the centrality (see 3.2.6).

In ALICE, several centrality estimators are used in different colliding systems [130].
The centrality estimators used in the analyses presented in this thesis are listed and
described in more details below.

3.4.1 Centrality determination in Pb–Pb collisions

The centrality determination via particle multiplicity in Pb–Pb collisions is typically
performed with the V0 detectors. The percentile of the hadronic cross section is ob-
tained for each measured value of amplitude of the V0 (sum of V0A and V0C) signals by
integrating the distribution of the V0 signal normalised at an anchor point, correspond-
ing to 90% of the total hadronic cross section. The events with multiplicity lower than
that of the anchor point are contaminated by background electromagnetic events and are
therefore not considered for the centrality determination. The V0-signal distribution is
then fitted with a parameterisation based on a Glauber Monte Carlo simulation and an
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Ansatz on the particle production. In particular, the Glauber model is used to generate
the number of participant nucleons Npart and the number of binary collisions Ncoll, while
the multiplicity per nucleon–nucleon collision is parametrised with a Negative Binomial
Distribution (NBD)

Pµ,k(n) = Γ(n+ k)
Γ(n+ 1) + Γ(k) · (µ/k)n

(µ/k + 1)n+k
(3.3)

which gives the probability of measuring n hits per independent emitting source of par-
ticles (called ancestor), where µ is the mean multiplicity per ancestor, and k is the pa-
rameter that governs the width of the distribution. The number of ancestors (Nancestors)
is parametrised as a linear combination of a soft component (scaling with Npart) and a
hard component (scaling with Ncoll) [130]. Figure 3.5 shows the distribution of the sum
of the V0A and V0C signals fitted with the NBD-Glauber function in Pb–Pb collisions at√
sNN = 2.76 TeV. The slices represent the limits of the centrality classes defined in terms

of percentiles of the total integral of the distribution. The resolution on the centrality
determination ranges from 0.5% in central events to 2% in peripheral events.

3.4.2 Centrality determination in p–Pb collisions

The centrality determination in p–Pb collisions is affected by several biases that could
lead to a nuclear modification factor (see Sec. 1.4.6) different from unity also in absence
of nuclear effects [142]. In particular, the sources of bias observed include (i) the size-
able multiplicity fluctuations at fixed Npart compared to Pb–Pb collisions (multiplicity
bias), (ii) the bias induced by the presence of high-pT particles (jet-veto bias), and (iii)
the dependence of the nucleon–nucleon impact parameter on the centrality of the p–Pb
collision (geometrical bias).

The multiplicity bias originates from the consideration that the range of multiplicities
used to select a centrality class is of similar magnitude as the fluctuations, with the
consequence that a centrality selection based on multiplicity may select a sample of
nucleon–nucleon collisions which is biased compared to a sample defined by the impact
parameter. By selecting high (low) multiplicity one chooses not only large (small) average
Ncoll, but also positive (negative) multiplicity fluctuations leading to deviations from the
binary scaling of hard processes.

The jet-veto bias arises from the trivial correlation between the centrality estimator
and the presence of a high-pT particle in the event; the more energetic was the parton
that originated the jet, the more is the particle multiplicity inside the jet. Therefore, for
very peripheral collisions, the multiplicity range that governs the centrality is dominated
by the bulk of soft collisions that represents an effective veto on hard processes, leading
to a nuclear modification factor smaller than unity.

Finally, the impact parameter between two nucleons in p–Pb collisions depends on
the centrality, leading to a pure geometrical bias. As illustrated in the left panel of
Fig. 3.6 the mean impact parameter between two nucleons obtained from a Glauber
Monte Carlo simulation is almost constant for central collisions, while it is significantly
larger for Npart < 6. This translates in a reduction of the average number of multi-parton
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Figure 3.6: Left: Average nucleon–nucleon impact parameter as a function of the number
of participants in p–Pb collisions at √

sNN = 5.02 TeV from a Glauber MC simulation.
Right: distribution of the energy spectrum measured in the ZNA neutron calorimeter in
p–Pb collisions at √

sNN = 5.02 TeV. The distribution is fitted with the SNM-Glauber
function, shown as a red curve. The inset shows a zoom of the low ZNA-signal region.
Figure taken from [142]

interactions (MPIs) for most peripheral events, resulting in a nuclear modification factor
less than (greater than) one for peripheral (central) collisions.

In light of these considerations, the centrality in p–Pb is evaluated with the so called
hybrid method that aims to provide an unbiased centrality estimator [142]. This method
relies on the assumptions that (i) the estimation of the centrality with the ZN detectors,
which is based on the measurement of the nucleon spectators, is free from the multiplicity
and jet-veto biases and (ii) the charged-particle multiplicity measured at mid-rapidity
scales with Npart. Under these assumptions, the centrality intervals are classified using
the Pb-going side of the ZN detector (ZNA) by slicing the energy distribution. Then,
the scaling law of particle production in different pseudorapidity regions is studied as a
function of several centrality classes defined by the ZNA energy distribution. Finally, the
average number of binary nucleon–nucleon collisions ⟨Ncoll⟩i in the i-th ZNA centrality
class is obtained as

⟨Ncoll⟩i = ⟨Npart⟩i − 1 = ⟨Npart⟩MB ·
(︃ ⟨dNch/dη⟩i

⟨dNch/dη⟩MB

)︃
−1<η<0

− 1 (3.4)

where ⟨dNch/dη⟩ is the average charged particle multiplicity.
The centrality determined with the hybrid method is consistent with that obtained

by fitting the ZNA energy distribution using a Glauber MC coupled to a slow-nucleon
emission (SNM) model (right panel of Fig. 3.6), that describes the nucleons emitted during
a proton–nucleus interaction [143], and has the advantage of being model independent.
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Figure 3.7: Left: reconstruction efficiency for TPC tracks in pp collisions at
√
s = 8 TeV

and in central and peripheral Pb–Pb collisions at √
sNN = 2.76 TeV. Right: matching

efficiency of tracks from ITS to TPC in real (full markers) and simulated (open markers)
Pb–Pb collisions at √

sNN = 2.76 TeV. Figure taken from [126].

3.5 Track and vertex reconstruction

In ALICE the track-reconstruction and the vertex-finding procedures are performed
offline. The tracking procedure starts with the conversion of the detector hits in clusters,
characterised by several quantities, such as position, signal amplitude and signal time,
with their associated errors. Then, a first evaluation of the primary vertex is performed
as the space point that minimise the distance among the tracklets, track segments recon-
structed by associating pairs of clusters in the two layers of the SPD within an azimuthal
acceptance window. In low multiplicity events, if it is not possible to find a single point of
convergence, the algorithm performs a one-dimensional minimisation to reconstruct the
position of the interaction point along the beam direction (z axis) by using the distances
of closest approach of the tracklets to the average position of the beam in the transverse
plane.

After this procedure the tracks are reconstructed and fitted in TPC and ITS using
the Kalman Filter algorithm [144] and subsequently prolonged to the other central barrel
detectors and fitted again. As a first step, the track seeds are built from the clusters
in the two outermost pad rows of the TPC and the primary vertex estimated with the
SPD tracklets. Then, the seeds are propagated inward and updated with every nearest
cluster found by Kalman Filter algorithm until the inner radius of the TPC is reached.
The efficiency of reconstructed tracks in the TPC is shown in the left panel of Fig. 3.7 as
a function of pT, in pp at

√
s = 8 TeV and Pb–Pb collisions at √

sNN = 2.76 TeV. The
efficiency drops for pT ≲ 500 MeV/c due to the energy loss in the material of the detector,
since the trajectory of particles that lose energy deviates from the helicoidal path of a
charged track in a magnetic field. The observed shape of the efficiency at higher pT is
due to the loss of clusters in the dead zones between the TPC sectors.

The tracks reconstructed in the TPC are matched to the hits in the outermost SSD
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Figure 3.8: Left: resolution on the primary-vertex position using the SPD and the track
algorithms as a function of the charged-particle multiplicity in pp collisions at

√
s =

7 TeV. Right: resolution on the impact parameter in the transverse plane for charged
particles in pp, p–Pb, and Pb–Pb collisions as a function of pT. Figure taken from [126].

layer and become the seed for the track finding in the ITS. Similarly to the previous step,
the seed is propagated inward and updated at each ITS layer attaching all the clusters
within a proximity cut. Therefore, for each TPC track, a corresponding tree of track
hypotheses in the ITS is produced. The candidates are then selected according to their
χ2. The right panel of Fig. 3.7 shows the comparison between the fraction of tracks
in TPC that have a prolongation in the ITS (matching efficiency) in data and in the
simulation for Pb–Pb collisions at √

sNN = 2.76 TeV, for different requirements on ITS
points [126].

In order to increase the efficiency for tracks with low transverse momentum (pT <
200 MeV/c) and to reconstruct tracks of particles traversing dead zones of the TPC
or which decay before entering in the TPC, the hits in the ITS not attached to tracks
propagated from the TPC are used to perform an ITS stand-alone reconstruction.

The tracks obtained with clusters in both the ITS and TPC detectors are then back-
propagated in the outward direction to match the clusters in the TRD and TOF, and the
signals in EMCal, PHOS and HMPID. Finally, the tracks are re-fitted inward using all
the previously found clusters and propagated to the point of distance of closest approach
to the beam line.

After the full tracking procedure, if two or more tracks are reconstructed, the position
of the primary vertex is recomputed using global tracks. From the left panel of Fig. 3.8 the
improvement of the resolution on the primary-vertex position obtained with global tracks
with respect to that obtained with SPD tracklets can be appreciated. The resolution
depends on the charged-particle multiplicity, and in particular is around 200 µm for low-
multiplicity (dN/dη ≈ 2) pp collisions, 50 µm for high multiplicity (dN/dη ≈ 30 − 40)
pp collisions, and 10 µm for Pb–Pb collisions. The right panel of the same figure shows
the resolution on the impact parameter projected on the transverse plane for all charged-
particle tracks in pp, Pb–Pb and p–Pb collisions. The impact-parameter resolution for
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Figure 3.9: Resolution on 1/pT as a function of 1/pT in p–Pb collisions at √
sNN =

5.02 TeV. The resolution is quoted for TPC tracks and for ITS+TPC tracks with and
without vertex constraint. Figure taken from [126].

tracks with pT = 1 GeV/c is around 75 µm in pp collisions and 60 GeV/c in Pb–Pb
collisions. The improvement in heavier systems is due to the large multiplicities that
allow for a more precise determination of the primary vertex.

Figure 3.9 shows the resolution on 1/pT for TPC stand-alone tracks and tracks re-
constructed with both TPC and ITS clusters, with and without vertex constrain, in
p–Pb collisions at √

sNN = 5.02 TeV. The resolution on the parameter 1/pT is directly
connected to that on the pT by the relation

σpT

pT
=
σ1/pT

1/pT
. (3.5)

The resolution is quoted for 1/pT because this can be extracted directly from the covari-
ance matrix of the Kalman Filter fit. The resolution on reconstructed track vary from
1% to 10% in the pT range between 0.1 and 100 GeV/c.

3.6 Particle identification

One of the distinctive features of the ALICE detector is the excellent PID capability,
which can be performed in a wide range of momentum, exploiting different techniques.
In particular, the ITS and TPC detectors can be used to identify charged particles via
the measurement of their specific energy loss, the TOF via the measurement of the
particle time-of-flight measurement, the HMPID via the Cherenkov angle measurement
of the light produced by the charged particle that traverses the detector. In addition,
electrons and positrons can be identified by the TRD detector, via the measurement of
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Figure 3.10: Left: specific energy loss (dE/dx) in the TPC as a function of the particle
momentum in p–Pb collisions at √

sNN = 5.02 TeV. The lines show the parametrisation
of the expected mean energy loss. Right: velocity β as measured with the TOF detector
as a function of momentum for particles reaching the TOF in Pb–Pb collisions at √

sNN =
5.02 TeV. Figure from ALICE figure repository ©.

their transition radiation, and by the PHOS and EMCAL calorimeters via the energy
deposited compared to their momentum (E/p). The techniques used for charged-hadron
PID in the analyses presented in this thesis, based on the TPC and TOF detectors, are
described in more details in the following sections.

3.6.1 TPC particle identification

The PID with the TPC is performed by simultaneously measuring the specific energy
loss via the measurement of the charge deposited on up to 159 pad rows, the charge,
and the momentum of each particle traversing the detector gas. A truncated mean of the
dE/dx samples is calculated using the 65% of the lowest-amplitude clusters. The particle
identification is based on the comparison of the measured dE/dx with the expectation for
a specific particle species with a certain momentum p. The expected dE/dx is obtained
with a data-driven procedure that employs spline parameterisations, or with a function
originally proposed by the ALEPH collaboration [145],

f(βγ) = P1
βP4

[︃
P2 − βP4 − ln (P3 + 1

(βγ)P5
)
]︃
. (3.6)

In the above formula β and γ are the relativistic factors and P1−5 are free parame-
ters that can be determined by fitting the data distribution. The relative dE/dx res-
olution achieved is of about 6% for particles crossing the entire detector. In the left
panel of Fig. 3.10 the specific energy loss measured with the TPC in Pb–Pb collisions
at √

sNN = 5.02 TeV is shown as a function of the track momentum, with the curves
of the expected dE/dx of electrons, pions, kaons, protons, deuterium, tritium, and 3He
nuclei superimposed. The particle identification of pions and kaons can be performed on
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a track-by-track basis for p ≲ 0.7 GeV/c, where the largest separation is achieved (see
left panel of Fig. 3.10). The separation is typically expressed in number of σ, where σ is
the expected dE/dx resolution for a track with a given momentum.

In the relativistic rise region (2 ≲ p ≲ 20 GeV/c) the relative particle abundances can
still be extracted with a statistical approach.

3.6.2 TOF particle identification

The TOF is a dedicated PID detector, which measures the arrival time of charged
particles. In order to obtain the flight time of the charged particles, the start time for the
TOF detector can be provided either by the T0 detector or via a combinatorial analysis of
the particle arrival times at the TOF detector. The overall TOF resolution, including the
uncertainty on the start time of the event, and the tracking and momentum resolution
contributions, is around ∼ 60 − 80 ps for tracks with p ≈ 1 GeV/c in Pb–Pb collisions
[126]. As shown in the right panel of figure 3.10, where the particle velocity is plotted as
a function of momentum, the TOF detector provides a proton-kaon separation at more
than 3σ level up to p ≃ 4 GeV/c.
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Chapter 4

D+ and D+
s reconstruction

strategy in pp, p–Pb and Pb–Pb
collisions

In this Chapter, the data samples used in this thesis are introduced and the general
strategy adopted to measure D+ and D+

s mesons and their antiparticles in the central
rapidity region of the ALICE detector is presented. The D+ (D+

s ) mesons, composed by
a charm quark and a down (strange) antiquark, cannot be directly revealed because of
their mean proper decay length of few hundred microns that prevents them to reach the
detector. Hence, they are measured via the exclusive reconstruction of their hadronic de-
cays. In particular, the decay channels D+ → K−π+π+ and D+

s → ϕπ+ → K−K+π+ and
their charge conjugates are considered in this thesis. The spatial resolution of the ALICE
detector [126, 146] allows the separation of the secondary decay vertices of D mesons from
the primary interaction vertex, therefore the analysis is based on the reconstruction and
selection of secondary-vertex topologies with relatively large separation from the primary
interaction vertex. The PID capabilities are also exploited to improve the selection of the
D+

s and D+ decay products and thus to reduce the background.

4.1 Data samples and event selection

The analyses presented in this thesis are performed on the data samples reported in
Table 4.1, which include pp collisions at

√
s = 5.02 TeV, p–Pb and Pb–Pb collisions at√

sNN = 5.02 TeV. All the data samples were collected with a MB trigger that required
coincident signals in the V0A and V0C detectors. In addition, for the Pb–Pb samples
collected in 2018, a further online selection on the sum of the V0 detector amplitudes was
applied to enhance the most central (0–10%) and semi-central (30–50%) events.
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System √
sNN (TeV) Trigger Nevents Lint (µb−1) Year

pp 5.02 minimum bias 990 × 106 19300 ± 400 2017

p–Pb 5.02 minimum bias 623 × 106 292 ± 11 2016

Pb–Pb
5.02 minimum bias 104 × 106 13 ± 1 2015
5.02 central 89 × 106 49 ± 1 2018
5.02 semi-central 76 × 106 114 ± 1 2018

Table 4.1: Summary of data samples used for the analyses presented in this thesis. The
centre-of-mass energy, the trigger strategy (see text for details), the number of events
after the quality selections, and the integrated luminosity are reported.

4.1.1 Offline event selections

In p–Pb and Pb–Pb collisions, background events from machine-induced beam-gas
interactions were rejected using the timing information from the V0 and the ZDC detec-
tors. In pp collisions, the timing information from the V0 and the correlation between
the number of hits and tracklets in the SPD detector were used for the same purpose.

As explained in Sec. 3.5, the primary vertex can be reconstructed using global tracks
or SPD tracklets. Considering that the D+ and D+

s mean-proper decay lengths are about
312 µm and 150 µm respectively [13], it is crucial to have a primary vertex position
measured as precisely as possible to reconstruct the full decay topology. Therefore, only
the events with a primary vertex reconstructed with global tracks were used for the
analysis. In addition, to obtain a symmetric geometrical acceptance and to guarantee the
pseudorapidity coverage of |η| < 0.8 in each ITS layer, the selected events were required to
have a reconstructed primary vertex within ±10 cm from the nominal position along the
beam axis (|zvtx| < 10 cm). This requirement also helps to reject satellite collisions. The
SPD was also used to identify the presence of multiple interaction vertices in the same
bunch crossing (in-bunch pile-up events) in pp and p–Pb collisions. In particular, the
vertex-finding algorithm is run on the SPD tracklets not associated to the main vertex,
which is the one with largest associated multiplicity; pile-up events are identified and
rejected whenever another vertex with at least 5 contributors is found to be at least 0.8
cm away from the main vertex. The probability of in-bunch pile-up events was found to
be negligible in Pb–Pb, given the lower interaction rate [3].

The number of events after the aforementioned selections (Nevents) and the corre-
sponding integrated luminosity (Lint) are reported in Table 4.1 for each data sample.
Further selections on the centrality were applied for each specific analysis and will be
discussed in the dedicated Chapters.

4.1.2 Vertex-reconstruction efficiency

The selections reported in Sec. 4.1.1 reduce the reconstruction efficiency of the primary
vertex. This efficiency is taken into account in the reconstruction efficiency of D mesons
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Figure 4.1: Ratio between the normalisation factor (Nnorm
ev , see text for details) and the

number of selected events (N sel
ev ) in pp, p–Pb, and Pb–Pb collisions at √

sNN = 5.02 TeV.

(see Sec. 4.3.1), however the number of events with a primary vertex within |zvtx| < 10 cm
has also to be considered for the normalisation of a production cross section. For this
reason, these events were taken into account computing a corrected number of events for
the normalisation
Nnorm

ev = N reco vtx(|zvtx| < 10 cm) +Nno vtx(|zvtx| < 10 cm) =
= N reco vtx(|zvtx| < 10 cm) +Nno vtx −Nno vtx(|zvtx| > 10 cm) =

= N reco vtx(|zvtx| < 10 cm) +Nno vtx −Nno vtx · N
reco vtx(|zvtx| > 10 cm)

N reco vtx

(4.1)

where N reco vtx and Nno vtx are the number of events with and without reconstructed
primary vertex, respectively. The number of events with reconstructed vertex within 10
cm from the nominal position (N reco vtx(|zvtx| < 10 cm)) corresponds to the number of
selected events (N sel

ev ).
As shown in Fig. 4.1, the correction factor computed from N sel

ev to obtain Nnorm
ev is

about 10.5% in pp collisions, 4% in peripheral (60–100%, estimated with the hybrid
method described in Sec. 3.4.2) p–Pb collisions, while it is negligible for high-multiplicity
(0–10%) p–Pb collisions and Pb–Pb collisions. This is motivated by the increase of the
primary-vertex reconstruction efficiency as a function of the charged-particle multiplicity.

4.2 D+
s and D+ decay-vertex reconstruction and selection

The D+
s and D+ mesons (and their charge conjugates) are reconstructed in the

hadronic decay channels D+ → K−π+π+ and D+
s → ϕπ+ → K−K+π+, using an anal-

ysis based on the selection of fully reconstructed decay topologies displaced from the
primary interaction vertex. The main properties of these two particles [13] are reported
in Table 4.2.

The candidate D mesons are built by combining triplets of tracks with proper charge-
sign combination, (+,−,+) for D+ and D+

s , and (−,+,−) for their antiparticles. The
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Particle Mass (MeV/c2) cτ (µm) Decay channel BR (%)

D+ (cd) 1869.65 ± 0.05 311.8 K−π+π+ 8.98 ± 0.28
D+

s (cs) 1968.34 ± 0.07 150.2 ϕ(1020)[→ K+K−]π+ 2.27 ± 0.08

B+ (ub) 5279.33 ± 0.13 491.1

D+ +X 2.5 ± 0.5
D− +X 9.9 ± 1.2
D+

s +X 7.9+1.4
−1.3

D−
s +X 1.10+0.40

−0.32

B0 (db) 5279.64 ± 0.13 455.4

D+ +X < 3.9
D− +X 36.9 ± 3.3
D+

s +X 10.3+2.1
−1.8

D−
s +X < 2.6

B0
s (sb) 5366.88 ± 0.17 452.7 D−

s +X 93 ± 25

Λ0
b (udb) 5619.60 ± 0.17 441.0 Λ+

c D− 0.46 ± 0.06
Λ+

c D−
s 1.10 ± 0.10

Table 4.2: Main properties of charmed mesons studied in this thesis (D+, D+
s ) and main

beauty hadrons that can decay to D+ and D+
s mesons [13].

decay-vertex position is reconstructed as the space point that minimise the distance D
between the three considered tracks and calculated as:

D =

⌜⃓⃓⎷ 3∑︂
i=1

[︃(︃
xi − x0
σxi

)︃2
+
(︃
yi − y0
σyi

)︃2
+
(︃
zi − z0
σzi

)︃2]︃
(4.2)

where (xi, yi, zi) are the coordinates of the i-th track at the point of closest approach to
the reconstructed decay vertex (x0, y0, z0), and (σxi , σyi , σzi) are their uncertainties.

The momentum associated to the decay vertex is computed as the sum of the momenta
of the three tracks evaluated in the point along each track closest to the decay vertex.
The invariant mass of each D-meson candidate is computed using the energy and the
momentum of the decay tracks

M2
inv = (

√︂
m2

OS + p⃗2
OS+

√︂
m2

LS,1 + p⃗2
LS,1+

√︂
(m2

LS,2 + p⃗2
LS,2)2−(p⃗OS+p⃗LS,1+p⃗LS,2)2. (4.3)

In the computation of the invariant mass, the mass of the kaon is unambiguously
assigned to the track having charge with opposite sign (OS) with respect to the candidate.
For D± mesons, the pion mass is assigned to the remaining two decay tracks having the
same charge sign of the candidate (like sign, LS), and hence to each D+ candidate only one
mass hypothesis is assigned. For the two LS tracks of the D±

s candidates, the two possible
mass-hypothesis assignments are considered (i.e. one being a pion and the other one a
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kaon and viceversa). With this procedure a large number of candidates is obtained, most
of them being combinatorial background. In order to increase the signal-to-background
ratio and the statistical significance of the measurement, strict selections are therefore
needed. In particular, the selections applied can be divided in three main categories:

1. Track-quality selections

2. Selections based on the decay topology and kinematics

3. Particle identification of the decay products

4.2.1 Track-quality selections

Tracks used to build D+
s and D+ candidates are required to satisfy several track-

quality and kinematics criteria. In particular, only tracks successfully fitted in both
TPC and ITS, with a minimum of 70 (out of 159) associated space points in the TPC
were considered. A χ2/ndf < 2 of the momentum fit in the TPC (where ndf is the
number of degrees of freedom involved in the tracking procedure) and a ratio of crossed
rows (total number of hit TPC pad rows) over findable clusters (pad rows which, based
on the geometry of the track, are possible clusters) in the TPC larger than 0.8 were
required. The requirement of two hits in the ITS, with at least one of the two in the
first two layers, ensures a good compromise between impact-parameter and decay-vertex
resolution, which are crucial for the measurement of heavy-flavoured hadrons, and high
reconstruction efficiency.

For tracks that fulfil the aforementioned requirements, the transverse-momentum res-
olution in pp collisions was found to be better than 1% for pT = 1 GeV/c and about
2% for pT = 10 GeV/c, while the impact-parameter resolution is better than 75 µm for
tracks with pT > 1 GeV/c (see Figs. 3.9 and 3.8). In addition, in pp and p–Pb (Pb–Pb)
collisions only tracks having pT > 0.3 GeV/c (pT > 0.4 GeV/c) and |η| < 0.8 were se-
lected to build the candidates. In Pb–Pb collisions, a selection on the impact parameter
of tracks with pT < 2 GeV/c of |d0| > 60 µm is applied to select tracks displaced from
the primary vertex.

These selections limits the rapidity acceptance of D mesons, which decreases steeply
for |y| > 0.5 at low pT and for |y| > 0.8 for pT > 5 GeV/c. In order to avoid border
effects, only D+

s and D+ candidates having |y| < yfid(pT) were selected. The pT-dependent
fiducial acceptance factor yfid(pT) was defined by a second-order polynomial function

yfid(pT) = 0.5 + 1.9
15 pT − 0.2

15 p
2
T, (4.4)

as shown in Fig. 4.2.

4.2.2 Topological and kinematical selections

The main criteria used to discriminate the D+ and D+
s signal from the combinatorial

background are based on the displaced topology of reconstructed decay vertices. This is
possible since the candidates that form the combinatorial background are predominantly
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Figure 4.2: Rapidity as a function of transverse momentum of reconstructed D+
s mesons

in pp collisions at
√
s = 5.02 TeV. The fiducial acceptance region is defined as |y| < yfid.

built using tracks that are produced at the primary vertex and therefore exhibit a non-
zero displacement only due to the detector resolution. In addition, the decay topology is
different for promptly produced D mesons (which come directly from the hadronisation of
a charm quark or from the decay of open or hidden charm excited states), and D mesons
coming from beauty-hadron decays, denoted as feed-down, because of the longer mean
proper decay length of beauty hadrons (see Table 4.2). The variables used in the analyses
presented in this thesis are sketched in Fig. 4.3 and described below. In Figs. 4.4, 4.5, 4.6,
and 4.7 the distributions of prompt and feed-down D mesons are obtained from Monte
Carlo simulations (see Sec. 4.3), while the distributions of the combinatorial background
from data, excluding the invariant-mass region of the signal.

• Decay length (L)

The decay length is defined as the distance between the reconstructed interaction
and decay. For prompt D+ and D+

s mesons it is an approximation of the real
decay length because of the curvature of their trajectory in the magnetic field,
which however leads only to a negligible effect considering the mean proper decay
length of D+ and D+

s mesons of few hundred microns. For feed-down D mesons
it includes also the distance covered by the beauty hadron before decaying to the
D meson and it is therefore on average larger than that of prompt D mesons, as
shown in the left panel of Fig. 4.4 for D+ mesons and background candidates with
4 < pT < 5 GeV/c. The middle panel of the same figure shows the dependence of
the decay length distribution on the transverse momentum of D+

s mesons, which
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Figure 4.3: Sketch of the D-meson decay with the main topological variables used to
improve the selection of D+ and D+

s mesons.

is due to the Lorentz boost that enlarges the decay length of high momentum D
mesons. Since the cτ of D+ mesons is larger than that of D+

s mesons (see Table 4.2),
the decay-length distribution of D+ mesons is shifted towards higher values than
that of D+

s mesons in the same pT interval. Nevertheless, both distributions are
larger than that of the combinatorial background which is different from zero only
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bution of prompt D+

s mesons with 4 < pT < 5 GeV/c and 24 < pT < 36 GeV/c.

due to the finite impact-parameter resolution.

• Normalised decay length in the transverse plane (Lxy/σ(Lxy))

It is the decay length projected in the transverse plane with respect to the beam
direction and divided by its uncertainty. The projection in the transverse plane
is considered to exploit the better detector resolution in the x and y coordinates
than in the z coordinate. The right panel of Fig. 4.4 shows a comparison among
the normalised decay-length-xy distributions of prompt D+

s , feed-down D+
s and

combinatorial background candidates with 6 < pT < 8 GeV/c.

• Dispersion of the tracks at the decay vertex (σvertex)

This variable is defined as

σvtx =

⌜⃓⃓⎷ 3∑︂
i=1

d2
i (4.5)

where di are the distances of closest approach between the decay tracks and the
reconstructed secondary vertex. For a true D meson it assumes non-zero values
only because of the tracking and vertexing resolution, while it is on average larger
for the combinatorial background, as shown in the left panel of Fig. 4.5.

• Cosine of pointing angle (cos θP, cos θxy
P )

The pointing angle θP is defined as the angle between the line connecting the pri-
mary and secondary vertices and the direction of the reconstructed D meson mo-
mentum. This variable is also defined using only the transverse components of these
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Figure 4.6: Left: impact-parameter distributions of prompt D+, feed-down D+ mesons
and combinatorial-background candidates having 4 < pT < 5 GeV/c. Middle: impact-
parameter distributions of prompt D+

s mesons with 4 < pT < 5 GeV/c and 24 <
pT < 36 GeV/c. Right: distribution of Dxy

0 of prompt D+
s , feed-down D+

s mesons and
combinatorial-background candidates with 4 < pT < 5 GeV/c.

two directions (θxy), as shown in the sketch reported in Fig. 4.3, to exploit the better
resolution in the x and y coordinates than in the z coordinate. Without resolution
effects it should be exactly 0 for prompt D mesons and close to 0 for feed-down D
mesons. The distribution of its cosine is therefore peaked at 1, as shown for D+

mesons in the middle panel of Fig. 4.5. For the combinatorial background θP can
assume any value with the same probability. The distribution The right panel of
the same figure shows the difference of the cos(θxy

P ) distribution for low and high
pT D+

s mesons, due to the different momentum and vertexing resolution.

• Impact parameter in the transverse plane (dxy
0 )

The impact parameter of D-meson candidates in the transverse plane is defined
as the distance of closest approach between the reconstructed flight line of the D-
meson and the primary vertex, projected in the transverse plane. For promptly
produced D mesons it is different from zero only because of the detector resolution
and therefore it becomes narrower at high pT, thanks to the better momentum and
vertexing resolution (see middle panel of Fig. 4.6). Besides the rejection of the
combinatorial background, it is also useful to suppress the feed-down contribution,
which has a much broader distribution, as shown in the left panel of Fig. 4.6 for
D+ mesons with 4 < pT < 5 GeV/c.
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• Maximum normalised difference between the measured and the expected
daughter-track impact parameters in the transverse plane (Dxy

0 )

As the D-meson impact parameter, this variable is efficient in rejecting combinato-
rial background as well as feed-down D mesons. It is defined as

Dxy
0 = max

i

{︃
dxy

0,i(meas) − dxy
0,i(exp)√︃

σ2
dxy

0,i(meas) + σ2
dxy

0,i(exp)

}︃
(4.6)

where dxy
0,i(meas) is the measured impact parameter of the i-th daughter track in

the xy plane, σdxy
0,i(meas) its uncertainty. The expected value dxy

0,i(exp) is estimated
from Lxy and the angle θi

xy between the reconstructed D-meson momentum and
that of the i-th daughter track in the xy plane

dxy
0,i(exp) = Lxy · sin(θi

xy). (4.7)

Its uncertainty σdxy
0,i(exp) is computed neglecting the uncertainty on θi

xy, and there-
fore

σdxy
0,i(exp) = σLxy · sin(θi

xy). (4.8)

An example ofDxy
0 distribution for prompt D+

s , feed-down D+
s mesons and combinatorial-

background candidates with 4 < pT < 5 GeV/c is shown in the right panel of
Fig. 4.6.

4.2.3 Kinematical selections for the D+
s → ϕπ+ → K−K+π+ decay

In addition to the selections on the decay topology, for D+
s also kinematic variables

related to the decay chain can help to improve the selection of the signal. In particular
for the analyses presented in this thesis, the variables listed in the following were used.

• Difference between the invariant mass of the kaon pair and the ϕ-meson
mass (∆M(KK))

In order to exploit the narrow width of the ϕ(1020)-meson resonance, one of the
pairs of opposite-sign tracks is required to have a reconstructed K+K− invariant
mass (M(KK)) compatible with respect to the PDG world average of the ϕ-meson
mass (Mϕ = 1019.461 ± 0.016) [13]. This is achieved by applying a selection on the
absolute value of their difference

∆M(KK) = |M(KK) −Mϕ| (4.9)

which is typically smaller than 20 MeV/c2 for the signal (considering the ϕ-meson
width convoluted with the detector resolution), while it is almost uniformly dis-
tributed over a wide range for background candidates, as illustrated in the left
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Figure 4.7: Left: distribution of difference between the invariant mass of the kaon pair and
the ϕ-meson mass of prompt D+

s , feed-down D+
s mesons and combinatorial-background

candidates with 4 < pT < 5 GeV/c. Right: distribution of | cos3(θ′(K))| of prompt D+
s ,

feed-down D+
s mesons and combinatorial-background candidates with 4 < pT < 5 GeV/c.

panel of Fig. 4.7. As explained in Sec. 4.2, for each D+
s candidate, two mass hy-

potheses can be assigned to the LS decay tracks. This selection therefore is tested
against both the possible kaon pairs and is useful to discriminate the correct mass
hypothesis from the wrong one, and hence to reduce the number of D+

s candidates
with the wrong-mass assignment.

• (| cos3(θ′(K))|)

The θ′(K) angle is defined as the angle between one of the kaons and the pion
in the K+K− rest frame. In the D+

s → ϕπ+ → K−K+π+ decay, the spin of the
ϕ-meson is aligned to its direction of motion relative to the D+

s meson, and as a
consequence it can be shown that cos3(θ′(K)) is uniformly distributed in [−1,+1]
for signal candidates. On the contrary, for the combinatorial background is peaked
at zero, as shown in the right panel of Fig. 4.7.

4.2.4 Particle identification

Further rejection of the combinatorial background was achieved via the PID of the
decay tracks. As introduced in Sec. 3.6, the PID selection criteria adopted are based on
the measurement of the specific energy loss (dE/dx) in the TPC detector and the time-
of-flight measured with the TOF detector. A track is considered compatible with a mass
hypothesis (i.e. kaon, pion or proton) depending on the difference between the measured
signal Smeas and the expected signal Sπ,K,p

exp for the given hypothesis. In particular this is
expressed in units of resolution

Nσ(π,K,p) =
⃓⃓⃓⃓
Smeas − Sexp(π,K,p)

σ(π,K, p)

⃓⃓⃓⃓
(4.10)
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Figure 4.8: PID selection logic of a decay track for a given mass hypothesis. More details
are reported in the text.

where σ(π,K, p) is the resolution of the dE/dx or the time-of-flight signals for each
hadron species. For both D+ and D+

s mesons, the OS track has to be compatible with
the kaon hypothesis. For D+ mesons the two LS tracks have to be compatible with
the pion hypothesis, while for D+

s mesons one LS track has to be compatible with the
kaon hypothesis and the other one with the pion hypothesis or viceversa. A D+

s or D+

candidate is discarded if at least one of the decay tracks is rejected as kaon and as pion.
The logic adopted to combine the information from the TPC and TOF signals is sketched
in Fig. 4.8. The measured value of NTPC

sigma is compared to a threshold value NTPC,max
σ ,

which depends on the pT of the considered track and on the PID strategy adopted, namely
the conservative PID and strong PID strategies reported in Table 4.3. For each detector,
a response of -1, 0 or +1 is assigned to each mass hypothesis. In each detector, a response
value of -1 is given if Nσ > 3. If the signal in one of the two detectors is not available,
a response value of 0 is assigned. This choice is motivated by the large fraction of low-
momentum tracks that do not reach the TOF detector (up to 30%-40% for pT ≲ 1 GeV/c)
and therefore have no TOF signal. A D+ or D+

s candidate is accepted if the sum of the
two response values is larger or equal to 0. This PID selection criteria preserve around

NTPC,max
σ

PID strategy strong conservative

ptrk
T < 0.6 GeV/c 2 3

0.6 < ptrk
T < 0.8 GeV/c 1 3

ptrk
T > 0.8 GeV/c 2 3

Table 4.3: Selection criteria for particle identification with the TPC for different trans-
verse momentum intervals of the decay tracks.
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99% (85%) of the signal in case of conservative (strong) PID strategy, while provides a
rejection of the combinatorial background up to a factor 10 for D+ and D+

s candidates
with pT < 4 GeV/c. In addition, for the D+

s it is also helpful to discriminate between the
two mass hypotheses that can be assigned to the LS track (see Sec. 4.2).

4.3 Monte Carlo simulations

Reliable MC simulations with a precise description of the kinematics and topology
of the D+ → K−π+π+ and D+

s → ϕπ+ → K−K+π+ decays, as well as the detector con-
ditions, the track-parameter resolution and the PID performance, are an important in-
gredient for the measurement of D+- and D+

s -meson production, to study the selection
variables and to compute the efficiency and acceptance corrections.

The simulations used in this thesis were configured with a detailed description of the
ALICE apparatus geometry and detector response. They were tuned to reproduce the
position and width of the interaction vertex distribution, the number of active electronic
channels, gain, noise level and the accuracy of the detector calibration, as well as their
time evolution within the pp, p–Pb or Pb–Pb data taking periods considered for the
analysis.

The pythia6.4.25 event generator [86] with the Perugia-11 [147] tune was adopted
to simulate pp collisions at

√
s = 5.02 TeV. In order to achieve a satisfactory statistical

precision, each simulated pp event contained at least a cc or bb pair and D+
s and D+

mesons were forced to decay in the hadronic channel of interest for the analysis. In
case of heavy-ion collisions, the hijing v1.383 generator [135] was used to simulate the
underlying Pb–Pb or p–Pb events, while the D-meson signals were injected with pythia
events that had to satisfy the same conditions as for pp collisions. For p–Pb collisions, only
one pythia event per underlying hijing event was injected, while for Pb–Pb collisions
the number of pythia events injected per hijing event increased with increasing collision
centrality. For all the collision systems, the generated particles were propagated through
the ALICE apparatus using the geant3 transport package [137]. It was also verified
that using geant4 [138] the performance was compatible.

4.3.1 Acceptance and efficiency corrections

In order to obtain the number of produced D+ and D+
s at mid-rapidity (|y| < 0.5),

the measured raw yield extracted after all the selections applied has to be corrected for
the efficiency and acceptance factors. These correction factors were evaluated using the
MC sample described above. The efficiency was defined as

ϵ =
Nreco||y|<yfid

Ndau in acc
gen ||y|<yfid

(4.11)

where Nreco||y|<yfid is the number of reconstructed D+ (D+
s ) mesons after all the selections,

while Ndau in acc
gen ||y|<yfid is the number of generated D+ (D+

s ) mesons decaying in the
decay channel of interest for the analysis, having |y| < yfid, with the three daughters
that fulfil the acceptance requirements of |η| < 0.9 and pT > 0.1 GeV/c. Only events
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Figure 4.9: Left: efficiency and acceptance factors of D+
s mesons in pp collisions at√

s = 5.02 TeV obtained with the selections described in Sec. 5.1. Right: rapidity distri-
bution of prompt D+

s mesons in |y| < 0.8 and in different pT intervals as obtained with
pythia6.4.25[86] for pp collisions at

√
s = 5.02 TeV.

with the z coordinate of the generated primary-vertex position within ±10 from the
nominal interaction point (|zgen

vtx | < 10 cm) were considered for Ndau in acc
gen ||y|<yfid . The

efficiency varies as a function of pT because of the track-reconstruction efficiency and
the topological selections applied. In addition, it is in general different for prompt and
feed-down D mesons, because of the different decay topology, as shown for D+

s mesons
in pp collisions at

√
s = 5.02 TeV in the left panel of Fig. 4.9. The efficiency factors are

shown with and without the PID selection, are obtained with the selections described in
Sec. 5.1. The effect of the PID is the same for prompt and feed-down D+

s mesons and it
is around 15% for pT < 6 GeV/c where the strong PID strategy is applied, and around
1-2% for pT > 6 GeV/c where the conservative PID is applied.

The acceptance factor was defined as

Acc′ = Acc · c∆y =
Ndau in acc

gen ||y|<yfid

Ngen|y<0.5
(4.12)

whereNgen|y<0.5 is the number of generated D+ (D+
s ) mesons in events with |zgen

vtx | < 10 cm
decaying in the decay channel of interest for the analysis with |y| < 0.5. The Acc′

factor include also the correction for the rapidity coverage (c∆y) which is approximately
c∆y ≃ yfid/0.5, since the rapidity distribution of produced D mesons in pythia is nearly
flat for |y| < 0.8 (see right panel of Fig. 4.9). This is also confirmed by fonll pQCD
calculations [80] and experimental measurements [106, 148]. Therefore c∆y varies from 1
to 1.6 as a function of pT according to Eq. 4.4, and consequently the Acc′ factor can be
larger than unity, as shown in the left panel of Fig. 4.9.
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Chapter 5

D+
s production cross section in pp

collisions at
√

s = 5.02 TeV

In this Chapter, the measurement of the production cross section of prompt D+
s

mesons at mid-rapidity (|y| < 0.5) in pp collisions at
√
s = 5.02 TeV is discussed. The

D-meson cross section in pp collisions provides a reference for the measurements of the
nuclear modification factors in p–Pb and Pb–Pb collisions and constitute an important
test for pQCD calculations [80]. The results presented in this Chapter were published in
Ref. [1].

The pT-differential production cross section in |y| < 0.5 was computed as

d2σ(D+
s )

dpTdy

⃓⃓⃓⃓
|y|<0.5

=
1
2 · fprompt ·Nraw(D±

s )||y|<yfid

∆pT · c∆y · (Acc × ϵ)prompt · BR · Lint
, (5.1)

where Nraw(D±
s )||y|<yfid is the raw yield of D+

s mesons and their charged conjugates mea-
sured in the pT interval ∆pT and in the fiducial acceptance interval defined in Sec. 4.2.1,
fprompt is the fraction of prompt D+

s in the raw yield, and the factor 1
2 is introduced to ob-

tain a charged-average yield. The (Acc×ϵ)prompt factor is the acceptance-times-efficiency
of prompt D+

s mesons, c∆y is the correction for the rapidity coverage (see Sec. 4.3.1),
BR is the branching ratio of the decay channel D+

s → ϕπ+ → K−K+π+ (see Table 4.2),
and Lint is the integrated luminosity, obtained from the cross section for the MB trigger
(σMB) and the number of events (Nnorm

ev , see Section 4.1.2) as

Lint = σMB/N
norm
ev . (5.2)

For the analysed data sample of pp collisions at
√
s = 5.02 TeV, σMB was measured to

be (50.9 ± 0.9) mb−1 with van der Meer scans [149] and Nnorm
ev was 990 millions after all

the event selections described in Sec. 4.1.2.
In the following sections the description of the D+

s -meson selection, raw-yield extrac-
tion and correction factors needed to compute the pT-differential cross section is provided.
Afterwards, the evaluation of the systematic uncertainties and the results are discussed.
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5.1 Topological, kinematical, and PID selections

In order to increase the statistical significance of the extracted D+
s raw yields, several

selections to the D+
s -decay topology and to the kinematics of the decay channel were

applied. In particular, the variables used to improve the rejection of the combinatorial
background are those introduced in Sec. 4.2.2. The selection criteria were tuned to have a
large statistical significance (S/

√
S +B) while preserving a relatively high efficiency and

signal-to-background ratio (S/B) to keep the systematic uncertainties as low as possible.
For this purpose, the effect of the selections was estimated by performing a scan of the
threshold values for each variable, varying them simultaneously. For each combination of
selections, the expected statistical significance was computed. To avoid biases induced by
the statistical fluctuations of the background under the D+

s peak, which can artificially
enhance the extracted signal and thus the final measurement, the signal S was estimated
as

S = d2σ(D+
s )

dpTdy

⃓⃓⃓⃓gm-vfns(mod-µR,F)

|y|<0.5
·

2 · ∆pT · c∆y · (Acc × ϵ)prompt · BR · Lint
fprompt

, (5.3)

where d2σ(D+
s )

dpTdy

⃓⃓⃓⃓gm-vfns(mod-µR,F)

|y|<0.5
is the pT-differential cross section predicted by the gm-

vfns(mod-µR,F) pQCD calculations [81, 82]. In particular, the upper band of the pre-
diction uncertainty was used, since the measured data points of the D-meson production
cross section in pp collisions typically lie on the upper edge of the uncertainty band of
the pQCD predictions [1]. The fprompt parameter was set to 0.9, which is a typical value
obtained for the fraction of prompt D+

s mesons in the raw yield [1]. The background B
was instead obtained from the data, by fitting the invariant-mass distribution of D+

s can-
didates with an exponential function, after having applied the selections and excluded the
invariant-mass region aside the D+

s and D+ peaks (side-bands distribution). The back-
ground in the signal region was then computed integrating the exponential function in
the invariant-mass interval within ±3σ from the PDG D+

s mass [13], where σ is the width
of the D+

s peak extracted from the MC simulation. Only 10% of the total data sample
was used for the background estimation in order to avoid an autocorrelation between the
statistical fluctuations in the estimated significance and the measurement.

Figure 5.1 shows the expected significance as a function of the reconstruction efficiency
of prompt D+

s (left panel) and the signal-to-background ratio (right panel) for the pT
interval between 2 and 3 GeV/c. The red lines represent the chosen set of selections
applied in the analysis. The threshold values for all the variables and the pT intervals
of the analysis are reported in Table 5.1. On one hand, at low momentum, where the
contribution from the combinatorial background is larger, tighter selections are needed.
On the other hand, the decay vertices of low pT D+

s mesons are less displaced with respect
to the higher pT D+

s mesons, which are more boosted, and therefore too tight selections
on the decay topology (i.e. on the decay length) reduce the efficiency, leading to a lower
significance. The threshold values were also smoothened as a function of pT in order to
further reduce biases induced by statistical fluctuations in the estimation of the expected
significance.
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Figure 5.1: Expected significance of D+
s signal in 2 < pT < 3 GeV/c for different selec-

tions as a function of the efficiency of prompt D+
s mesons (left panel) and the signal-

to-background ratio (right panel) obtained estimating the amount of signal with the
gm-vfns(mod-µR,F) model [81, 82]. The red lines represent the set of selections chosen
for the analysis.

In addition to the topological and kinematical selections, the particle identification of
the decay tracks was applied exploiting the TPC and TOF PID information as described
in Sec. 4.2.4. For D+

s candidates with pT < 6 GeV/c the strong PID strategy was
applied, while the conservative PID strategy was applied above 6 GeV/c. This choice was
motivated by the large combinatorial background and the higher effectiveness of the PID
selections at low pT.

pT (GeV/c) [2,3] [3,4] [4,5] [5,6] [6,8] [8,12] [12,16] [16,24]

∆M(KK) (MeV/c2) < 10 10 10 10 10 10 10 10
L (µm) > 200 200 300 300 300 300 500 500
Lxy/σ(Lxy) > 4 4 4 4 4 4 4 4
σvertex (µm) < 300 300 400 400 400 600 600 600
cos θp > 0.92 0.92 0.90 0.90 0.90 0.90 0.90 0.90
cos θxy

p > 0.92 0.92 0.92 0.92 0.90 0.90 0.90 0.90
| cos3 θ′(K)| > 0.10 0.10 0.05 0.05 0.05 0.00 0.00 0.00
|dxy

0 | (µm) < 140 140 120 120 120 120 120 120

Table 5.1: Topological and kinematical selections applied to the D+
s candidates in pp

collisions at
√
s = 5.02 TeV for the 8 pT intervals studied in the present analysis.
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5.2 Raw-yield extraction

The raw yield (sum of D+
s and D−

s mesons) was extracted by fitting the invariant-
mass distributions M(KKπ) of the candidates that passed the topological, kinematical,
and PID selections in eight pT intervals from pT = 2 GeV/c to pT = 24 GeV/c. The fits to
the invariant-mass spectra are reported in Fig. 5.2; the blue curve represents the total fit
function and the red dotted curve is the term describing the combinatorial background.
The D+

s signal was modelled with a Gaussian function and the combinatorial background
with an exponential function. An additional Gaussian term was introduced to describe
the peak present on the left side of the D+

s signal, arising from the D+ → ϕπ+ → K−K+π+

decay, having a BR of (9.51 ± 0.34) × 10−3 [13]. To improve the fit stability, the width
of the D+ peak (σ(D+)data) was fixed to the width of the D+

s peak extracted in data
(σ(D+

s )data) multiplied by the ratio of the D+ and D+
s peak widths obtained from the

MC simulation (σ(D+)MC, σ(D+
s )MC),

σ(D+)data = σ(D+)MC

σ(D+
s )MC · σ(D+

s )data, (5.4)

under the assumption that the relative variation of the mass resolution of the D+
s and

D+ peaks is reproduced in the MC simulation. The typical values of σ(D+)MC/σ(D+
s )MC

in the MC simulation were found to be around 0.9 (see left panel of Fig. 5.3).
The values of raw yield, S/B, and significance are reported in Table 5.2. The best

significance is achieved at intermediate pT, while it is lower at low pT because of the larger
combinatorial background and at high pT because of the lower signal yield. In Fig. 5.3,
the Gaussian mean (left panel) and width (right panel) of the D+

s peak extracted from the
fits are compared to the values obtained from the MC simulation. The values obtained
in data are typically compatible with the simulation within 2 standard deviations, except
for the D+

s peak position for pT < 4 GeV/c, which is larger by about 3 − 5 MeV/c. This

pT (GeV/c) Raw yield S/B (3σ) Significance (3σ)

[2,3] 147 ± 24 0.341 6.1 ± 0.9
[3,4] 217 ± 23 0.820 9.9 ± 0.8
[4,5] 250 ± 21 1.339 12.0 ± 0.7
[5,6] 143 ± 15 1.650 9.5 ± 0.7
[6,8] 251 ± 23 1.028 11.3 ± 0.8
[8,12] 152 ± 19 0.910 8.5 ± 0.8
[12,16] 53 ± 9 1.891 5.9 ± 0.7
[16,24] 20 ± 5 2.027 3.6 ± 0.7

Table 5.2: Raw yields, signal-to-background ratio (S/B), and statistical significance of
the D+

s invariant-mass peak in the 8 pT intervals of the analysis of pp collisions at
√
s =

5.02 TeV.
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Figure 5.2: Invariant-mass distributions of D+
s candidates in pp collisions at

√
s =

5.02 TeV for the 8 pT intervals of the analysis. The solid blue and the dotted red curves
represent the total and the combinatorial-background fit functions, respectively.

discrepancy was taken into account in the evaluation of the systematic uncertainties.
The peak width increases with increasing pT, as expected from the transverse-momentum
resolution of the decay tracks. Similarly, the mass resolution of the D+ peak from the
MC simulation is lower than that of the D+

s meson by about 10%, as shown in the right
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Figure 5.3: Gaussian mean (left panel) and width (right panel) of the D+
s -meson peak in

data and in the MC simulation. The dotted line in the left panel represents the world-
average value from the PDG [13]. The D+-peak width obtained from the MC simulation
and its ratio with respect to the D+

s -peak width is also shown in the right panel.

panel of Fig. 5.3. In fact, for a given pT of the mother particle, the D+ daughter tracks
have typically a lower pT than the daughter tracks of the D+

s mesons, because of the
lower mass of the D+ meson.

5.2.1 Study of K-π reflected signal

The contribution to the invariant-mass distributions from the D+
s candidates with

wrong-mass hypothesis assignment to the pion and kaon tracks (K-π reflected signal) hav-
ing the same charge sign was studied in the MC simulation. In particular, the invariant-
mass distribution of the K-π reflected signal is centred at a value close to the D+

s mass
and has a much broader RMS. Since the candidates with wrong-mass assignment can-
not be distinguished from the correct ones, the reflection contribution could modify the
background shape and affect the signal extraction enlarging the width of the Gaussian
peak. However, the contribution of the K-π reflected signal is strongly suppressed when
applying the PID selection on the decay tracks and the requirement of compatibility of
the invariant-mass of the kaon pair with the ϕ-meson mass. An example of simulated
K-π reflected signal distribution for candidates with 6 < pT < 8 GeV/c before and after
applying the PID and ∆M(KK) selection reported in Table 5.1 is shown in the left panel
of Fig. 5.4. In the right panel of the same Figure, the ratio between the reflected and
correct D+

s signal (R/S) in the invariant-mass interval within ±5σ from the D+
s peak is

shown as a function of pT. The relative contribution of the K-π reflected candidates to
the D+

s signal is around 6−8% without PID and ∆M(KK) selections, while it is less than
0.1% for pT < 6 GeV/c and around 0.1% for pT > 6 GeV/c after the application of these
selections. The difference between the low and high pT regions is caused by the different

64



5.3 – Acceptance and efficiency corrections

1.8 2 2.2
)2c) (GeV/π(KKM

1−10

1

10

210

310

410

510

610

2 c
C

ou
nt

s 
pe

r 8
 M

eV
/ This thesis

 = 5.02 TeVspp, 
 and charge conj.+π

-K+ K→ +πφ → s
+D

c < 8 GeV/
T

p6 < 

 reflectedπK-
w/o selections

(KK) selectionsM∆w/ PID and 

5 10 15 20
)c (GeV/

T
p

4−10

3−10

2−10

1−10

1)σ
R

/S
(5 w/o selections

(KK) selectionsM∆w/ PID and 

Figure 5.4: Left: invariant-mass distribution of the K-π reflected signal before (in red)
and after (in blue) applying the ∆M(KK) and PID selections. Right: ratio between the
K-π reflected signal and the D+

s signal in the invariant-mass region of the signal before
(in red) and after (in blue) applying the ∆M(KK) and PID selections.

PID strategy adopted, which is stronger at low pT. Since R/S was found to be negligible
after the application of the selections used for the analysis, no additional contribution for
the K-π reflected was added in the invariant-mass fits.

5.3 Acceptance and efficiency corrections

The acceptance-times-efficiency factor (Acc × ϵ) was computed using the MC simula-
tion with the pythia event generator described in Sec. 4.3. The (Acc × ϵ) of prompt and
feed-down D+

s mesons decaying via the D+
s → ϕπ+ → K−K+π+ decay channel, obtained

applying the topological selections reported in Table 5.1 is shown in the left panel of
Fig. 5.5. The efficiency increases with increasing pT, mostly due to the and the topolog-
ical selections and slightly for the pT dependence of the track-reconstruction efficiency
(see Sec. 3.5). The efficiency of feed-down D+

s mesons is higher than that of prompt D+
s

mesons by about 30%-80% depending on pT, because of the average larger displacement
from interaction point of D mesons originating from beauty-hadron decays.

5.4 Contamination from other resonant decay channels

The requirement of compatibility of the invariant-mass of the kaon pair with the ϕ-
meson mass ensures the selection of the decay channel D+

s → ϕπ+ → K−K+π+. However,
a fraction of D+

s mesons decaying into the same final state (K+K−π+) via other interme-
diate resonances could be selected. In particular, the D+

s → K∗0K+ → K−K+π+ (with
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Figure 5.5: Left: Efficiency-times-acceptance as a function of pT of prompt and feed-
down D+

s mesons in pp collisions at
√
s = 5.02 TeV; figure taken from Ref. [1]. Right:

(Acc × ϵ) factors of prompt D+
s mesons decaying via the K0∗-meson resonant decay (with

and without PID selection) compared to that of prompt D+
s mesons decaying via the

ϕ-meson resonant decay.

BR= (2.61 ± 0.09)%) and the D+
s → f0π+ → K−K+π+ (with BR= (1.15 ± 0.32)%) are

expected to give the largest contribution, given the similar mass of the ϕ(1020), K0∗(892)
and f0(980) mesons [13].

The contamination from the K0∗-meson resonant decay was studied in the MC simu-
lation. The (Acc × ϵ) factor of prompt D+

s mesons decaying via the K∗0-meson resonance
is compared to that of prompt D+

s mesons decaying via the ϕ-meson resonance in the
right panel of Fig. 5.5. The selection efficiency for the K0∗-meson resonant decay is lower
than that for the ϕ-meson resonant decay of about a factor 100 without the PID selection
applied. The PID selection reduces further the efficiency, since it rejects the D+

s -meson
candidates that have the invariant-mass of the kaon pair compatible with that of the ϕ
meson in case of the wrong-mass hypothesis of one LS track. The contamination from
this resonant decay was hence found to be smaller than 1%.

Conversely, the D+
s → f0π+ → K−K+π+ decay was not simulated in the MC produc-

tion described in Sec. 4.3, owing to the large uncertainty on the f0 mass (M(f0)) and width
(Γ(f0)) that, according to the PDG, can vary from 970 to 1010 MeV/c2 and from 10 to
100 MeV/c2, respectively [13]. This uncertainty on the f0-meson line shape could lead to
a different contamination, ranging from 1–2% to about 26% depending on the values of
the M(f0) and Γ(f0), as shown in the left panel of Fig. 5.6. It is however worthwhile men-
tioning that a recent preliminary measurement of f0-meson production at mid-rapidity
(|y| < 0.5) in pp collisions at

√
s = 5.02 TeV performed by the ALICE Collaboration in-

dicates that M(f0) ≈ 974 MeV/c2 and Γ(f0) ≈ 38 MeV/c2, corresponding to a relatively
small contamination of about 2.9%. The right panel of Fig. 5.6 shows an example of fit
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Figure 5.6: Left: contamination from the D+
s → f0π+ → K−K+π+ resonant decay as a

function of the mass and the width of the f0 meson. Right: example of fit to the invariant-
mass distribution of opposite-sign pion pairs for the preliminary measurement of the f0
meson performed by the ALICE Collaboration ©.

to the invariant-mass distribution of opposite-sign pion pairs with 1.5 < pT < 2 GeV/c
used to extract the f0-meson signal.

In addition, to confirm that the bias from the contamination of the resonant decays
via the K0∗ and f0 mesons is small, the normalisation adopted in this analysis was com-
pared to the one suggested by the CLEO Collaboration in Ref. [150], which was adopted
by the LHCb Collaboration for the measurement of the D+

s -production cross section at
forward rapidity [151–153]. The CLEO Collaboration measured partial branching ratios
for D+

s mesons decaying to K+K−π+ for different ∆M(KK) selections (B∆M ), that in-
clude the contribution of all resonant decays in the considered ∆M(KK) range. The
values provided by the CLEO Collaboration are reported in Table 5.3 with the BR of the
D+

s → ϕπ+ → K−K+π+ decay from the PDG [13] multiplied by the selection efficiency of

∆M(KK) (MeV/c2) B∆M (%) BR (%) × ϵ(D+
s → ϕπ+ → K−K+π+)

5 1.69 ± 0.08 ± 0.06 1.75 ± 0.06
10 1.99 ± 0.10 ± 0.05 2.07 ± 0.07
15 2.14 ± 0.10 ± 0.05 2.17 ± 0.08
20 2.24 ± 0.11 ± 0.06 2.27 ± 0.08

Table 5.3: Partial branching ratios (B∆M ) provided by the CLEO Collaboration [150]
and the BR of the D+

s → ϕπ+ → K−K+π+ decay from the PDG [13] multiplied by the
selection efficiency of D+

s mesons decaying via the f0-meson resonant decay for different
∆M(KK) selections.
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D+
s mesons decaying via the ϕ-meson resonant decay evaluated with the MC simulation

described in Sec. 4.3, for different ∆M(KK) selections. For each ∆M(KK) selection,
the two values are compatible within uncertainties, therefore no uncertainty in addition
to the one on the BR of the D+

s → ϕπ+ → K−K+π+ decay channel was added for the
contamination of the other resonant decay channels.

5.5 Fraction of prompt D+
s

The fraction of prompt D+
s mesons in the measured raw yield (fprompt) was estimated

with a theory-driven method that exploits the beauty-hadron cross sections obtained from
fonll calculations [79, 80] and the (Acc×ϵ) of feed-down D+

s mesons from the simulations.
In addition, the estimated fprompt was cross-checked with a data-driven approach that
exploits the different shapes of the impact-parameter distributions of prompt and feed-
down D+

s mesons.

5.5.1 Theory-driven estimation

The fprompt parameter was evaluated by subtracting the calculated raw yield of feed-
down D+

s mesons (N feed-down
raw (D±

s )) from the inclusive raw yield (Nraw(D±
s )) in each pT

interval of the analysis:

fprompt = 1 − N feed-down
raw (D±

s )
Nraw(D±

s )
=

= 1 −
(︄

d2σ

dpTdy

)︄feed-down

fonll, EvtGen
·

(Acc × ϵ)feed-down · c∆y ∆pT · BR · Lint
1
2 ·Nraw(D±

s )
.

(5.5)

In the above formula, the cross section of feed-down D+
s mesons is obtained by

folding the beauty-hadron cross section estimated with fonll calculations with the
beauty-hadron → D + X decay kinematics from the EvtGenpackage [154]. The fprompt
values depend on the topological selections applied and it decreases from 0.94 to 0.89
with increasing pT for the selections reported in Table 5.1. A systematic uncertainty on
the estimation of fprompt was evaluated by varying the fonll parameters, which include
the factorisation (µF) and renormalisation (µR) scales, as well as the mass of the beauty
quark, as explained in Ref. [80]. In particular, the renormalisation and factorisation scales
were varied independently in the range 0.5 < µR (µF)/µ0 < 2, being µ0 =

√︂
p2

T +m2
b

the default value of µR and µF in the central fonll prediction. The mass of the beauty
quark mb was varied between 4.5 and 5 GeV/c2. Finally the uncertainty on the PDFs
used in the fonll calculations (cteq6.6 PDFs [74]) was also taken into account.

5.5.2 Data-driven estimation

The fprompt factor obtained with the theory-driven approach was cross-checked with
the measurement of the fraction of prompt D+

s mesons in the raw yield performed via fits
to the dxy

0 distributions of D+
s candidates. In particular, fprompt was extracted from an

68



5.5 – Fraction of prompt D+
s

unbinned log-likelihood fit of the dxy
0 distributions of D+

s candidates in the invariant-mass
interval of the signal (|M(KKπ) −M(D+

s )| < 2σ), using the function

F (dxy
0 ) = S · [fprompt ·F prompt(dxy

0 ) + (1 − fprompt) ·F feed-down(dxy
0 )] + (N −S) ·F bkg(dxy

0 ),
(5.6)

where N is the total number of counts fitted, S is the amount of signal candidates in the
selected invariant-mass interval, fixed to the values extracted from the invariant-mass fits,
while F prompt, F feed-down, and F bkg are the functions describing the dxy

0 distributions of
prompt D+

s mesons, feed-down D+
s mesons, and combinatorial background, respectively.

The dxy
0 of prompt D+

s mesons assumes non-zero values only because of the detector
resolution, and therefore F prompt was modelled with a Gaussian function plus a symmetric
exponential term to describe the non-Gaussian term of the distribution:

F prompt(dxy
0 ) = F gaus+exp(dxy

0 ; fgaus, µprompt, σprompt, λprompt) =

= fgaus√
2πσprompt

e
−

(d
xy
0 −µprompt)2

2σ2
prompt + 1 − fgaus

2λprompt
e

−
|dxy

0 −µprompt|
λprompt ,

(5.7)

where fgaus is the fraction of the integral contained in the Gaussian function, µprompt the
common mean value for the two contributions, λprompt is the slope of the exponential func-
tion and σprompt is the width of the Gaussian function, which represents the resolution of
the detector. The F feed-down function was obtained by the convolution of the function de-
scribing the intrinsic impact-parameter distribution of feed-down D+

s mesons (F feed-down
true )

and the detector-resolution term which coincides with the prompt distribution (F prompt):

F feed-down(dxy
0 ) =

∫︂ dxy
0,max

dxy
0,min

[︃
F feed-down

true (dxy′
0 ) · F prompt(dxy

0 − dxy′
0 )

]︃
ddxy′

0 . (5.8)

The intrinsic impact parameter of the feed-down D+
s mesons is different from zero since in

general the momentum of the D+
s meson is not parallel to the one of the beauty hadron,

and therefore it does not point to the interaction vertex. Its distribution was modelled
with a double symmetric exponential function

F feed-down
true (dxy

0 ) =
fFD

λ1

2λFD
1
e

−
|dxy

0 −µFD|

λFD
1 +

1 − fλFD
1

2λFD
2

e
−

|dxy
0 −µFD|

λFD
2 , (5.9)

where λFD
1,2 are the slopes of the two symmetrised exponential functions, fFD

λ1
is the fraction

of integral contained in the first function and µFD is the common mean value. Finally the
combinatorial-background function was modelled with the sum of two Gaussian functions
with exponential tails and different means:

F bkg(dxy
0 ) = F gaus+exp(dxy

0 ; fbkg
gaus, µ

bkg
1 , σbkg, λbkg)+

+ F gaus+exp(dxy
0 ; fbkg

gaus, µ
bkg
2 , σbkg, λbkg).

(5.10)

The parameters of the aforementioned functions, except for the detector-resolution
parameter σprompt and the prompt fraction fprompt of Eq. 5.6, were fixed by fitting the
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Figure 5.7: Fits to the template dxy
0 distributions of prompt D+

s mesons from MC sim-
ulations (left panel), feed-down D+

s mesons from MC simulations (middle-left panel),
combinatorial background candidates from data (middle-right panel), and fit to the dxy

0
distribution of D+

s candidates in data (right panel) for the interval 4 < pT < 5 GeV/c.

dxy
0 distributions of each contribution (template distributions) separately. For prompt

and feed-down D+
s mesons, the template distributions were obtained from the MC sample

described in section 4.3. The distribution of the combinatorial background was instead
taken from data, in particular from the dxy

0 distribution of D+
s candidates in the side-band

distributions, defined by two invariant-mass windows of 100 MeV/c2 away from the the
D+

s and D+ peaks (M(KKπ) ∈ [1.73,1.83] GeV/c2 and M(KKπ) ∈ [2.02,2.12] GeV/c2).
Examples of fit to the template distributions of prompt D+

s mesons, feed-down D+
s mesons

and combinatorial background candidates with 4 < pT < 5 GeV/c are reported in the
left, middle-left, and right-left panels of Fig. 5.7, respectively. The right panel of the same
Figure shows the fit to the dxy

0 distribution of D+
s candidates with |M(KKπ)−M(D+

s )| <
2σ used to extract the fraction of prompt D+

s mesons in the same pT interval.

Systematic uncertainties

The systematic uncertainties associated to the fitting procedure were evaluated by (i)
varying the dxy

0 fit range, (ii) varying the invariant-mass intervals used to define the side-
band distribution, (iii) taking into account the uncertainty on the signal and background
yields extracted from the invariant-mass fit. In particular, six alternatives fit ranges, from
±400 µm to ±900 µm, being the default range the largest possible (±1000 µm), were
tested. Four different invariant-mass intervals were considered to define the template
distribution of the combinatorial background, moving the invariant-mass region used
to define the side-band distributions closer and further from the D+

s and D+ peaks.
The S parameter in Eq. 5.6 was varied considering both the statistical and systematic
uncertainty of the D+

s raw yield extracted from the invariant-mass fits. Moreover, the
fits were repeated by selecting the D+

s candidates in four alternatives invariant-mass
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Figure 5.8: Ratio of fprompt obtained varying the dxy
0 fit range (top-left panel), the

invariant-mass range used to define the background distribution (top-right panel), the
signal parameter S within its uncertainties (bottom-left panel), and the invariant-mass
range considered to obtain the dxy

0 distribution (bottom-left panel), compared to the
reference value fdefault

prompt. The systematic uncertainty assigned for each variation is also
displayed.

windows from |M(KKπ) −M(D+
s )| < 1σ to |M(KKπ) −M(D+

s )| < 3σ. Since the sample
of candidates differs for each invariant-mass window and no trend was observed among
the extracted fprompt values, no additional systematic uncertainty was assigned for this
check. The ratio of fprompt with respect to the default value for each variation is reported
in Fig. 5.8 together with the assigned systematic uncertainty for each source shown as a
filled box. The total systematic uncertainty ranged from 4% to 17% depending on pT.

Result

The fraction of prompt D+
s mesons obtained with the theory-driven and data-driven

methods is reported in Fig. 5.9, together with the same quantities extracted for the
D0 mesons published in Ref. [1]. The dxy

0 fit was not applicable in the 16 < pT <
24 GeV/c interval, because of the small number of D+

s candidates available. The two
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Figure 5.9: Left: examples of dxy
0 fits for D0 (top panel) and D+

s (bottom panel) mesons.
The green and blue curves represent the contributions of the prompt and feed-down D+

s
mesons, the magenta curve the combinatorial background, and the red curve the total fit
function. Right: comparison between the fprompt parameter as a function of pT obtained
with the fonll-based method and from the dxy

0 fits for D0 (top panel) and D+
s (bottom

panel) mesons. Figure taken from Ref. [1].

results are compatible within uncertainties, although the fprompt parameter evaluated
with the theory-driven method has smaller uncertainties, because of the poorer statistical
precision of the one extracted from the dxy

0 fits. For this reason, the fraction of prompt
D+

s mesons estimated with Eq. 5.5 was used to correct the raw yield in Eq. 5.1, while the
other one was kept as a cross check of the theory-driven method.
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5.6 Systematic uncertainties

In this Section, the sources of systematic uncertainties considered for the measurement
of the D+

s pT-differential cross section are presented. They include (i) the extraction of
the raw D+

s yield, (ii) the topological and kinematical selection efficiency, (iii) the PID
selection efficiency, (iv) the tracking efficiency, (v) the pT shape of generated D+

s mesons
in the MC simulation, and (vi) the subtraction of the feed-down contribution described
in Sec. 5.5.

5.6.1 Raw-yield extraction

The systematic uncertainty due to the raw-yield extraction was evaluated with a
multi-trial approach, repeating the fits to the invariant-mass distributions, varying the
invariant-mass fit range (five different lower and five different upper limits) and the func-
tional form of the combinatorial background (linear, parabolic, and exponential); the fits
were performed both as leaving the peak position as a free parameter and by fixing it to
the value extracted from the MC simulation. In particular, all the combinations of the
aforementioned fit configurations were considered. As additional stability check, the fits
were repeated using different invariant-mass bin widths (from 2 to 10 MeV/c2) and the
result were compared to the ones obtained with a bin-counting method. This last ap-
proach consisted in integrating the invariant-mass distribution within ±3σ and ±5σ the
mass of the D+

s meson, after subtracting the combinatorial background estimated from a
fit to the side-band distributions. This latter test was performed to have an estimation
of the raw yield independent of the signal shape chosen for the fit.

The systematic uncertainty was then evaluated by considering the RMS and the shift
from the central value of the raw-yield distribution obtained with the multi-trial study,
for the fits having χ2/ndf < 2. The left panel of Fig. 5.10 shows an example of raw-yield
distribution for the interval 2 < pT < 3 GeV/c, evaluated with the multi-trial study
from the fit and the bin-counting method. The right panel of the same Figure shows the
mean of the raw-yield distribution divided by the raw yield extracted with the default
fit configuration as a function of pT. The error bars represent the RMS of the raw-yield
distribution and the blue band the assigned systematic uncertainty. The values assigned
as relative systematic uncertainty range from 3% to 7%.

5.6.2 Topological and kinematical selection efficiency

If the distributions of the topological and kinematical variables used for the selection
of D+

s candidates were exactly reproduced in the MC simulation, the result would be
independent of the selection criteria used in the analysis. However, a possible imperfect
description of these variables in the simulation could lead to a systematic bias in the
result. For this reason, the cross section was recomputed applying several different sets of
selections. For each variable adopted in the analysis, two tighter and two looser selection
criteria were tested keeping the other fixed, resulting in a maximum variation of the
selection efficiency of about ±50%. The systematic uncertainty was assigned considering
the RMS and the shift with respect to unity of the distribution of the ratio between the
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Figure 5.10: Left: raw-yield distribution obtained with the multi-trial study from the fit
and the bin-counting (BC) methods in the interval 2 < pT < 3 GeV/c. Right: mean ±
RMS of the distributions of the raw yield divided by the reference value as a function of
pT. The blue band represents the assigned systematic uncertainty.

cross section obtained with each set of selections and the default one.
Figure 5.11 shows the study performed for the transverse momentum interval 2 <

pT < 3 GeV/c as an example. The variation of the extracted raw yield (top-left panel),
the statistical significance (top-middle panel), the signal-to-background ratio (top-right
panel), and the variation of the selection efficiency (bottom-left panel) are reported as
a function of the different sets of selections adopted. The bottom-middle panel shows
the variation of the cross section as a function of the set of selections, compared to
the default value and the assigned systematic uncertainty. The largest variation of the
cross section is observed for the trials for the sets of selections between the sixth and
the twentieth, which correspond to the variation of Lxy/σ(Lxy), and the following four,
which correspond to the variation of σvtx. However, for these selections also the S/B and
the statistical significance vary more and therefore a worse raw-yield extraction could
influence the result. Finally, in the bottom-right panel of Fig. 5.11 the distribution of
the ratio between the cross section obtained with each set of selections and the default
one is reported; the blue band represents the sum in quadrature of the RMS and the
shift with respect to unity of the distribution, while the red band the assigned systematic
uncertainty. The relative systematic uncertainty ranges from 5% to 8%, depending on
the pT intervals of the analysis.

Analysis without decay-vertex reconstruction

To test the stability of the result with an extreme approach, the analysis was also
repeated without applying any selection on the D+

s decay-vertex topology. In this case,
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Figure 5.11: Variation of the extracted raw yield (top-left panel), statistical significance
(top-middle panel), signal-to-background ratio (top-right panel), variation of the selection
efficiency (bottom-left panel), and variation of the cross section (bottom-middle panel)
as a function of the set of selections applied for the interval 2 < pT < 3 GeV/c. The
distribution of the ratio between the cross section obtained with each set of selections
and the default one is reported in the bottom right panel. The blue band represents the
sum in quadrature of the shift and the RMS of the distribution, while the red band the
assigned systematic uncertainty.

the analysis strategy is similar to the one previously adopted by the ALICE Collaboration
to measure low-pT D0 mesons (see Ref. [1, 2, 148]) and is based on the estimation and
subtraction of the combinatorial background.

For this analysis, candidates were selected by requiring |M(KK)−M(ϕ)| < 5 MeV/c2

and a minimum pT of 300 MeV/c for the decay tracks. In addition, the same PID
selection strategy as the one adopted for the analysis with the decay-topology selections
was applied to the decay tracks. The invariant-mass distribution of the combinatorial
background was estimated with the track-rotation technique, which consists in rotating
on of the decay tracks by a given angle to obtain uncorrelated background candidates.
In particular, the track of the pion was rotated up to 19 times around the tracks of
the kaon pair by an angle between π

10 and 19π
10 radians in the azimuthal plane. This
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Figure 5.12: Left: invariant-mass distribution of D+
s candidates and estimated combina-

torial background (top panel) and fit to the invariant-mass distribution after the back-
ground subtraction (bottom panel). Right: selection efficiency of prompt and feed-down
D+

s mesons for the analyses with and without decay-vertex topology selections.

rotation was performed to mimic the combinatorial-background candidates formed by two
kaons coming from the same ϕ meson and an uncorrelated pion, which is the dominant
contribution given the requirement on the invariant-mass of the kaon pair. The top-
left panel of Fig. 5.12 shows the invariant-mass distribution of D+

s candidates with 2 <
pT < 3 GeV/c with the estimated combinatorial background normalised to the right
side-band of the invariant-mass distribution in order to obtain positive entries after the
background subtraction. The fit to the invariant-mass distribution after the subtraction
of the combinatorial background is shown in the bottom-left panel of the same Figure.
The residual background was modelled with a second-order polynomial function, while
the signal with a Gaussian function. In order to improve the stability of the fit, the width
of the Gaussian function was fixed to the value extracted from the MC simulation (see
Fig. 5.3). The selection efficiency obtained without applying selections to the decay-vertex
topology is compared to the one obtained for the analysis with topological selections in
the right panel of Fig. 5.12. Unlike the analysis with topological selections, the efficiency
is the same for prompt and feed-down D+

s mesons, and it is higher up to a factor 30 at
low pT with respect to that obtained with the topological analysis.

Figure 5.13 shows the ratio between the cross section obtained without and with
decay-vertex topology selections. Different PID and ∆M(KK) selections were tested in
case of no topological selections. Given the large difference in the reconstruction efficiency
and the amount of combinatorial background, the statistical uncertainty in the ratio was
propagated as uncorrelated between the two measurements. All the ratios were found to
be compatible with unity within the large uncertainties, confirming that the selections
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on the decay topology do not introduce a large bias in the measurement.

5.6.3 PID selection efficiency

Similarly to the distributions of the topological and kinematical variables, also a dif-
ference in the NTPC, TOF

σ distributions of pions and kaons between data and the MC sim-
ulation could introduce a bias in the measurement. The analysis was therefore repeated
with the two PID selection strategies described in Sec. 4.2.4 (labelled as conservative and
strong PID) and applied in the full pT range and without any PID selection. The signal
extraction was however only possible for pT > 4 GeV/c in absence of PID selection, be-
cause of the too large background. The ratio between the cross sections obtained with the
strong and conservative PID strategies and the ratio between the cross section obtained
with the conservative PID strategy and no PID selection applied are shown in Fig. 5.14.
The large uncertainties prevent to asses whether there is a systematic difference among
the three results, or the difference is only due to statistical fluctuations.

For this reason, the systematic uncertainty arising from a possible difference in the
NTPC, TOF

σ distributions in data and in the simulation was evaluated with a per-track
study, based on the selection of relatively pure samples of pions and kaons. Pions were
selected from V0 (K0

s and Λ) decays, applying tight selections on the decay topology and
kinematics. Two examples of Nσ distributions for the pion dE/dx in the TPC detector
and the pion time-of-flight signal in the TOF detector are shown in Fig. 5.15 for the MC
simulation (top row) and the data (bottom row) for two different transverse-momentum
intervals. The contamination in the selected sample of pions is below 0.1% for pT <
5 GeV/c and around 0.5% for higher pT, both in the data and the MC simulation. The
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NTPC
σ (π) distributions in data were fitted with a Gaussian function for each contribution

in order to isolate the pion distribution (red curve in Fig. 5.15). The shape of theNTOF
σ (π)

distribution instead cannot be simply parametrised because of the non-Gaussian tails, and
therefore in this case the contamination was considered negligible.

To obtain a relatively pure sample of kaons in the TPC detector, tracks were se-
lected applying a tight selection on the time-of-flight signal in the TOF detector of
|NTOF

σ (K)| < 0.2. The contamination, mainly consisting of pions, was estimated with
the MC simulation to be around 1% for pT ≲ 3 GeV/c, increasing up to 30% for
1 ≲ pT ≲ 3 GeV/c. For pT ≳ 3 GeV/c the π/K separation provided by the TOF
detector is not efficient and the contamination in the kaon sample becomes larger than
50%. As in the case of the pions, the kaon distribution was then extracted by fitting the
total NTPC

σ (K) distributions with a Gaussian function for each contribution, as shown in
the bottom left panels of Fig. 5.16. Similarly, for the TOF detector, a sample of kaons was
identified by requiring |NTPC

σ (K)| < 0.2. In this case, the contamination was found to be
around 1% for pT ≲ 0.3 GeV/c, increasing from 30% to 80% for 0.3 ≲ pT ≲ 1.5 GeV/c
and decreasing again down to 5% for pT ≈ 5−10 GeV/c. Unlike the case of the pions, the
contamination cannot be considered negligible and therefore the NTOF

σ (K) distributions
from data were fitted with the template distributions for each contribution obtained from
the MC simulation, taking into account both data and MC statistical uncertainties, and
varying the MC templates within the statistics [155]. Finally, to reduce as much as
possible the dependency on the shape of the MC template, the NTOF

σ (K) distribution
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Figure 5.15: Examples of NTPC
σ (π) (left panels) and NTOF

σ (π) (right panels) distributions
of selected pions from V0 decays in the MC simulations (top panels) and data (bottom
panels) for two transverse-momentum intervals.
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Figure 5.16: Examples ofNTPC
σ (K) (left panels) andNTOF

σ (K) (right panels) distributions
of selected pions from TOF and TPC PID selections respectively in the MC simulations
(top panels) and data (bottom panels) for two transverse-momentum intervals.
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of the kaons was obtained by subtracting the distributions of the other particle species
obtained from the fit to the total distribution.

The efficiency of the Nσ selection for the pions (kaons) in data and in the simulation
was then evaluated by integrating the red (blue) distributions of Fig. 5.15 (Fig. 5.16)
within 1σ, 2σ, and 3σ and normalising the obtained values to the integral of the same
distributions in the full range. A pT-dependent per-track systematic uncertainty for the
selection of pions and kaons was defined as the relative difference between the efficiencies
of the Nσ selection in data and in the MC simulation. Figure 5.17 shows the data-to-
MC ratios of the PID efficiencies of pions and kaons in the TPC (top-left panel) and
TOF (top-right panel) detectors for the Nσ selections applied in the D+

s -meson analysis.
The per-track systematic uncertainties were then propagated to the D+

s mesons, via the
kinematics of the D+

s daughter tracks. For each D+
s meson in the MC simulation, a

systematic uncertainty was assigned by summing linearly the PID uncertainty of the
three daughter tracks, which depends on their pT according to the logic described in
Sec. 4.2.4 for the conservative and strong PID strategies.

The bottom-left panel of Fig. 5.17 shows the correlation between the pT of the daugh-
ter tracks and the parent D+

s meson. The propagated systematic uncertainty to each D+
s

meson in the MC simulation is reported together with the average value as a function of
pT in the bottom-right panel of the same Figure. The discontinuity at pT = 6 GeV/c is
due to the change from the strong PID to the conservative PID selection strategies. The
values assigned as systematic uncertainty are reported in Table 5.4.

5.6.4 Track-reconstruction efficiency

The track-finding procedure starts from the outer radius of the TPC detector and
continues with the prolongation of the track to the inner radius with the Kalman filter
algorithm, where the clusters in TPC are matched to those in the ITS detector.

The systematic uncertainty due to the track-reconstruction efficiency includes the
contributions of the track-finding procedure in the TPC detector and prolongation in the
ITS detector, and the track-quality selections.

The ITS-TPC matching efficiency was computed as the number of tracks successfully
fitted with the Kalman filter in the TPC and ITS, with at least one hit in the SPD
layers, divided by the number of reconstructed tracks successfully fitted in the TPC.
The systematic uncertainty on its determination arises from discrepancies in the tracking
performance between data and the MC simulation. The ITS-TPC matching efficiency
is different for particles produced in the collision, including strong decays and weak de-
cays of charm and beauty hadrons, which are considered as primary particles in this
study, and secondary particles (i.e. particles produced in the interactions with the ma-
terial or in decays of strange hadrons). The pythia event generator and the geant3
transport package do not reproduce the relative abundance of primary and secondary
particles, therefore data-driven corrections for the fraction of primary particles (fprimary)
were used to weight the MC simulation and obtain the corrected inclusive MC efficiency
(ϵinclusive(MC)), which is computed as:

ϵinclusive(MC) = fprimary · ϵprimary(MC) + (1 − fprimary) · ϵsecondary(MC), (5.11)
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Figure 5.17: Top: data-to-MC ratios of the Nσ selection efficiencies of pions and kaons
with the TPC (left panel) and TOF (right panel) detectors as a function of track pT.
Bottom: pT of D+

s daughter tracks as a function of D+
s -meson pT (left) and relative

systematic uncertainty on the PID selection applied to D+
s candidates in the analysis as

a function of D+
s -meson pT (right).

where ϵprimary(MC) and ϵsecondary(MC) are the ITS-TPC matching efficiencies for primary
and secondary particles, which are determined via fits to the dxy

0 distributions of the
tracks with a similar procedure to the one adopted for prompt and feed-down D+

s mesons
described in Sec. 5.5.2. More details about the measurement of the fraction of primary
particles in data can be found in Ref. [156]. The left panel of Fig. 5.18 shows the ratio
of the ITS-TPC matching efficiency in the MC simulation after the correction for the
fraction of primary particles and that extracted from the data as a function of pT. The
deviation from unity was assigned as per-track systematic uncertainty for the ITS-TPC
matching efficiency.

In addition, it was checked if a discrepancy between the efficiency of the track-quality
selections in data and in the MC simulation need to be considered. For this purpose, the
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Figure 5.18: Left: MC-to-data ratio of ITS-TPC matching efficiency as a function of the
track pT. Right: relative systematic uncertainty on track-reconstruction efficiency as a
function of D+

s -meson pT.

D+
s -meson cross section was re-evaluated with three alternative track-quality selection

criteria, which include the selection of tracks with (i) a number TPC crossed rows larger
than 120 − 5/(pT [GeV/c]) instead of the default value of 70, (ii) the number of TPC
clusters at least 0.65 times the number of TPC crossed rows and (iii) a ratio of crossed
rows over findable clusters in the TPC larger than 0.9 (being the default 0.8). These
variations were also performed for the decay channels D0 → K−π+, D+ → K−π+π+, and
D∗+ → K−π+π+ mesons, whose measurement has a higher statistical significance. The
variation of the cross section was observed to be around 1% for D0 (two-body decay)
and 1.5% for the other D mesons (three-body decays), therefore a value equal to 0.5%
was added to the per-track systematic uncertainty estimated for the ITS-TPC matching
efficiency.

Finally, the pT-dependent per-track systematic uncertainty was propagated to the
D+

s mesons via the kinematics of the D+
s daughter tracks, similarly to the procedure

explained in Sec. 5.6.3 for the PID uncertainty. The distribution of the relative systematic
uncertainty, together with its average value as a function of the D+

s -meson pT is shown
in the right panel of Fig. 5.18. The values assigned as systematic uncertainty are also
reported in Table 5.4.

5.6.5 Generated Monte Carlo pT shape

A non-realistic pT shape of generated D+
s mesons in the MC simulation could lead

to a bias in the determination of the efficiency because of the finite width of the pT
intervals considered in the analysis and the variation of the efficiency within the pT
intervals. In order to evaluate a systematic uncertainty, the pT distribution of D+

s mesons
in the MC simulations was weighted in order to reproduce the pT shape predicted by
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Figure 5.19: Left: ratio between the normalised pT spectra from the pythia simulation
and from fonll calculations. Right: ratio between the efficiency of prompt D+

s mesons
obtained with the fonll and pythia pT shapes.

fonll calculations for D0 mesons, which well describe the pT shape of the measured D-
meson cross sections. The left panel of Fig. 5.19 shows the ratio between the normalised
pT spectra from the pythia simulation and fonll predictions used to weight the pT
distribution of D+

s mesons in the MC simulation. In the right panel of the same Figure,
the ratio of the efficiency obtained with the two pT shapes is shown. A systematic
uncertainty of 1% was assigned in the 2 < pT < 3 GeV/c interval, which is the one where
the efficiency varies more steeply and therefore is more sensitive to the shape of the pT
distribution, while the effect was considered negligible in the remaining pT range of the
analysis.

5.6.6 Summary of systematic uncertainties

The values assigned as systematic uncertainty for each contribution and the total
systematic uncertainty, obtained as the sum in quadrature of the different sources, are
reported in Table 5.4 for all the pT intervals of the analysis. The systematic uncer-
tainty on the raw-yield extraction is uncorrelated among the pT intervals, considering
that the background invariant-mass shape and the S/B parameter vary substantially as
a function of pT, while the uncertainties on the topological, tracking, and PID selec-
tion efficiencies are mostly correlated. The total systematic uncertainty includes also a
global normalisation uncertainty, which is due to the uncertainties on the BR for the
D+

s → ϕπ+ → K−K+π+ decay channel and the integrated luminosity.
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s production cross section in pp collisions at
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pT (GeV/c) [2,3] [3,4] [4,5] [5,6] [6,8] [8,12] [12,16] [16,24]

Raw-yield extraction (%) 7.0 3.0 3.0 3.0 3.0 3.0 5.0 5.0
Selection efficiency (%) 8.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0
PID efficiency (%) 2.5 2.5 3.0 3.0 negl. negl. negl. negl.
Tracking efficiency (%) 4.5 5.5 6.0 6.5 7.0 7.0 7.0 7.0
MC pT shape (%) 1.0 negl. negl. negl. negl. negl. negl. negl.
B feed-down (%) +2.7

−3.2
+2.8
−3.5

+2.6
−3.5

+3.3
−4.6

+2.7
−3.6

+3.4
−4.4

+2.6
−3.2

+2.8
−3.6

Branching ratio (%) 3.5 3.5 3.5 3.5 3.5 3.5 3.5 3.5
Luminosity (%) 2.1 2.1 2.1 2.1 2.1 2.1 2.1 2.1

Total (%) +12.9
−13.0

+9.8
−10.1

+10.2
−10.4

+10.6
−11.1

+10.3
−10.6

+10.5
−10.9

+11.1
−11.3

+11.1
−11.4

Table 5.4: Summary of relative systematic uncertainties on the pT-differential production
cross section of D+

s mesons in pp collisions at
√
s = 5.02 TeV.

5.7 Results

Figure 5.20 shows the pT-differential production cross section of D+
s mesons in pp

collisions at
√
s = 5.02 TeV, compared to that of D0, D+, and D∗+ mesons at the same

centre-of-mass energy. The vertical bars represent the statistical uncertainty, while the
boxes the total systematic uncertainty, except for the uncertainty on the integrated lu-
minosity and the branching ratio. Thanks to the large data sample of pp collisions at√
s = 5.02 TeV, the measurement of the D+

s -meson production presented in this thesis is
more differential in pT and has a wider pT coverage compared to previous ALICE mea-
surements at

√
s = 7 TeV [157, 158]. The visible D+

s -meson production cross section was
computed by integrating the cross section in the pT intervals of the analysis in the full pT
range of the measurement, i.e. 2 < pT < 24 GeV/c. The systematic uncertainty, except
for the yield-extraction uncertainty, was propagated as fully correlated among the various
pT intervals. The uncertainty associated to the yield extraction was instead propagated
as uncorrelated. The production cross section per unity of rapidity dσ/dy in |y| < 0.5
was computed starting from the visible cross section, with an extrapolation procedure
to account for the cross section of D+

s mesons with pT < 2 GeV/c and pT > 24 GeV/c.
The extrapolation factor was computed using a theoretical prediction to evaluate the
ratio between the total production cross section and that in the pT range covered by
the measurement. In particular, even if fonll calculations are not available for the
D+

s meson, to be consistent with the other D mesons (see Ref. [1]) fonll calculations
for the charm-quark production were used together with the fractions f(c → D+

s ) and
f(c → D∗+

s ) from ALEPH [159], and the fragmentation functions from Ref. [160] and
the D∗+

s → D+
s decay kinematics from pythia. The uncertainty on the extrapolation

procedure was estimated considering (i) the variation of the charm-quark mass, (ii) the
renormalisation and factorisation scales in the fonll calculation, and (iii) the uncertain-
ties of the cteq6.6 PDFs [74] and (iv) the fragmentation functions, using those of D0
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Figure 5.20: pT-differential production cross section of prompt D0, D+, D∗+, and D+
s

mesons in pp collisions at
√
s = 5.02 TeV. The D∗+ cross section is scaled by a factor 5

to improve the visibility. Figure taken from Ref. [1]

and D∗+ mesons from fonll instead of the one computed for the D+
s . The visible cross

section in the measured pT range and the extrapolated production cross section of D+
s

mesons are reported in Table 5.5. From this study, the cross section for pT < 2 GeV/c
should account for more than 50% of the total production cross section, leading to a large
uncertainty of about 30% in the extrapolated cross section. For this reason, future larger
samples of pp collisions would be important to extend the measurement to lower pT, in
order to have a more precise determination of the D+

s -meson production cross section.
The abundance of D+

s mesons relative to non-strange D mesons was evaluated by
computing ratio between the pT-differential cross sections of D+

s and D0(D+) mesons.
The systematic uncertainties on the BR, raw-yield extraction, and selection efficiency
were propagated as uncorrelated among the different species, while the other sources as

pT range (GeV/c) extr. factor visible/production cross section in |y| < 0.5 (µb)

[2 − 24] – 40 ± 4(stat) ± 4(syst) ± 1(lumi) ± 1(BR)
> 0 2.35+0.78

−0.66 95 ± 9(stat) ± 10(syst) ± 2(lumi) ± 3(BR)+31
−26(extr)

Table 5.5: Visible and extrapolated production cross section of D+
s mesons in pp collisions

at
√
s = 5.02 TeV.
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Figure 5.21: D+
s /D0 (left panel) and D+

s /D+ (right panel) pT-differential cross-section
ratios in pp collisions at

√
s = 5.02 TeV. The measurement is compared to the previous

ALICE measurement at
√
s = 7 TeV [158], the measurement performed by the LHCb

Collaboration at forward rapidity [153], and the pT-integrated measurements performed
by the Belle, CLEO, and Babar Collaborations in e+e− collisions at

√
s = 10.6 GeV [161–

163].

fully correlated. The pT-differential D+
s /D0 and D+

s /D+ cross-section ratios are shown
in the left and right panels of Fig. 5.21, respectively. They were found to be compat-
ible with those measured by the ALICE Collaboration in the same rapidity interval at√
s = 7 TeV [158] and with those measured at the same centre-of-mass energy at forward

rapidity (2.0 < y < 4.5) by the LHCb Collaboration [153]. The D+
s /D0 and D+

s /D+ ratios
integrated in the measured pT interval were also computed from the visible cross sections
in Table 5.5 and are reported in Table 5.6. Moreover, the D+

s /D0 and D+
s /D+ cross-section

ratios were found to be compatible with the corresponding pT-integrated ratios computed
using measurements from e+e− collider experiments at

√
s = 10.6 GeV [161–163] using

the BR reported in Table 4.2, which are depicted as coloured bands in Fig. 5.21, and
those measured at LEP [164]. This observation suggests that the fragmentation fractions
of charm quarks into charmed mesons are not significantly modified in pp collisions with
respect to e+e− collisions.

5.7.1 Comparison to theoretical models

The pT-differential production cross section of D+
s mesons was compared to pQCD

calculations based on the collinear factorisation in the gm-vfns scheme [81–83] and on
kT-factorisation [85]. Predictions from fonll calculations are not available, since the
fragmentation functions for the D+

s mesons are not included in the fonll calculations.
Two predictions based on the gm-vfns scheme with next-to-leading order (NLO)
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pT range (GeV/c) production cross section ratio in |y| < 0.5

σ(D+
s )/σ(D0) [2 − 24] 0.24 ± 0.02(stat) ± 0.02(syst) ± 0.01(BR)

σ(D+
s )/σ(D+) [2 − 24] 0.56 ± 0.06(stat) ± 0.05(syst) ± 0.03(BR)

Table 5.6: Ratios between D+
s , D0 and D+-meson pT-differential cross sections in pp

collisions at
√
s = 5.02 TeV in the pT interval of the D+

s -meson measurement.

accuracy with all-order resummation of next-to-leading logarithms are available with
different prescriptions to regulate the divergences at low pT. In particular, in the gm-
vfns(sacot-mT) [83] schema the divergences are regularised by the heavy-quark mass,
while in the gm-vfns(mod-µR,F) calculations different values of µR and µF are used at low
pT. The charm-quark mass is set to mc = 1.3 GeV/c2 and the cteq14 [75] PDFs are used
in the gm-vfns(mod-µR,F) calculation, while mc = 1.5 GeV/c2 and the NNPDF3.1 [76]
PDFs are used in the gm-vfns(sacot-mT) calculation. Also calculations based on kT-
factorisation with leading-order (LO) accuracy are available [85]. In this case the mass
of the charm quark is set to mc = 1.5 GeV/c2, and the MMHT2014 [166] PDFs are used.

The measured pT-differential D+
s -meson production cross section is superimposed to

the kT-factorisation (top panels) and kT-factorisation (bottom-left panel) predic-
tions in Fig. 5.22. In all the cases the experimental data lie on the upper edge of the
uncertainty band of the predictions for pT < 8 GeV/c, while are closer to the central
value for pT > 8 GeV/c. The theoretical uncertainties take into account the varia-
tion of the renormalisation and factorisation scales in case of gm-vfns(sacot-mT) and
kT-factorisation calculations, while only the variation of the renormalisation scale
for gm-vfns(mod-µR,F) calculations. In the kT-factorisation uncertainty the charm-
quark mass variation is also included.

The measured pT-differential production cross section of D+
s mesons was also com-

pared to the predictions obtained from the pythia8 MC generator [34] with the Monash
2013 tune [167], with and without another tune that includes a model of string forma-
tion beyond the leading-colour approximation, called colour-reconnection (CR) mech-
anism [165]. The comparison between the experimental cross section and the values
obtained with pythia8 is shown in the bottom-right panel of Fig. 5.22. The coloured
bands represent the statistical uncertainty on the pythia8 predictions, which is due to
the finite number of generated events (107 MB events for each configuration). The pre-
diction from pythia8 without CR mechanism is higher than the data by up to a factor 3.
When enabling the CR mechanism instead pythia8 describes the measured cross section
for pT < 3 GeV/c and for pT > 16 GeV/c, while it still overestimates the measurement
up to factor 2 in the intermediate pT region. The reduction of the D+

s -production cross
section when the CR mechanism is included reflects the enhancement of charm-baryon
production needed to explain the recent measurements of the Λ+

c -baryon production in
pp and p–Pb collisions by the ALICE and CMS Collaborations [119, 168].
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Figure 5.22: pT-differential production cross section of D+
s mesons in pp collisions at√

s = 5.02 TeV compared to the gm-vfns(mod-µR,F) [81, 82] (top-left panel), gm-
vfns(sacot-mT) [83] (top-right panel), LO kT-factorisation [85] (bottom-left panel)
pQCD calculations, and pythia8 simulation (bottom-right panel), with and without
colour-reconnection mechanism [165]. The top and bottom-left panels are taken from
Ref. [1].
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Chapter 6

D+
s and D+ nuclear modification

factors in Pb–Pb and p–Pb
collisions at √

sNN = 5.02 TeV

In this Chapter, the measurement of the nuclear modification factor of prompt D+

mesons in p–Pb and Pb–Pb collisions at √
sNN = 5.02 TeV and that of prompt D+

s mesons
in central Pb–Pb collisions at √

sNN = 5.02 TeV are discussed. For the D+-meson nuclear
modification factor, the sample of Pb–Pb collisions and that of p–Pb collisions collected
by the ALICE experiment in 2015 and 2016 (see Sec. 4.1.1) were used. The two results
were published in Ref. [3] and in Ref. [2], respectively. For the nuclear modification factor
of D+

s mesons the larger sample of central Pb–Pb collisions collected during November
2018 was exploited (see Sec. 4.1.1), and the measurement was approved as preliminary
result by the ALICE Collaboration.

The nuclear modification factor was computed as

RAA(QpA) = 1
⟨TAA(pA)⟩

·
d2NAA(pA)/dpTdy

d2σpp/dpTdy , (6.1)

where ⟨TAA(pA)⟩ is the nuclear overlap function for the centrality class of Pb–Pb (p–Pb)
collisions considered, dσpp/dpT is the pT-differential production cross section measured
in pp collisions (see Eq. 5.1) and dNAA(pA)/dpT is the pT-differential corrected yield
measured in Pb–Pb (p–Pb) collisions, defined as:

d2NAA(pA)
dpTdy =

1
2 · fprompt ·Nraw(D + D)||ylab|<yfid

∆pT · c∆y · (Acc × ϵ)prompt · BR ·Nnorm
ev

, (6.2)

which is analogous to the cross-section formula (see Eq. 5.1), except for the normalisation
Nnorm

ev , that correspond to the number of triggered events. The rapidity coverage of
dNAA(pA)/dpT in the centre-of-mass frame (ycms) for Pb–Pb collisions coincides with
the rapidity coverage in the laboratory frame (|ylab| < 0.5), while for p–Pb collisions is
−0.96 < ycms < 0.04, due to the fact that the centre-of-mass frame moves in rapidity by
∆ycms = 0.465 in the proton direction because of the the beam configuration adopted (4
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sNN = 5.02 TeV

System Centrality class ⟨TAA(pA)⟩ (mb−1) Nevents × 106 Year

Pb–Pb
0–10% 23.07 ± 0.44 88.7 2018

10.4
201530–50% 3.90 ± 0.11 20.8

60–80% 0.417 ± 0.014 20.8

p–Pb

0–10% 0.172 ± 0.012 62.3

2016
10–20% 0.158 ± 0.006 62.3
20–40% 0.137 ± 0.002 124.6
40–60% 0.102 ± 0.005 124.6
60–100% 0.046 ± 0.002 249.2

Table 6.1: Number of events and average nuclear overlap function for the centrality classes
used in the analyses of p–Pb and Pb–Pb collisions taken from Ref. [169].

TeV for protons and 1.58 TeV per nucleon for lead nuclei). This shift in rapidity is taken
into account in the pp reference using FONNL calculations, given that the measurement
in pp collisions was performed in |y| < 0.5.

The letter Q is used instead of R to indicate the centrality-dependent nuclear modifi-
cation factor measured in p–Pb collisions, owing to the potential biases in the centrality
determination introduced in Sec. 3.4.2, that could lead to a QpA value different from unity
also in absence of nuclear effects. For p–Pb collisions, the nuclear modification of the D-
meson pT distributions was also studied via the measurement of the central-to-peripheral
ratio,

QCP =
⟨TP

pA⟩
⟨TC

pA⟩
·

d2NC
pA/dpTdy

d2NP
pA/dpTdy

, (6.3)

where C and P stand for central and peripheral, respectively. As will be described in
Sec. 6.4, this variable is introduced to cancel out some of the systematic uncertainties
that are in common among the different centrality classes and hence to improve the
precision of the measurement.

The centrality classes defined for the analysis presented in this Chapter and the cor-
responding average nuclear overlap functions are reported in Table 6.1 [169]. The nuclear
overlap function in p–Pb collisions was computed using the hybrid method described in
Sec. 3.4.2. For the QCP the most peripheral class of p–Pb collisions (60–100%) was used
for the denominator, while for the numerator the other centrality classes were used.

6.1 Kinematic, topological, and PID selections

The kinematical and topological selection criteria for D+ and D+
s mesons were tuned

with the same strategy adopted for the D+
s mesons in pp collisions described in Sec. 5.1.

The main difference with respect to the analysis performed in pp collisions is the larger
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Figure 6.1: Expected significance for the extraction of the D+
s signal in the sample of the

10% most central Pb–Pb collisions collected in 2018. The signal is estimated using the
gm-vfns(mod-µR,F) [81, 82] and tamu [170] models.

charged-particle multiplicity, which leads to a much larger combinatorial background,
especially in central Pb–Pb collisions. Therefore, much stricter selections should be ap-
plied in order to achieve a satisfactory statistical significance of the extracted signal and
limit the computing resources needed to build and store the candidates. The expected
significance was estimated using a fraction of the data for the combinatorial background
(selecting candidates in the sidebands of the invariant-mass peak of the signal), and the
signal obtained from the selection efficiencies estimated with a MC simulation and a
model for the production yield (see Eq. 5.3). Unlike the pp case, model predictions that
include nuclear effects have to be used in order to obtain a realistic expected signal.

Figure 6.1 shows the expected statistical significance for the extraction of the D+
s

signal with the chosen set of selections in the sample of the 10% most central Pb–Pb
collisions collected in 2018 as an example. The expected signal was obtained by multi-
plying the pT-differential cross section predicted by the gm-vfns(mod-µR,F) model for
pp collisions [81, 82], scaled by the average nuclear-overlap function ⟨TAA⟩ of the 0–10%
centrality class, and the RAA from the tamu model [170]. The coloured band includes
the uncertainty on both the model predictions. The amount of combinatorial background
was instead estimated from a fraction of the data by fitting the invariant-mass side-band
distributions and subsequently scaling the value obtained to get the expectation for the
full data sample, as described in Sec. 5.1.

For the analysis of Pb–Pb collisions, the threshold values of the selection variables were
tuned for the D+

s mesons and for the D+ mesons in each centrality class independently.
For p–Pb collisions instead the combinatorial background does not vary dramatically
from central to peripheral collisions and therefore the selection criteria were tuned for
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sNN = 5.02 TeV

pT (GeV/c) [1,2] [2,3] [3,4] [4,5] [5,6] [6,7] [7,8] [8,10] [10,12] [12,16] [16,24] [24,36] [36,50]

D+
s Pb–Pb 0 − 10%

∆M(KK) (MeV/c2) - - 5 5 5 5 5 5 5 5 -
L (µm) > - - 500 500 500 500 500 500 500 500 -
Lxy/σxy > - - 9 9 9 8 8 6 6 6 -
σvertex (µm) < - - 200 250 250 250 250 250 350 350 -
cos θp > - - 0.985 0.980 0.980 0.980 0.980 0.980 0.980 0.980 -
cos θxy

p > - - 0.995 0.995 0.990 0.990 0.990 0.980 0.980 0.980 -
| cos3 θ′(K)| > - - 0.15 0.10 0.05 0.05 0.05 0.00 0.00 0.00 -
|dxy

0 | (µm) < - - 70 70 70 70 70 70 70 70 -
|Dxy

0 | < - - 1.5 2.0 2.0 2.0 2.5 2.5 2.5 2.5 -

D+ Pb–Pb 0 − 10%

L (µm) > - 1200 1300 1300 1300 1400 1400 1400 1400 1600 1800 2000 2000
Lxy/σxy > - 15 14 12 12 12 12 12 10 10 10 10 10
σvertex (µm) < - 180 200 200 200 200 240 240 240 240 240 340 340
cos θp > - 0.998 0.998 0.998 0.997 0.997 0.995 0.992 0.992 0.990 0.990 0.990 0.990
cos θxy

p > - 0.999 0.999 0.999 0.998 0.998 0.997 0.994 0.994 0.990 0.990 0.990 0.990
|dxy

0 | (µm) < - 90 60 60 60 60 60 60 60 60 60 80 80
|Dxy

0 | < - 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.5 2.5

D+ Pb–Pb 30 − 50%

L (µm) > - 800 1000 1000 1000 1200 1200 1200 1200 1200 1400 1400 -
Lxy/σxy > - 12 12 12 12 10 10 10 9 9 8 8 -
σvertex (µm) < - 200 220 220 220 220 220 240 240 240 240 340 -
cos θp > - 0.996 0.996 0.995 0.995 0.995 0.995 0.990 0.990 0.990 0.980 0.970 -
cos θxy

p > - 0.996 0.996 0.995 0.995 0.995 0.995 0.990 0.990 0.990 0.980 0.970 -
|dxy

0 | (µm) < - 80 60 60 60 60 60 60 60 60 60 60 -
|Dxy

0 | < - 1.5 1.5 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.5 2.5 -

D+ Pb–Pb 60 − 80%

L (µm) > - 600 600 600 800 1000 1000 1000 1200 1200 1200 - -
Lxy/σxy > - 12 12 11 10 10 10 7 7 6 4 - -
σvertex (µm) < - 280 280 280 280 280 280 280 300 300 340 - -
cos θp > - 0.992 0.992 0.992 0.992 0.990 0.990 0.985 0.985 0.980 0.970 - -
cos θxy

p > - 0.994 0.994 0.994 0.994 0.992 0.992 0.990 0.990 0.985 0.970 - -
|dxy

0 | (µm) < - 100 100 100 100 90 80 80 80 80 80 - -
|Dxy

0 | < - 2.0 2.0 2.0 2.5 2.5 2.5 2.5 2.5 3.0 3.0 - -

D+ p–Pb

L (µm) > 500 600 600 600 600 600 600 800 800 800 1000 - -
Lxy/σxy > 10 8 8 8 8 8 8 8 8 7 7 - -
σvertex (µm) < 350 350 350 350 350 350 350 350 350 400 400 - -
cos θp > 0.992 0.990 0.985 0.985 0.985 0.985 0.985 0.985 0.985 0.980 0.980 - -
cos θxy

p > 0.992 0.990 0.985 0.985 0.985 0.985 0.985 0.985 0.985 0.980 0.980 - -
|Dxy

0 | < 100 100 100 100 100 100 100 100 100 100 100 - -

Table 6.2: Topological and kinematical selections applied to D+
s and D+ candidates in

p–Pb and Pb–Pb collisions at √
sNN = 5.02 TeV.
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the MB sample and applied to all the centrality classes. The chosen selection criteria for
each D-meson species, colliding system, and centrality class are reported in Table 6.2 for
the pT ranges of the various measurements.

The PID selection strategy applied to further reduce the combinatorial background
was different for D+ and D+

s mesons. Given the longer mean proper decay length, the
selections based on the displaced decay-vertex topology of D+ mesons are more effective
than for the D+

s mesons and therefore a looser PID selection can be applied. Hence, the
conservative PID strategy was applied for D+-meson candidates with pT > 2 GeV/c, while
the strong strategy was applied only to the D+-meson candidates with 1 < pT < 2 GeV/c.
Given the too large combinatorial background in Pb–Pb collisions, the extraction of D+

signal in the range 1 < pT < 2 GeV/c was not possible. For the D+
s mesons instead the

strong PID strategy was adopted for candidates having pT < 8 GeV/c, while the conser-
vative PID strategy for pT > 8 GeV/c. This selection strategy allowed for a satisfactory
signal extraction down to pT = 3 GeV/c.

6.2 Analysis of D+
s mesons in central Pb–Pb collisions

6.2.1 Raw-yield extraction

The raw D+
s yields were extracted via fits to the M(KKπ) invariant-mass distributions

obtained after the application of the selections reported in Sec. 6.1. The signal was mod-
elled with a Gaussian function, while the combinatorial background with an exponential
function. As for the analysis in pp collisions, an additional Gaussian term to describe the
peak arising from the D+ → ϕπ+ → K−K+π+ decay was added in the fit function. All
the parameters were let free in the fits.

Figure 6.2 shows the fits to the D+
s -candidate invariant-mass distributions from the

lowest (top-left panel) to the highest (bottom-right panel) pT interval of the analysis.
The signal-to-background ratio varies from about 0.03 at low pT to a maximum of 1.14
at high pT. The statistical significance was found to be higher than 6 in each pT interval
of the analysis.

6.2.2 Acceptance and efficiency corrections

The acceptance-times-efficiency (Acc × ϵ) factors were computed using the MC sim-
ulations described in Sec. 4.3.

The efficiencies were evaluated in a centrality class corresponding to the one used in
data in terms of charged-particle multiplicity at mid-rapidity, hence of detector occu-
pancy. The pythia simulation was performed in phard

T bins (see Sec. 2.1), to increase the
number of generated D+

s at high pT and have a sufficient statistical precision. This proce-
dure implies a pT shape harder than the natural one, and therefore a weighting procedure
was applied to the pT distribution of D+

s mesons in the MC simulation. In particular,
the D+

s -meson pT distribution in the 0–10% centrality class was weighted to reproduce
the shape of the pT-differential cross section predicted by fonll [79, 80] calculations for
non-strange D mesons, multiplied by the RAA provided by the tamu model [170] in the
same centrality class. Figure 6.3 shows the (Acc×ϵ) factors of prompt and feed-down D+

s
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Figure 6.2: Fits to the invariant-mass distributions of D+
s -meson candidates in the eight

pT intervals of the analysis for the 10% most central Pb–Pb collisions at √
sNN = 5.02 TeV.

The solid blue and the dotted red curves represent the total and the combinatorial-
background fit functions, respectively.
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Figure 6.3: Acceptance-times-efficiency factors of prompt and feed-down D+
s as a function

of pT in the 0–10% most central Pb–Pb collisions at √
sNN = 50.2 TeV.

mesons as a function of pT. The efficiency of feed-down D+
s mesons is typically similar

or even lower than that of prompt D mesons thanks to the selections on the dxy
0 and Dxy

0
variables, that select preferentially prompt D mesons thus reducing the uncertainty on
the feed-down subtraction.

6.2.3 Fraction of prompt D+
s mesons

The fraction of prompt D+
s mesons in the measured raw yield was computed with

a similar strategy as the one adopted for the measurement of the prompt D+
s -meson

production in pp collisions:

fprompt = 1 − N feed-down
raw (D±

s )
Nraw(D±

s )
=

= 1 − ⟨TAA⟩ ·Rfeed-down
AA

(︄
d2σ

dpTdy

)︄feed-down

fonll, EvtGen
×

×
(Acc × ϵ)feed-down · c∆y ∆pT · BR ·Nnorm

ev
1
2 ·Nraw(D±

s )
.

(6.4)

In addition to Eq. 5.5, the pT-differential cross section of feed-down D mesons is multiplied
by the nuclear overlap function, ⟨TAA⟩, and the nuclear modification factor of feed-down D
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mesons, Rfeed-down
AA . Moreover, the integrated luminosity, Lint, is replaced by the number

of analysed events, Nnorm
ev .

The nuclear modification of feed-down D mesons was not measured and therefore a
hypothesis on its value was necessary. For the D+

s meson in central Pb–Pb collisions
the hypothesis Rfeed-down

AA = Rprompt
AA was adopted to take into account both the reduced

suppression measured by the CMS Collaboration for feed-down J/ψ and D0 mesons com-
pared to that of prompt D mesons [105, 106, 171], and the enhancement of strange quarks
and the possible modification of the charm-quark hadronisation in the medium, which
are predicted to lead to a higher D+

s -meson RAA compared to that of D mesons without
strange-quark content [170].

The hypotheses on the nuclear modification factor of feed-down D+
s mesons were

varied within the model uncertainty bands and the available data uncertainties in order
to estimate a systematic uncertainty, as will be discussed in Sec. 6.4.7.

6.2.4 Proton–proton reference

The measurement of the pT-differential production cross section in pp collisions pre-
sented in this Thesis (see Chapter 5) was used as pp reference for the measurement of
the D+

s -meson RAA in central Pb–Pb collisions.
Because of the reduced pT coverage of the pp measurement compared to the Pb–Pb

one, an extrapolation procedure was adopted to extend the cross section in the pT intervals
where the measurement was not available. In particular, the extrapolation consisted in
rescaling the fonll prediction to match the data points in the measured pT interval:

(dσ/dpT)extrap = κ · (dσ/dpT)fonll (6.5)

where κ is the factor obtained by fitting the ratio between the measured pT-differential
cross section and that predicted by fonll with a constant function. The uncertainty
was estimated as suggested in Ref [172]. The same procedure was therefore repeated
by varying (i) the renormalisation (µR) and factorisation (µF) scales in the range 0.5 <
µR (µF)/µ0 < 2, being µ0 the default value of µR and µF in the central fonll prediction,
(ii) the mass of the charm quark mc between 1.3 and 1.7 GeV/c2, and (iii) considering
the uncertainty on the PDFs. The fits to the data-to-theory ratios for the D+

s mesons in
pp collisions at

√
s = 5.02 TeV are reported in the left panel of Fig. 6.4. The pp reference

with the extrapolated point for the 24 < pT < 36 GeV/c interval is shown in the right
panel of the same Figure.

The systematic uncertainty was evaluated as the envelope of the values of the κ
parameters obtained from the different fits.

6.3 Analysis of D+ mesons in p–Pb and Pb–Pb collisions

6.3.1 Raw-yield extraction

The raw D+ yields were extracted via fits to the M(KKπ) invariant-mass distributions
obtained after the application of the selections reported in Sec. 6.1. The signal was mod-
elled with a Gaussian function, while the combinatorial background with an exponential
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Figure 6.4: Left: ratios of measured pT-differential cross section of prompt D+
s mesons

and fonll prediction with different parameters. The curves represent the linear fits
performed to obtain the extrapolated cross section for 24 < pT < 36 GeV/c. Right: pp
reference for the measurement of the D+

s -meson RAA in the 10% most central Pb–Pb
collisions.

function. All the parameters were let free in the fits, except for the width of the Gaussian
describing the D+ signal in p–Pb collisions, which was fixed to the value extracted from
the Minimum Bias sample for each pT bin to reduce the statistical fluctuations among the
centrality classes. The width was not fixed to the centrality-integrated values in Pb–Pb
collisions, since the large variation of detector occupancy between peripheral and central
Pb–Pb collisions could lead to a different tracking performance and hence to a different
pT (invariant-mass) resolution.

The top panels of Figure 6.5 show three examples of fits to the D+-candidate invariant-
mass distributions in three different pT interval of the analysis, while the bottom pan-
els show the fits to the D+-candidate invariant-mass distributions for the transverse-
momentum interval 4 < pT < 5 GeV/c from peripheral p–Pb collisions (top-left panel)
to central Pb–Pb collisions (bottom-right panel).

In Fig. 6.6 the per-event raw yield (left panel), the statistical significance of the
extracted signal (middle panel), and the signal-to-background ratio as a function of pT
of D+ mesons are compared to those of D+

s mesons.
The per-event raw yield of D+ mesons is larger in central and semi-central Pb–Pb

collisions than peripheral Pb–Pb and p–Pb collisions despite the tighter selection criteria,
due to the sensibly higher production cross section. The per-event raw yield in the 60–
80% centrality class of Pb–Pb collisions is similar to that measured in p–Pb collisions, due
to an interplay between larger production cross section and lower selection efficiency. A
larger D+-meson raw yield is observed in central compared to peripheral p–Pb collisions,
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Figure 6.5: Fits to the invariant-mass distributions of D+-meson candidates. The solid
blue and the dotted red curves represent the total and the combinatorial-background fit
functions, respectively.
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Figure 6.6: Raw yield per event (left panel), statistical significance of the extracted
signal (middle panel), and signal-to-background ratio (right panel) of D+

s and D+ mesons
in Pb–Pb collisions at √

sNN = 5.02 TeV (top panels) and D+ mesons in p–Pb collisions
at √

sNN = 5.02 TeV (bottom panels).

as expected since the same selection criteria are applied in all the centrality classes of p–
Pb collisions, and thus the efficiency is similar, while ⟨Ncoll⟩ increases from peripheral to
central collisions. The D+

s per-event raw yield in central Pb–Pb collisions is significantly
smaller than that of D+ mesons in the same centrality class because of lower production
cross section, BR, and selection efficiency.

The statistical significance varies between 4 and 35, depending on the D-meson species,
centrality class and pT interval.

For pT < 10 GeV/c the signal-to-background ratio varies mildly from p–Pb to pe-
ripheral Pb–Pb collisions, while decreases significantly in semi-central and central Pb–Pb
collisions. For pT > 10 GeV/c instead the signal-to-background ratio is similar for all the
D-meson species and centrality classes.
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Figure 6.7: Acceptance-times-efficiency factors of prompt and feed-down D+
s (left panel)

and D+ (other panels) mesons as a function of pT for the different centrality classes in
Pb–Pb collisions at √

sNN = 5.02 TeV.

6.3.2 Acceptance and efficiency corrections

The acceptance-times-efficiency (Acc × ϵ) factors of D+ mesons were computed using
the MC simulations described in Sec. 4.3.

As for the D+
s mesons (see Sec. 6.2.2), the pT distributions of D+ mesons in Pb–Pb

collisions were weighted to reproduce the natural ones. For the D+ mesons in the 0–
10% centrality class, the shape of D0 mesons measured in the same centrality class in
finer pT bins was used. This was justified by the observation of a flat ratio between the
pT-differential yields of D+ and D0 mesons from previous measurements [104]. For the 30–
50% centrality class, fonll calculations multiplied by the RAA predicted by the bamps
model [173] were used, while for the 60–80% centrality class where the RAA is nearly flat,
only fonll calculations were used. Figure 6.7 shows the (Acc × ϵ) factors of D+ mesons
in the centrality classes of the analysis (middle and right panels), compared to those of
the D+

s mesons in the central collisions (left panel). The efficiency of D+ mesons increases
from central to peripheral Pb–Pb collisions, since more stringent selections are needed in
the most central collisions in order to extract the signal. Similarly, the efficiency of D+

s
mesons is typically lower, since tighter selections are needed to separate the D+

s signal
from the combinatorial background, owing to their shorter mean proper decay length
compared to that of D+ mesons (see Table 4.2).

For p–Pb collisions, the shape of the D-meson pT distribution is consistent with the
fonll prediction, which describes the experimental data within the uncertainties [1],
therefore the fonll pT shape was used. In addition, since the selection efficiency de-
pends on the charged-particle multiplicity, for each centrality class the events in the MC
simulation were weighted to reproduce the distribution of the number of tracklets (track-
segments reconstructed using the two SPD layers as described in Sec. 3.5), Ntracklets,
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Figure 6.8: Left: (Acc×ϵ) factors of prompt and feed-down D+ mesons in Minimum Bias
p–Pb collisions at √

sNN = 5.02 TeV. Middle: ratios of Ntracklets distributions in data
and in the multiplicity-integrated MC for the different centrality classes defined in the
analysis. Right: ratios of (Acc × ϵ) factors for each centrality class with respect to the
one for the Minimum Bias sample.

observed in the data for events having at least a D0-meson candidate in the invariant-
mass region of the signal defined as |M−M(D0)| < 3σ, where σ is the invariant-mass peak
resolution. The requirement of the D-meson candidate was motivated by the fact that
events with charm production have on average higher multiplicity than soft events [174].
The (Acc × ϵ) factor of prompt and feed-down D+ mesons in MB p–Pb collisions is re-
ported in the left panel of Fig. 6.8. The middle panel of the same Figure shows the
ratio of the Ntracklets distributions in data for each centrality class and that in the MC
simulation, while the right panel shows the ratio between the (Acc × ϵ) of prompt D+

mesons in each centrality class with respect to the one in the MB sample, obtained after
the weighting procedure of the Ntracklets distribution in the multiplicity-integrated MC
simulation. As expected, the efficiency is lower for more peripheral events due to the
worse resolution on the determination of the primary-vertex position, given the lower
charged-particle multiplicity.

6.3.3 Fraction of prompt D+ mesons

The fraction of prompt D+ mesons was calculated using Eq. ??, where for p–Pb
collisions Rfeed-down

AA was replaced by Qfeed-down
pA .

For D+ mesons having 3 < pT < 24 GeV/c in the 0–10% and 30–50% centrality classes
of Pb–Pb collisions the central hypothesis considered was Rfeed-down

AA = 2 ·Rprompt
AA , owing

to the reduced suppression observed for feed-down J/ψ and D0 mesons compared to that
of prompt D mesons [105, 106, 171]. For pT < 3 GeV/c and pT > 24 GeV/c and for the
60–80% centrality class model calculations predict a smaller difference between the RAA of
prompt and feed-down charmed mesons [170, 175] and therefore Rfeed-down

AA = 1.5 ·Rprompt
AA
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Figure 6.9: Left: Scaling factor for the pT-differential cross section of prompt D+ mesons
at mid rapidity (|y| < 0.5) from 7 TeV to 5.02 obtained with fonll calculations. Middle:
Comparison between measured and scaled pT-differential cross section of prompt D+

mesons in |y| < 0.5 at
√
s = 5.02 TeV. Right: scaling factor for the pT-differential cross

section of prompt D+ mesons at
√
s = 5.02 TeV from the rapidity coverage in the centre

of mass of pp collisions (|y| < 0.5) to that of p–Pb collisions (−0.96 < y < 0.04) obtained
with fonll calculations.

was used.
In p–Pb collisions the nuclear modification factor of feed-down D+ mesons was as-

sumed to be equal to that of prompt mesons, Qfeed-down
pA = Qprompt

pA , on the basis of calcula-
tions including the Colour Glass Condensate formalism [176], or the nuclear modification
of the PDFs (EPPS09 nPDF [92]), and the measurement of the nuclear modification
factor of B mesons performed by the CMS Collaboration [177].

6.3.4 Proton–proton reference

Different pp references where used for the D+-meson RAA and QpA measurements,
depending on the availability of pp measurements when the different analyses were per-
formed.

The measurement of the pT-differential production cross section in pp collisions at√
s = 7 TeV published in Ref. [158] scaled to

√
s = 5.02 TeV with the ratio of the fonll

predictions at the two energies was used for the RAA of D+ mesons with |y| < 0.5 in
Pb–Pb collisions collected in 2015:

(dσ/dpT)5.02 TeV
scaled = (dσ/dpT)5.02 TeV

fonll
(dσ/dpT)7 TeV

fonll
· (dσ/dpT)7 TeV

measured. (6.6)

The left panel of Fig 6.9 shows the scaling factor obtained from fonll predictions as a
function of pT. The uncertainty was estimated as suggested in Ref [172] by varying the
renormalisation and factorisation scales, the mass of the charm quark, and considering
the uncertainty on the PDFs. The middle panel of the same Figure shows the comparison
between the pT-differential production cross section scaled to

√
s = 5.02 TeV with the

aforementioned procedure and the one measured at the same centre-of-mass energy by
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the ALICE Collaboration [1]. The two highest pT intervals of the pp reference were
extrapolated as described for the D+

s meson in Sec. 6.2.4. The measured cross section
was not used since it was not available when the sample of Pb–Pb collisions at √

sNN =
5.02 TeV collected in 2015 was analysed.

For the D+-meson QpA, the pp reference was extracted from the cross section mea-
sured in pp collisions at

√
s = 5.02 TeV with a correction for the rapidity coverage in the

centre-of-mass frame of the measurement in p–Pb collisions (−0.96 < ycms < 0.04). The
rapidity-coverage correction factor is shown in the right panel of Fig. ?? was obtained sim-
ilarly to the one for the

√
s-scaling, by dividing the pT-differential cross sections obtained

with fonll calculations in the two rapidity ranges:

(dσ/dpT)−0.96<ycms<0.04
scaled = (dσ/dpT)−0.96<ycms<0.04

fonll

(dσ/dpT)|ycms|<0.5
fonll

· (dσ/dpT)|ycms|<0.5
measured . (6.7)

The same procedure adopted for the evaluation of the uncertainty in case of the
√
s-scaling

was also applied to the ycms-scaling.

6.4 Systematic uncertainties

In this Section, the evaluation of the systematic uncertainties on the measurement of
the RAA(QpA) of D+ and D+

s mesons will be discussed. Most of the sources of systematic
uncertainty are in common with those affecting the analysis of the pT-differential cross
section in pp collisions (see Sec. 5.6), therefore this Section will be focused more on
the difference with respect to the pp analysis and on the dependence of the systematic
uncertainties on the D-meson species, the collision system, and the centrality class.

6.4.1 Raw-yield extraction

The systematic uncertainty on the raw-yield extraction was estimated with the same
multi-trial approach described in Sec. 5.6.1. The fits to the invariant-mass distributions of
D+ and D+

s candidates were repeated with all the possible combinations of the varied fit
configurations, which include variations of (i) the functional form used for the description
of the combinatorial background (linear, parabolic and exponential), (ii) the lower and
the upper invariant-mass fit limits, and (iii) the invariant-mass bin width. The latter
variation was performed as a consistency check of the result to ensure that the chosen
invariant-mass bin width did not introduce a bias in the measurement, and it was found
not to contribute to the overall systematic uncertainty. In addition, the fits were repeated
with the Gaussian width and mean of the signal as free parameters and fixed to the values
extracted from the MC simulation (from the MB sample) for Pb–Pb (p–Pb) collisions.
Finally, to test the stability of the result obtained with the Gaussian-shaped signal, the
raw yields were extracted by integrating the invariant-mass distribution after subtracting
the background estimated from a fit to the side-bands invariant-mass distribution.

The systematic uncertainty was then evaluated from the RMS of the distribution
obtained from the multi-trial technique and the shift of the mean of this distribution
with respect to the raw-yield value obtained with the default configuration. The sum
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Figure 6.10: Sum in quadrature of RMS and shift with respect to the central value of
the raw-yield distributions obtained from the multi-trial technique of D+ mesons in p–Pb
collisions (left panel), D+ mesons in Pb–Pb collisions (middle panel), and D+

s mesons in
Pb–Pb collisions (right panel).

in quadrature of RMS and shift is shown in Fig. 6.10 for D+ mesons in p–Pb collisions
(left panel), D+ mesons in Pb–Pb collisions (middle panel), and D+

s mesons in Pb–Pb
collisions (right panel). The values obtained in the different centrality classes of p–Pb
collisions are similar, with a hint of larger values in the 0–10% and 10–20% centrality
classes, as expected because of the smaller signal-to-background ratio compared to that
obtained in more peripheral collisions. This hierarchy is more clear for pT < 10 GeV/c in
Pb–Pb collisions, where the difference of the signal-to-background can be more than one
order of magnitude between central and peripheral collisions (see right panels of Fig. 6.6).

For the QCP measurement the systematic uncertainty was evaluated with the multi-
trial approach on the ratio of the raw yields extracted in the two centrality classes. The fit
configurations were varied consistently for the numerator and the denominator, in order to
estimate a possible correlation between the uncertainties on the extraction of the two raw
yields. Figure 6.11 shows the comparison between the systematic uncertainty evaluated
from the distributions of the raw-yield ratios and that obtained from the uncertainties
on the raw yields, propagated as uncorrelated. In the case of QCP between the 0–10%
and 60–100% centrality classes, the values obtained with the two methods are similar,
indicating that the degree of correlation is small. In the case of 40–60% centrality class
as numerator, the values obtained with the evaluation from the ratio is significantly
smaller, especially in the intermediate pT region. This reflects the correlation between the
systematic uncertainties on the raw-yield extraction in the two most peripheral classes of
the events, which is due to the similar signal-to-background ratio and background shape.
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Figure 6.11: Comparison between the systematic uncertainty on the raw-yield extraction
for the QCP computed between the 0–10% and 60–100% centrality classes (left panel)
and the 40–60% and 60–100% centrality classes (right panel), evaluated on the ratio of
the raw yields in the central and peripheral classes and that obtained by propagating the
two uncertainties as uncorrelated.

6.4.2 Topological and kinematical selection efficiency

The uncertainty on the topological and kinematical selection efficiency arises from
imperfect descriptions of the selection variables in the MC simulation. It was evaluated
by varying the selection criteria as explained in Sec. 5.6.2. The systematic uncertainty
was evaluated from the observation of trends of the corrected yields when tightening
or releasing a selection, and from the RMS of the distributions of the corrected yields
obtained with different selection criteria and the shift of these distributions with respect
to the value of corrected yield obtained with the default set of selections. Figure 6.12
shows the sum in quadrature of the RMS and shift of such distributions, for D+ mesons
in p–Pb collisions (left panel), D+ mesons in Pb–Pb collisions (middle panel), and D+

s
mesons in Pb–Pb collisions (right panel). The values obtained in p–Pb collisions are
similar for all the centrality classes, as expected since the same selection criteria are
applied and the efficiency does not vary much with the charged-particle multiplicity.
A hierarchy is instead observed for D+ mesons in Pb–Pb collisions, which reflects the
tighter selection criteria applied in more central collisions. The same consideration can
be applied to the measurement of D+

s mesons in central Pb–Pb collisions, for which the
efficiency is lower than that of D+ mesons in the same centrality class. The increase of
the values towards high pT is attributed to the statistical fluctuations given the smaller
D-meson yield. Therefore, it was not considered in the assignment of the systematic
uncertainty, since a larger systematic uncertainty is not expected at high pT, owing to
the more released selection criteria.

For the QCP measurement, the systematic uncertainty on the topological and kine-
matical selection efficiency was considered as fully correlated among different centrality
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Figure 6.12: Sum in quadrature of RMS and shift with respect to the central value of
the distributions of the corrected yields obtained with different selection criteria for D+

mesons in p–Pb collisions (left panel), D+ mesons in Pb–Pb collisions (middle panel),
and D+

s mesons in Pb–Pb collisions (right panel).

classes, considering that for p–Pb collisions the same selections were applied to the D+-
meson candidates and a consistent systematic uncertainty was found in all the centrality
classes. The uncertainty was instead considered as fully uncorrelated between the AA
(pA) and pp collisions for the computation of the RAA(QpA), given the significantly dif-
ferent selection criteria applied in pp and heavy-ion collisions and that the data samples
were collected in different years, with different detector conditions.

6.4.3 PID selection efficiency

The systematic uncertainty on the PID selection efficiency was evaluated with a per-
track study, using relatively pure samples of pions and kaons. Pions were selected from
K0

s and Λ decays, while kaons in the TPC (TOF) were selected applying a tight selection
on the PID signal in the TOF (TPC) of |Nσ(K)| < 0.2, as described in Sec. 5.6.3.

However, for the data sample of Pb–Pb collisions collected in 2018, a discrepancy
between the TPC PID efficiency in data and MC simulation up to 5%, 15%, 30% for a
3σ, 2σ, and 1σ selection, respectively, was observed. This was caused by an imperfect
calibration of the expected dE/dx for the different hadron species in the data, which was
reflected in a deviation of the NTPC

σ distributions from the Normal distribution. In order
to avoid large biases in the D+

s -meson measurement, a post-calibration procedure was
applied to correct the NTPC

σ values. In particular, the distributions obtained from the
pure samples of pions and kaons in narrow momentum and pseudorapidity intervals were
fitted with a Gaussian function to extract the mean, ⟨NTPC

σ ⟩, and the width, σ(NTPC
σ ),

of the uncalibrated distributions of pions and kaons. The extracted parameters were then
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s and Λ decays as a function
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the post calibration. The black points represent the average NTPC

σ (π).

used to compute the corrected NTPC,corr
σ value for each track as

NTPC,corr
σ (X) = NTPC

σ (X) − ⟨NTPC
σ (X)⟩

σ(NTPC
σ (X)) , (6.8)

where X stands for a given mass hypothesis, i.e. pion or kaon. Figure 6.13 shows the
NTPC

σ (π) distribution as a function of pseudorapidity before (left panel) and after (right
panel) the post-calibration procedure, for a sample of pions selected from K0

s and Λ
decays in the interval 0.3 < p < 10 GeV/c, independent of the one used to compute the
correction. The mean value of the distribution before the correction is shifted towards
negative values, and shows a clear η-dependence. The corrected distribution is constantly
centred at zero as a function of η. In the left panel of Fig. 6.14 the data-to-MC ratios
of the NTPC

σ (π) efficiency of pions as a function of pT are reported for a 3σ, 2σ, and
1σ selection. Before the post calibration the bias is up to 30% for the tightest selection
criterion, while the ratios are close to unity after the correction. A similar result was
obtained for the kaons.

The residual systematic uncertainty on the selection of pion and kaon tracks was
evaluated as the relative difference between the efficiencies of the Nσ selection in data and
in the MC simulation, and then propagated to the D+

s mesons using the decay kinematics,
as described in Sec. 5.6.3. The right panel of Fig. 6.14 shows the relative systematic
uncertainty estimated for D+

s mesons in Pb–Pb collisions, compared to that estimated
for D+ mesons in p–Pb and Pb–Pb collisions. In the pT intervals 1 < pT < 2 GeV/c for
D+ mesons in p–Pb collisions and 3 < pT < 8 GeV/c for D+

s mesons in Pb–Pb collisions,
where the strong PID strategy is applied, the uncertainty is of the order of 1%, while it
is negligible in the remaining pT intervals.
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Figure 6.14: Left: data-to-MC ratios of the NTPC
σ selection efficiencies of pions as a

function of track pT, before (blue markers) and after (red markers) the post calibration
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σ . Right: Relative systematic uncertainty on the PID selection efficiency for
D+ and D+

s mesons in p–Pb and Pb–Pb collisions at √
sNN = 5.02 TeV. The systematic

uncertainty for the D+
s meson in the 2018 Pb–Pb data sample was estimated after the

post-calibration procedure.

6.4.4 Track-reconstruction efficiency

The systematic uncertainty on the track-reconstruction efficiency was estimated with
the same strategy adopted for D+

s mesons in pp collisions described in Sec. 5.6.4. It in-
cludes the contribution of the track-quality selection efficiencies and the ITS-TPC track-
matching efficiency, which are evaluated per track. The two contributions are then prop-
agated to the D+

s and D+ mesons, via the decay kinematics, as done for the systematic
uncertainty on the PID selection efficiency.

Figure 6.15 shows the relative uncertainty evaluated for D+ mesons in p–Pb and Pb–
Pb collisions, as well as that for D+

s mesons in Pb–Pb collisions. The left panel of the
same Figure shows the average pT of the decay tracks as a function of the parent D+

s -
or D+-meson pT. The decay kinematics of the D+ and D+

s mesons is similar owing to
the similar difference between their masses and the sum of the masses of their decay
products, and therefore a very similar systematic uncertainty is expected in case of the
same per-track uncertainty. The systematic uncertainty for the D+

s mesons is however
larger because of an imperfect description of the dead zones between TPC sectors in the
MC simulation for the Pb–Pb sample collected in 2018, that was estimated to increase
by about 7% the systematic uncertainty.

The difference between the systematic uncertainty of D+ meson in p–Pb and Pb–
Pb collisions is mainly due to the different uncertainty due to the ITS-TPC matching
efficiency, which is the dominant contribution in case of Pb–Pb collisions.
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Figure 6.15: Left: average decay-track pT as a function of D+
s - or D+-meson pT. Right:

relative systematic uncertainty on the track-reconstruction efficiency as a function of pT
for D+ mesons in p–Pb and Pb–Pb collisions at √

sNN = 5.02 TeV and D+
s mesons in

Pb–Pb collisions at √
sNN = 5.02 TeV.

6.4.5 Generated Monte Carlo pT shape

The systematic uncertainty on the efficiency due to a possible discrepancy between
the real and simulated shape of the pT distribution of D+ and D+

s mesons was estimated
by computing the efficiency with alternative pT shapes.

For the D+
s mesons, in addition to the pT distribution obtained from fonll calcu-

lations, the in-medium effects on the pT shape were included using the prediction of
the RAA from the mc@shq+epos2 [111] model. Moreover, models implementing an en-
hanced production of charmed mesons with strange-quark content in the medium, such
as tamu [170], phsd [178] and catania [115] models, were employed.

The left panel of Fig. 6.16 shows the ratios of the normalised pT spectra from the these
model calculations and the simulation with the phard

T bins of pythia, which were used to
weight the D+

s -meson efficiency in the 0–10% centrality class. In the right panel of the
same Figure, the ratios of the prompt D+

s -meson efficiency obtained with the alternative
pT shapes and that obtained from fonll pT distribution multiplied by the RAA predicted
by the tamu model, which was used as default, are shown.

For D+ mesons in Pb–Pb collisions, the shape of the pT distribution provided by
fonll and models including the nuclear modification factor were adopted. The maxi-
mum systematic uncertainty assigned to the D+ mesons is about 10% for 0–10% central
collisions in the 2 < pT < 3 GeV/c, where the efficiency varies steeply as a function of pT
(see Fig. 6.7), while it decreases down to 0% for pT > 5 GeV/c. For D+ mesons in p–Pb
collisions, the fonll pT shape was used instead of the one from pythia and the effect
on the efficiency was found to be negligible.
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s efficiency. Right: ratio between the efficiency of prompt D+
s

mesons obtained with the pT shapes provided by alternative models and that from fonll
calculations multiplied by the RAA from the tamu model (default).

6.4.6 Generated Monte Carlo multiplicity distribution

For p–Pb collisions, an additional source of systematic uncertainty is related to the
weighting procedure of the efficiencies applied in order to reproduce the Ntracklets distri-
bution measured in data. In fact, in p–Pb collisions, the efficiency is more sensitive to
the multiplicity distribution than the pT distribution of D mesons, because of the impact
of the resolution on the determination of the primary-vertex position.

For the central value of the efficiencies, the weights were obtained from events that
have at least a D0-meson candidate that fulfils the selections and has the invariant mass
compatible within 3σ the D0-meson mass [13] (see Sec. 6.3.2). To test the stability of the
efficiency, the weighting procedure was repeated using events with at least a D0-meson
candidate, with no further request on its invariant mass. The left panel of Fig. 6.17 shows
the comparison between the default and alternative Ntracklets weights for the 0–10% and
the 60–100% centrality classes. In the right panel of the same Figure, the effect of the
different weights on the efficiency of prompt D+ mesons is shown. The largest deviation of
about 2% is observed at low pT for peripheral events, where the primary-vertex resolution
is poorer because of the reduced charged-particle multiplicity. The difference is smaller
for the other centrality classes, and decreases to zero for pT > 10 GeV/c.

The uncertainty due to the possible difference of the charged-particle multiplicity
distribution in data and in the Ntracklets-weighted simulation on the QCP was estimated
via a double ratio of the efficiencies for the central and peripheral classes of events obtained
with the default and alternative Ntracklets weights. Since the effect was found to be similar
in each centrality class, the resulting uncertainty is smaller compared to the one on the
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the efficiency for prompt D+ mesons obtained with the default and alternative Ntracklets
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QpA and, in particular, it was estimated to be about 1% for pT < 5 GeV/c and negligible
above.

6.4.7 Beauty feed-down subtraction

The systematic uncertainty on the subtraction of the contribution of D mesons from
beauty-hadron decays, performed via the calculation of the fprompt fraction described
in Sec. 4.1.1, has two components. The first one was estimated as for pp collisions by
varying the parameters of the fonll prediction (see Sec. 5.5.1). This contribution is
fully correlated in pp and p–Pb (Pb–Pb) collisions and therefore almost cancels out in
the nuclear modification factor.

The second contribution arises from the assumption on the nuclear modification factor
of feed-down D mesons introduced in Sec. 6.3.3 and 6.2.3. It was estimated by varying the
hypothesis on RAA(QpA)feed-down/RAA(QpA)prompt within the uncertainties of the models
and the measurements used to estimate the central value. In particular, for D+ mesons
in p–Pb collisions it was varied between 0.9 and 1.3 for all the centrality classes but the
40–60% and 60–100% classes, for which the reduced range 0.9-1.1 was used since in these
centrality intervals the possible differences of the production mechanisms of prompt and
feed-down D mesons with respect to pp collisions are expected to be smaller. For D+

mesons in Pb–Pb collisions the hypothesis was varied between 1 and 3 (2) in the pT
intervals and centrality classes where the central hypothesis was set to 2 (1.5). For D+

s
mesons the hypothesis was varied between 1/3 and 3. The lower limit was reduced with
respect to the D+ case to take into account that the modification of the hadronisation
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Figure 6.18: Variation of the RAA (QpA) of prompt D+ and D+
s mesons in three cen-

trality classes and three pT intervals as a function of the variation of the hypothesis on
RAA(QpA)feed-down/RAA(QpA)prompt.

mechanism in the medium and the increased abundance of strange quarks could lead to a
reduced suppression of prompt D+

s mesons compared to D+
s mesons from beauty-hadron

decays. Figure 6.18 shows the variation of the RAA (QpA) of prompt D+ and D+
s mesons

in three centrality classes and different pT intervals as a function of the variation of the
hypothesis on RAA(QpA)feed-down/RAA(QpA)prompt, which corresponds to the assigned
systematic uncertainty. For D+ mesons in p–Pb collisions (left panel), the systematic
uncertainty varies between 1.5% and 4%. In Pb–Pb collisions the uncertainty assigned
to D+ mesons is between 3% and 8%, while the one assigned to D+

s mesons ranges from
5% to 18%, depending on pT.

6.4.8 Normalisation

The uncertainty on the normalisation of the pT-differential corrected yields is due to
the uncertainty on the BR of the decay channels used to reconstruct the D+

s and D+

mesons (see Table 4.2). For Pb–Pb collisions, an additional contribution is given by
the uncertainty on the fraction of the hadronic cross section used in the Glauber fit to
determine the centrality, which was estimated to be <0.1%, 2% and 3% for the 0–10%,
30–50%, and 60–80% centrality classes, respectively.

The normalisation uncertainty on the nuclear modification factors includes also the
uncertainty on the luminosity of the pp reference, which is 2.1% for the cross sections
measured at

√
s = 5.02 TeV and 3.5% for that measured at

√
s = 7 TeV and scaled to√

s = 5.02 TeV using fonll calculations, and the uncertainty on the ⟨TAA(TpA)⟩, which
are reported in Table 6.1. Since the pp reference is not used in the calculation of the QCP,
its normalisation uncertainty is not included, and the uncertainty on the ⟨TpA⟩ partially
cancels out in the ratio, since it is partially correlated among the different centrality
classes of p–Pb collisions. The BR uncertainty cancels out in the nuclear modification
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factors, being the same in the numerator and in the denominator.

6.4.9 Summary of systematic uncertainties

The values assigned as systematic uncertainty for each contribution are reported in
Table 6.3 and Table 6.4 for the measurement of the pT-differential corrected yields of
D+

s and D+ mesons in Pb–Pb collisions at √
sNN = 5.02 TeV and that of D+ mesons

in p–Pb collisions at √
sNN = 5.02 TeV, respectively. As for the analysis of the D+

s -
meson production in pp collisions, the systematic uncertainty on the raw-yield extraction
was considered as uncorrelated among the pT intervals, while the uncertainties on the
topological, tracking, and PID selection efficiencies correlated.

For the computation of the RAA of D+ and D+
s mesons and the QpA of D+ mesons,

all the sources of uncertainty were considered uncorrelated among pp and Pb–Pb (p–
Pb) collisions, except for the uncertainty on the feed-down subtraction deriving from the
variation of the parameters of the fonll calculation and the uncertainty on the BR,
which are fully correlated and hence cancel out in the ratio.

The systematic uncertainties on the D+-meson QCP are reported in Table 6.5. The un-
certainties on the raw-yield extraction and the contribution due to the possible difference
of the charged-particle multiplicity distribution in data and in the Ntracklets-weighted sim-
ulation were estimated directly on the ratio to evaluate the degree of correlation, allowing
for a partial cancellation. The contribution to the uncertainty related to the feed-down
subtraction arising from the hypothesis on the nuclear modification factor of D+ mesons
coming from beauty-hadron decays was considered as uncorrelated in each centrality class
and therefore added in quadrature in the ratio. The contributions from the topological
and kinematical selection, PID, and track-reconstruction efficiency are fully correlated
among the different centrality classes of p–Pb collisions and cancels completely in the
ratio. Therefore, the overall systematic uncertainty on the QCP is reduced with respect
to that on the QpA.

6.5 Uncertainties on the pp reference

The systematic uncertainties on the pp reference were considered as systematic un-
certainties in the computation of the nuclear modification factors. They include (i) the
systematic uncertainties of the measurement, (ii) the uncertainty on the

√
s- and ycms-

scaling, and (iii) the uncertainty on the pT-extrapolation procedures. The values for the
three pp references are reported in Table 6.6. In the systematic uncertainty on the pp
measurement, the uncertainty from the beauty feed-down subtraction due to the fonll
uncertainty is not included, since it cancels out in the nuclear modification factors because
it is fully correlated between the measurements in pp and p–Pb (Pb–Pb) collisions.

The statistical uncertainty was propagated to the statistical uncertainty on the nuclear
modification factor, summing it in quadrature with the statistical uncertainty of the
corrected yield measured in AA (pA) collisions.
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s and D+ nuclear modification factors in Pb–Pb and p–Pb collisions at √

sNN = 5.02 TeV

pT (GeV/c) [2,3] [3,4] [4,5] [5,6] [6,7] [7,8] [8,10] [10,12] [12,16] [16,24] [24,36] [36,50]

D+
s Pb–Pb 0 − 10%

Raw-yield extraction (%) - 8.0 8.0 5.0 5.0 3.0 3.0 5.0 5.0 -
Selection efficiency (%) - 10.0 10.0 10.0 6.0 5.0 5.0 5.0 5.0 -
PID efficiency (%) - 1.0 1.0 1.0 1.0 negl. negl. negl. negl. -
Tracking efficiency (%) - 15.5 16.5 17.0 17.0 17.0 15.0 15.0 11.5 -
MC pT shape (%) - 2.0 2.0 2.0 2.0 2.0 negl. negl. negl. -
Feed-down (fonll) (%) - +2.6

−3.2
+3.2
−4.1

+4.3
−5.7

+2.8
−3.6

+3.3
−4.1

+1.8
−2.3

+2.0
−2.3

+1.8
−1.9 -

Feed-down (RAA hypo) (%) - +4.8
−11.2

+6.3
−14.0

+8.8
−18.4

+5.8
−13.5

+7.4
−16.3

+4.5
−10.8

+5.1
−12.0

+4.9
−11.7 -

Branching ratio (%) - 3.5 3.5 3.5 3.5 3.5 3.5 3.5 3.5 -
Centrality limit (%) - 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 -

D+ Pb–Pb 0 − 10%

Raw-yield extraction (%) 12.0 12.0 11.0 11.0 8.0 7.0 6.0 6.0 6.0 8.0 12.0 12.0
Selection efficiency (%) 12.0 12.0 9.0 9.0 8.0 8.0 5.0 5.0 5.0 5.0 5.0 5.0
PID efficiency (%) negl. negl. negl. negl. negl. negl. negl. negl. negl. negl. negl. negl.
Tracking efficiency (%) 8.5 9.0 10.0 11.0 11.0 11.0 11.0 10.0 9.0 8.0 6.5 5.5
MC pT shape (%) 10.0 3.0 1.0 negl. negl. negl. negl. negl. negl. negl. negl. negl.
Feed-down (fonll) (%) +2.1

−2.5
+2.4
−3.1

+2.5
−3.4

+3.1
−4.3

+3.1
−4.4

+3.2
−4.4

+3.3
−4.5

+3.6
−4.8

+3.2
−4.1

+2.4
−3.0

+1.8
−2.0

+1.5
−1.6

Feed-down (RAA hypo) (%) +2.7
−3.0

+4.0
−4.3

+4.4
−4.8

+5.6
−6.0

+5.8
−6.2

+6.0
−6.4

+6.5
−6.7

+7.3
−7.5

+6.8
−6.9

+5.6
−5.7

+3.3
−3.4

+3.0
−3.1

Branching ratio (%) 3.1 3.1 3.1 3.1 3.1 3.1 3.1 3.1 3.1 3.1 3.1 3.1
Centrality limit (%) 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1

D+ Pb–Pb 30 − 50%

Raw-yield extraction (%) 8.0 8.0 6.0 6.0 4.0 4.0 4.0 4.0 4.0 6.0 8.0 -
Selection efficiency (%) 8.0 8.0 8.0 6.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 -
PID efficiency (%) negl. negl. negl. negl. negl. negl. negl. negl. negl. negl. negl. -
Tracking efficiency (%) 8.5 9.0 10.0 11.0 11.0 11.0 11.0 10.0 9.0 8.0 6.5 -
MC pT shape (%) 5.0 1.0 negl. negl. negl. negl. negl. negl. negl. negl. negl. -
Feed-down (fonll) (%) +2.1

−2.5
+2.4
−3.1

+2.4
−3.4

+2.9
−4.2

+2.9
−4.2

+2.9
−4.1

+3.1
−4.3

+3.8
−5.1

+3.3
−4.3

+2.6
−3.2

+1.7
−2.0 -

Feed-down (RAA hypo) (%) +2.7
−3.0

+4.0
−4.3

+4.4
−4.8

+5.5
−6.0

+5.7
−6.1

+5.7
−6.1

+6.3
−6.6

+7.9
−8.0

+7.2
−7.3

+6.0
−6.2

+3.2
−3.2 -

Branching ratio (%) 3.1 3.1 3.1 3.1 3.1 3.1 3.1 3.1 3.1 3.1 3.1 3.1
Centrality limit (%) 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0

D+ Pb–Pb 60 − 80%

Raw-yield extraction (%) 4.0 4.0 4.0 3.0 3.0 3.0 5.0 5.0 5.0 6.0 - -
Selection efficiency (%) 6.0 6.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 - -
PID efficiency (%) negl. negl. negl. negl. negl. negl. negl. negl. negl. negl. - -
Tracking efficiency (%) 8.5 9.0 10.0 11.0 11.0 11.0 11.0 10.0 9.0 8.0 - -
MC pT shape (%) 4.0 1.0 negl. negl. negl. negl. negl. negl. negl. negl. - -
Feed-down (fonll) (%) +2.4

−2.8
+2.1
−2.7

+2.3
−3.2

+2.7
−3.9

+2.7
−3.8

+2.6
−3.6

+2.5
−3.4

+3.1
−4.1

+2.9
−3.7

+2.1
−2.6 - -

Feed-down (RAA hypo) (%) +3.0
−3.4

+2.9
−3.3

+3.3
−3.9

+3.9
−4.7

+4.0
−4.7

+3.8
−4.5

+3.8
−4.4

+4.8
−5.3

+4.6
−5.0

+3.6
−3.8 - -

Branching ratio (%) 3.1 3.1 3.1 3.1 3.1 3.1 3.1 3.1 3.1 3.1 - -
Centrality limit (%) 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 - -

Table 6.3: Summary of relative systematic uncertainties on the pT-differential corrected
yields of D+

s and D+ mesons in Pb–Pb collisions at √
sNN = 5.02 TeV.
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pT (GeV/c) [1,2] [2,3] [3,4] [4,5] [5,6] [6,7] [7,8] [8,10] [10,12] [12,16] [16,24]

D+ p–Pb all centralities

Selection efficiency (%) 7.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0
PID efficiency (%) 1.5 negl. negl. negl. negl. negl. negl. negl. negl. negl. negl.
Tracking efficiency (%) 3.7 3.7 3.7 3.7 3.7 3.7 3.7 3.7 4.0 4.0 4.0
Feed-down (fonll) (%) +1.8

−2.1
+1.7
−2.0

+1.5
−1.9

+1.6
−2.2

+1.6
−2.4

+1.8
−2.6

+1.9
−2.7

+2.2
−3.0

+2.5
−3.3

+2.1
−2.7

+3.1
−3.9

Branching ratio (%) 3.1 3.1 3.1 3.1 3.1 3.1 3.1 3.1 3.1 3.1 3.1

0 − 10%

Raw-yield extraction (%) 5.0 3.0 2.0 2.0 2.0 3.0 3.0 3.0 3.0 4.0 5.0
Ntracklets distribution (%) 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 negl. negl. negl.
Feed-down (QpA hypo) (%) +1.9

−2.4
+1.7
−2.3

+1.6
−2.3

+1.6
−2.6

+1.7
−2.8

+1.9
−3.2

+2.0
−3.3

+2.3
−3.8

+2.6
−4.2

+2.3
−3.6

+3.4
−5.3

10 − 20%

Raw-yield extraction (%) 5.0 3.0 2.0 2.0 2.0 2.0 2.0 2.0 3.0 4.0 5.0
Ntracklets distribution (%) 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 negl. negl. negl.
Feed-down (QpA hypo) (%) +1.8

−2.4
+1.7
−2.3

+1.5
−2.3

+1.6
−2.6

+1.7
−2.8

+1.9
−3.2

+2.0
−3.3

+2.2
−3.7

+2.6
−4.2

+2.2
−3.6

+3.3
−5.2

20 − 40%

Raw-yield extraction (%) 5.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 3.0 4.0 5.0
Ntracklets distribution (%) 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 negl. negl. negl.
Feed-down (QpA hypo) (%) +1.8

−2.4
+1.7
−2.3

+1.5
−2.3

+1.6
−2.6

+1.7
−2.8

+1.9
−3.1

+2.0
−3.3

+2.2
−3.7

+2.6
−4.2

+2.2
−3.6

+3.2
−5.2

40 − 60%

Raw-yield extraction (%) 5.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 3.0 4.0 5.0
Ntracklets distribution (%) 2.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 negl. negl. negl.
Feed-down (QpA hypo) (%) +1.9

−2.1
+1.7
−2.0

+1.6
−2.0

+1.6
−2.2

+1.7
−2.4

+1.9
−2.7

+2.0
−2.8

+2.2
−3.1

+2.6
−3.4

+2.2
−2.8

+3.3
−3.9

60 − 100%

Raw-yield extraction (%) 5.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 3.0 4.0 5.0
Ntracklets distribution (%) 2.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 negl. negl. negl.
Feed-down (QpA hypo) (%) +1.9

−2.1
+1.7
−2.1

+1.6
−2.0

+1.6
−2.2

+1.7
−2.4

+1.9
−2.7

+2.0
−2.8

+2.2
−3.0

+2.6
−3.5

+2.2
−2.8

+3.3
−3.9

Table 6.4: Summary of relative systematic uncertainties on the pT-differential corrected
yields of D+ mesons in p–Pb collisions at √

sNN = 5.02 TeV.
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pT (GeV/c) [1,2] [2,3] [3,4] [4,5] [5,6] [6,7] [7,8] [8,10] [10,12] [12,16] [16,24]

D+ p–Pb 0 − 10%/60 − 100%

Raw-yield extraction (%) 7.0 3.0 2.0 2.0 2.0 2.0 3.0 3.0 4.0 5.0 6.0
Ntracklets distribution (%) 1.0 1.0 1.0 1.0 negl. negl. negl. negl. negl. negl. negl.
Feed-down (QpA hypo) (%) +2.6

−3.0
+2.4
−3.1

+2.2
−3.3

+2.2
−3.7

+2.2
−3.7

+2.6
−4.2

+2.8
−4.3

+3.1
−4.8

+3.7
−5.5

+3.1
−4.6

+4.7
−6.5

D+ p–Pb 10 − 20%/60 − 100%

Raw-yield extraction (%) 7.0 3.0 2.0 2.0 2.0 2.0 3.0 3.0 4.0 5.0 6.0
Ntracklets distribution (%) 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 negl. negl. negl.
Feed-down (QpA hypo) (%) +2.6

−3.0
+2.4
−3.1

+2.2
−3.3

+2.2
−3.7

+2.2
−3.7

+2.6
−4.2

+2.8
−4.3

+3.1
−4.8

+3.7
−5.5

+3.1
−4.6

+4.7
−6.5

D+ p–Pb 20 − 40%/60 − 100%

Raw-yield extraction (%) 7.0 3.0 2.0 2.0 2.0 2.0 3.0 3.0 4.0 5.0 6.0
Ntracklets distribution (%) 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 negl. negl. negl.
Feed-down (QpA hypo) (%) +2.6

−3.0
+2.4
−3.1

+2.2
−3.3

+2.2
−3.7

+2.2
−3.7

+2.6
−4.2

+2.8
−4.3

+3.1
−4.8

+3.7
−5.5

+3.1
−4.6

+4.7
−6.5

D+ p–Pb 40 − 60%/60 − 100%

Raw-yield extraction (%) 7.0 2.0 2.0 2.0 2.0 2.0 2.0 3.0 3.0 4.0 4.0
Ntracklets distribution (%) 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 negl. negl. negl.
Feed-down (QpA hypo) (%) +2.7

−3.0
+2.4
−3.0

+2.3
−2.8

+2.3
−3.1

+2.4
−3.4

+2.7
−3.8

+2.8
−4.0

+3.1
−4.2

+3.7
−4.9

+2.8
−4.0

+4.7
−5.5

Table 6.5: Summary of relative systematic uncertainties on the QCP of D+ mesons in
p–Pb collisions at √

sNN = 5.02 TeV.

pT (GeV/c) [1,2] [2,3] [3,4] [4,5] [5,6] [6,8] [7,8] [8,10] [10,12] [12,16] [16,24] [24,36] [36,50]

D+ 7 TeV

measurement (%) 13.1 12.8 8.2 8.2 8.7 9.0 9.1 9.0 9.2 9.9 10.0 0 0√
s-scaling (%) 3.9 3.4 3.0 2.7 2.4 2.2 2.1 1.9 1.7 1.6 1.7 0 0

extrapolation (%) 0 0 0 0 0 0 0 0 0 0 0 +37.5
−27.1

+40.8
−29.3

D+ 5.02 TeV

measurement (%) 8.9 7.3 6.8 7.6 7.5 8.0 8.0 8.1 8.7 8.5 9.1 10.5 -
ycms-scaling (%) 1.0 0.4 0.3 0.2 0.2 0.1 0.1 0.1 0.1 0.1 0.1 0.2 -

D+
s 5.02 TeV

measurement (%) - 12.3 9.2 9.6 10.4 9.9 10.1 10.5 10.7 0 -
extrapolation (%) - 0 0 0 0 0 0 0 0 +41.5

−37.6 -

Table 6.6: Summary table of relative systematic uncertainties on the pp references.
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Figure 6.19: Left: pT-differential corrected yields of D+ mesons in Pb–Pb collisions at√
sNN = 5.02 TeV compared to those in p–Pb collisions at the same centre-of-mass energy,

rescaled for better visibility. Right: pT-differential corrected yields of D+
s mesons in the

10% most central Pb–Pb collisions at √
sNN = 5.02 TeV compared to the pp reference

scaled by the average nuclear overlap function.

6.6 Results

The left panel of Fig. 6.19 shows the pT-differential corrected yields of prompt D+

mesons in p–Pb and Pb–Pb collisions at √
sNN = 5.02 TeV, for all the centrality classes

of the analysis (see Table 6.1). The corrected yields measured in p–Pb collisions have
been rescaled to improve the visibility. The right panel of the same Figure shows the
pT-differential corrected yield of prompt D+

s mesons in the 10% most central Pb–Pb
collisions at √

sNN = 5.02 TeV, compared to the corresponding pT-differential cross-section
measured in pp collisions at the same centre-of-mass energy multiplied by the ⟨TAA⟩ of
the same centrality class. The vertical bars represent the statistical uncertainty, while
the boxes the total systematic uncertainty, except for the uncertainty on the branching
ratio, which is quoted separately.

The nuclear modification factors were computed dividing the pT differential corrected
yields by the pp references described in Sec. 6.2.4 and Sec. 6.3.4, and are shown in Fig. 6.20
and Fig. 6.21 for Pb–Pb and p–Pb collisions, respectively. The statistical uncertainties
are represented by the vertical bars, while the total systematic uncertainty by the empty
boxes. The shaded box around unity represents the relative normalisation uncertainty.

The RAA of prompt D+ mesons with pT > 3−4 GeV/c shows an increasing suppression

117



6 – D+
s and D+ nuclear modification factors in Pb–Pb and p–Pb collisions at √

sNN = 5.02 TeV

1 2 3 4 5 10 20
)c (GeV/

T
p

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

AA
R 10%−Pb, V0M 0−Pb

+Prompt D
JHEP 1810 (2018) 174

+
s

Prompt D
ALICE Preliminary

1 2 3 4 5 10 20 30
)c (GeV/

T
p

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

AA
R 50%−Pb, V0M 30−Pb

+Prompt D

1 2 3 4 5 10 20 30
)c (GeV/

T
p

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

AA
R 

80%−Pb, V0M 60−Pb
+Prompt D

This thesis / ALICE
 = 5.02 TeVNNs

| < 0.5y|

Figure 6.20: RAA of prompt D+ mesons from 60–80% peripheral (left panel) to 0–10%
central (right panel) Pb–Pb collisions at √

sNN = 5.02 TeV. The RAA of prompt D+
s

mesons in the 10% most central Pb–Pb collisions at √
sNN = 5.02 TeV is superimposed

to that of prompt D+ mesons in the same centrality interval in the right panel.

from peripheral (60–80%) to central (0–10%) Pb–Pb collisions, while it is compatible
within the three centrality classes and with unity for pT < 3 GeV/c. The observed
suppression is maximal in the range 6 < pT < 10 GeV/c and reaches a factor of about 5
in central collisions. For the 0–10% and 30–50% centrality classes, the RAA rises steeply
with decreasing pT, while it increase slowly for pT > 10 GeV/c. For peripheral collisions it
remains nearly flat over the measured pT range. This strong suppression at intermediated
and high pT indicates that the charm quarks substantially interact with the constituents
of the QGP formed in Pb–Pb collisions losing energy.

The prompt D+
s -meson RAA in the 0–10% centrality class is similar to that of prompt

D+ mesons in the same centrality class for pT > 8 GeV/c, while it is higher for pT <
8 GeV/c, although the experimental points are still compatible within about one standard
deviation of the combined statistical and systematic uncertainties. Therefore, no strong
conclusion can be drawn on the predicted difference of the RAA of D mesons with and
without strange-quark content in presence of hadronisation via charm-quark coalescence
in the QGP.

The QpA of prompt D+ mesons is compatible with unity for all the centrality classes,
with a hint of suppression in the 1 < pT < 2 GeV/c interval and a hint of enhancement
in the 2 < pT < 10 GeV/c interval for the 0–10%, 10–20%, and 20–40% centrality classes.
The suppression at low pT is qualitatively expected from the nuclear modification of the
PDFs, in particular from the shadowing effect [179], which is the dominant effect at the
LHC energies because of the low values of Bjorken-x.

Figure 6.22 shows the QCP of prompt D+ mesons, computed using the pT-differential
corrected yields measured in the 0–10%, 10–20%, 20–40%, and 40–60% centrality classes
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Figure 6.21: QpA of prompt D+ mesons as a function of pT from 60–100% peripheral (top-
left panel) to central 0–10% (bottom-right panel) p–Pb collisions at √

sNN = 5.02 TeV.

as numerators and that in the 60–10% centrality class the denominator. The enhancement
in the 3 < pT < 10 GeV/c interval seems to be more evident thanks to the reduced
uncertainties with respect to those of the QpA measurement, however the uncertainty on
the normalisation still prevents us to draw a firm conclusion on the formation of a high
density final state.

6.6.1 Comparison to light-flavour hadrons

The comparison of the nuclear modification factors of open-charm mesons and light-
flavour hadrons in Pb–Pb collisions is an important ingredient for the study of the in-
medium energy loss properties, in particular for the quark-mass and colour charge de-
pendences.

In order to have a more precise estimation of the nuclear modification factor of open-
charm mesons without strange-quark content, the measurements of the D+-meson RAA
presented in this thesis were averaged with those of D0 and D∗+ mesons measured in the
same data sample, and hence same collision systems and centrality classes. The average
was computed by using the inverse of the squared sum of the relative statistical and
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Figure 6.22: QCP of prompt D+ mesons in p–Pb collisions at √
sNN = 5.02 TeV computed

using the pT-differential corrected yields measured in the 0–10%, 10–20%, 20–40%, and
40–60% centrality classes as numerators and that in the 60–100% centrality class as the
denominator.

uncorrelated systematic uncertainties as weights. This can be done since it was verified
that the measurements of the RAA of prompt D0, D+, and D∗+ mesons were compatible
within the experimental uncertainties, as shown in Fig. 6.23 for the measurements in
the 0–10% (left panel) and 60–80% (right panel) centrality classes of Pb–Pb collisions at√
sNN = 5.02 TeV performed with the 2015 data sample [3]. Moreover, the difference in

their mass of about 0.3% in case of D+ and D0 and 7.5% in case of D+ and D∗+ [13]
should however lead to a negligible effect.

In the top panels of Fig. 6.24, the average RAA of prompt D0, D+, and D∗+ mesons
in the 0–10%, 30–50%, and 60–80% centrality classes of Pb–Pb collisions at √

sNN =
5.02 TeV, measured with the 2015 data sample [3], is compared to that of charged par-
ticles [61], which is dominated by the contribution of charged pions, measured at the
same centre-of-mass energy and collision centralities. In the bottom panels of the same
Figure, the ratios between the prompt D-meson and charged-particle nuclear modifica-
tion factors is shown to provide a more quantitative estimation of the difference. In the
0–10% centrality class, the prompt D-meson RAA is higher than that of charged particles
of about two standard deviations, including both statistical and systematic uncertainties,
in all the pT intervals in the range 3 < pT < 8 GeV/c. The difference is reduced in the
30–50% centrality class and the ratio between the two RAA is close to unity in the 60–
80% centrality class. The RAA of prompt D mesons and charged particles is consistent for
pT > 8 GeV/c, where the mass of the quark is expected to be less relevant. The difference
at low pT however is not only due to the quark-mass and colour-charge dependences of
the in-medium energy loss, but also because of the harder fragmentation function and
harder pT distribution of charm quarks compared to those of light quarks as discussed
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Figure 6.23: Comparison between the RAA of prompt D0, D+ and D∗+ mesons in Pb–
Pb collisions at √

sNN = 5.02 TeV for the 0–10% (left panel) and 60–80% (right panel)
centrality classes. Figures taken from Ref. [3].
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Figure 6.24: Average RAA of prompt D0, D+, and D∗+ mesons compared to that of
charged particles in the 0–10% (left panel), 30–50% (middle panel), and 60–80% (right
panel) centrality classes of Pb–Pb collisions at √

sNN = 5.02 TeV. The bottom panels
show the ratio between the RAA of D mesons and that of charged particles. Figure taken
from Ref. [3].
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Figure 6.25: AverageQpA of prompt D0, D+, and D∗+ mesons compared to that of charged
particles in the 0–10% (top-left panel), 10–20% (top-middle panel), 20–40% (bottom-left
panel), 40–60% (bottom-middle panel), and 60–100% (bottom-right panel) centrality
classes of p–Pb collisions at √

sNN = 5.02 TeV. Figure taken from Ref. [2].

in Ref. [180], the different radial flow, and the possible hadronisation via recombination.
It has also to be considered the significant contribution to the charged-particle yield up
to pT ≈ 2 − 3 GeV/c of soft-production processes, which scales with the number of par-
ticipants instead of the number of binary nucleon–nucleon collisions, leading to a smaller
RAA of charged particles compared to that of D mesons.

For a more quantitative interpretation, the comparison between the measured RAA of
prompt D mesons and the model predictions is needed. This comparison will be discussed
in Chapter 7 together with the same comparison of the D-meson elliptic flow, to provide
a more complete view of the data interpretation.

Figures 6.25 and 6.26 show the comparison of the average prompt D-meson and
charged-particle QpA and QCP, respectively. A similar trend of the nuclear modification
factors of prompt D mesons and charged particles is observed in all the centrality classes
of p–Pb collisions. In particular, the same suppression of the QpA for pT < 2 GeV/c and
enhancement for 2 < pT < 10 GeV/c are observed. Thanks to the reduced uncertainties
achieved averaging the measurement of the three non-strange D-meson species, a signif-
icance of 3σ for a D-meson QCP larger than unity is achieved in the 20–40% centrality
class in the 2 < pT < 10 GeV/c range. Despite the effect seems to be milder in this
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Figure 6.26: Average QCP of prompt D0, D+, and D∗+ mesons compared to that
of charged particles in the 0–10% (top-left panel), 10–20% (top-right panel), 20–40%
(bottom-left panel), and 40–60% (bottom-right panel) centrality classes of p–Pb colli-
sions at √

sNN = 5.02 TeV. The yields measured in the 60–100% centrality class were
used for the denominator. Figure taken from Ref. [2].

centrality class compared to the more central ones, the significance is higher because of
the normalisation uncertainty, which is smaller for the 20–40% centrality class due to the
reduced separation between the centrality classes used in the calculation of the QCP.

6.6.2 Abundance of strange and non-strange D mesons

The measurement of the abundances of the different D-meson species in Pb–Pb and
p–Pb collisions relative to those measured in pp collisions can provide information about
the possible modification of the hadronisation mechanism.

The left panel of Fig. 6.27 shows the ratio of the pT-differential yields of prompt D+

and D0 mesons measured in the 0–10%, 20–40%, and 60-100% centrality classes of p–Pb
collisions and in the 0–10%, 30–50%, and 60–80% centrality classes of Pb–Pb collisions at√
sNN = 5.02 TeV, compared to the same quantity measured in pp collisions at the same

centre-of-mass energy. In the right panel of the same Figure, the pT-differential D+
s /D0

ratio in the 10% most central Pb–Pb collisions is compared to the same ratio measured
in pp collisions and reported in Sec. 5.7. The pT-differential corrected yields of prompt
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Figure 6.27: Left: D+/D0 pT-differential yield ratios in the 0–10%, 20–40%, and 60–100%
centrality classes of p–Pb collisions at √

sNN = 5.02 TeV and in the 0–10%, 30–50%, and
60–100% centrality classes of Pb–Pb collisions at √

sNN = 5.02 TeV, compared to the
same quantity measured in pp collisions at

√
s = 5.02 TeV taken from Ref. [1]. Right:

D+
s /D0 pT-differential yield (cross-section) ratios measured in Pb–Pb (pp) collisions at√
sNN(

√
s) = 5.02 TeV.

D0 mesons were measured using the same data samples adopted for D+ mesons in this
thesis [2, 3]. As for pp collisions (see Sec. 5.7), the systematic uncertainties on the BR,
raw-yield extraction, and selection efficiency were propagated as uncorrelated among the
different species, while the other sources as fully correlated.

The pT-differential D+/D0 corrected-yield ratios are compatible in each centrality
class and collision system considered, indicating no significance modification of the D0

and D+ relative abundances.
On the contrary, for the abundance of prompt D+

s mesons relative to that of prompt
D0 mesons a hint of difference is observed between the measurements in Pb–Pb and pp
collisions. The pT-differential D+

s /D0 ratio was found to be higher in Pb–Pb collisions
with respect to pp collisions of about 1.5σ − 2σ for 3 < pT < 8 − 10 GeV/c, while
compatible within less than 1σ for pT > 10 GeV/c. Albeit the current precision does
not allow for a firm conclusion, the observation of a higher D+

s /D0 ratio at intermediate
pT in Pb–Pb collisions compared to pp collisions is consistent with a scenario of charm-
quark coalescence in a strangeness-rich medium. A preliminary measurement by the
STAR Collaboration in Au–Au collisions at √

sNN = 200 GeV/c seem to indicate a similar
enhancement [181]. Moreover, the low-intermediate pT D+

s /D0 ratio is compatible with
the pT-integrated value predicted by the statistical-hadronisation model (SHM) in the
grand-canonical ensamble [182].

Figure 6.28 the pT-differential double ratio of D+
s /D0 ratio measured in the 10% most

central Pb–Pb collisions and that measured in pp collision compared to the predictions
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Figure 6.28: Double ratio of pT-differential D+
s /D0 ratios measured in the 10% most

central Pb–Pb and pp collisions at √
sNN(

√
s) = 5.02 TeV compared to the tamu [170],

catania [115], and phsd [178] model predictions.

provided by the tamu [170], catania [115], and phsd [178] models. An increase of the
D+

s abundance relative to the non-strange D mesons is expected in the three models
for pT < 8 − 10 GeV/c, while it decreases for higher pT, going down to the pp value
for the catania and phsd models. This enhancement is due to the hadronisation via
coalescence in the QGP and the different interaction cross section of D mesons with and
without strange-quark content in the hadronic phase of the system. The effect predicted
by the catania and phsd models is similar and of the order of 20%, while it is larger for
the tamu model, which predicts and enhancement reaching a factor 2 around 4 GeV/c,
similarly to what observed for the central values of the current measurement.
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Chapter 7

D+ elliptic flow in Pb–Pb
collisions at √

sNN = 5.02 TeV

In this Chapter, the measurement of the elliptic flow coefficient v2 of prompt D+

mesons in mid-central Pb–Pb collisions at √
sNN = 5.02 TeV is discussed. The analysis was

performed with the event-plane (EP) method [183] in the 10–30% and 30–50% centrality
classes using the sample of MB Pb–Pb collisions collected in 2015 (see Sec 4.1.1), and
it was published in Ref. [4] and in Ref. [5]. The number of analysed events was in this
case 20.7 × 106 for each centrality class. The measurement was then improved in the
30–50% centrality class exploiting the sample of Pb–Pb collisions collected in 2018 with
the semi-central trigger (see Sec 4.1.1 for details), consisting of 76.7 × 106 events. In
this case, the scalar-product (SP) method [184] was adopted and the measurement was
approved as preliminary result by the ALICE Collaboration.

7.1 Methods for the measurement of the anisotropic flow

The azimuthal anisotropy in the particle-momentum space is typically expressed in
terms of Fourier decomposition with respect to the initial-state symmetry plane angles for
the nth-harmonic Ψn (see Sec. 1.4.5). The Ψn angles are not experimentally accessible but
they can be estimated event-by-event via the measurement of the nth-harmonic event-
plane angle ψn that is built from the so called flow vectors QQQn. The QQQn-vectors are
computed using the measured azimuthal angles of particles produced in the event as

QQQn =
M∑︂

k=1
wke

inφk , (7.1)

where the sum runs over all reconstructed tracks in case of the TPC, or segments of
detectors with azimuthal segmentation like the V0, PMD or FMD detectors. The angle φk

is the azimuthal emission angle of the particle or the azimuthal coordinate of the detector
element k, respectively. For track-based QQQn vectors, the weights wk can be unity or a
function of φ or pT, that can be useful to correct for a possible non-uniform acceptance of
the detector or to enhance the contribution of particles with large anisotropy, improving
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the resolution on ψn. For segmented detectors wk is the amplitude of the signal measured
in the kth sector. TheQQQn vectors are the basic quantity both for the EP and SP methods,
which are described in the following sections.

7.1.1 Event-plane method

The EP method relies on the computation of the nth-harmonic event-plane angles ψn

from the Qn,x and Qn,y components of the QQQn vectors:

ψn = 1
n

tan−1
(︃
Qn,y

Qn,x

)︃
. (7.2)

The vn coefficients can be then expressed as

vn{EP} = 1
Rn

⟨cos[n(φ− ψn)]⟩. (7.3)

Rn is the event-plane resolution that takes into account the difference between true
plane defined by the position of the participant nucleons in the initial-state geometry and
the event plane estimated from final-state particles. The brackets indicate an average
over all the particles and all the events, and φ is the azimuthal angle of the particles.
The Rn resolution depends on the root square of the multiplicity of particles used to
estimate ψn and on the strength of the average flow for the harmonic n [183]. It assumes
zero values in case of a poor reconstruction of ψn and it is equal to unity for a perfect
reconstruction of ψn. If the full event can be divided into two independent sub-events
A and B, with corresponding event-plane angles ψA

n and ψB
n , with same multiplicity and

rapidity coverage, the event-plane resolution for each sub-event can be expressed as

Rn =
√︂

⟨cos[n(ψA
n − ψB

n )]⟩. (7.4)

If it is not possible to split the event in two sub-events with the same multiplicity and
rapidity coverage, a method based on three event-plane estimates (A, B, C) is used. In
this case, the event-plane resolution of the sub-event A can be obtained as

Rn =
√︄

⟨cos[n(ψA
n − ψB

n )]⟩⟨cos[n(ψA
n − ψC

n )]⟩
⟨cos[n(ψB

n − ψC
n )]⟩ . (7.5)

7.1.2 Scalar-product method

The SP method does not depend on the explicit calculation of the event-plane angle,
but it provides the vn coefficients directly from the correlation of the particle of interest
with the QQQn-vectors [184]. In particular, with the SP method, the vn can be computed
as

vn{SP} =
⟨uuun,D · QQQ∗

n,A
MA

⟩⌜⃓⃓⃓
⎷ ⟨

QQQn,A
MA

·
QQQ∗

n,B
MB

⟩⟨
QQQn,A
MA

·
QQQ∗

n,C
MC

⟩

⟨
QQQn,B
MB

·
QQQ∗

n,C
MC

⟩

, (7.6)
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where uuun,D = einφD is the D-meson unitary vector, φD the azimuthal angle of the D meson,
QQQi

n the nth-harmonic flow vector for the sub-event i, and M i the particle multiplicity in
the corresponding sub-event. In case of segmented detectors M i is the sum of the wk

weights defined in Eq. 7.1. The denominator in Eq. 7.6 is the analogue of the Rn factor
in the EP method (see Eq. 7.5), and therefore it will be addressed as scalar-product
resolution in the following.

7.2 QQQn-vector calibration

The detectors used in this Thesis to compute the QQQ2-vectors for the measurement of
the D+-meson v2 are the TPC and V0 detectors. In particular, six different sub-events
were defined using:

1. amplitudes in the V0A detector (2.8 < η < 5.1)

2. amplitudes in the V0C detector (−3.7 < η < −1.7)

3. amplitudes in the V0A and V0C detectors (V0M, 2.8 < η < 5.1 ∪ −3.7 < η < −1.7)

4. tracks of charged particles reconstructed in the full TPC volume (|η| < 0.8)

5. tracks of charged particles reconstructed in the TPC semi-volume with positive
pseudorapidity (0 < η < 0.8)

6. tracks of charged particles reconstructed in the TPC semi-volume with negative
pseudorapidity (−0.8 < η < 0).

Since there are no preferred orientations of the symmetry planes, the distribution
of the event-plane angle ψ2, and consequently the event-averaged φ-distribution of the
emitted particles, are expected to be uniform. However, the measured ψ2-distribution
typically shows a modulation due to detector inefficiencies in the azimuthal direction,
which could induce false correlations and bias the final results. Therefore, the QQQ2-vectors
were corrected for the non-uniform acceptance of the detectors used to compute them.

For the V0 detectors a gain equalisation of each channel was applied to correct the
raw amplitudes Mi,j :

M corr
i,j = Mi,j/⟨Mi,j⟩ ·M, (7.7)

where ⟨Mi,j⟩ is the average amplitude for the channel corresponding to the ith azimuthal
sector and the jth radial ring of the detector over all the events, and M is a gain factor
fixed to the multiplicity of the first sector from each ring. In addition, a re-centering
procedure was applied to the QQQ2 vectors, in order to obtain the distributions of the Q2,x

and Q2,y components centred at zero:

Qrec
2,x = Q2,x − ⟨Q2,x⟩

Qrec
2,y = Q2,y − ⟨Q2,y⟩.

(7.8)

These corrections were applied on a run-by-run basis as a function of the collision cen-
trality and the interaction-vertex position along the z direction.
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Figure 7.1: φ-distribution of TPC tracks before (left panel) and after (right panel) the
correction for the non-uniform acceptance of the TPC detector.

For the TPC-based sub-events the correction was applied in terms of per-track weight
wk (see Eq. 7.1). The weights were computed run-by-run in intervals of collision centrality
from the φ distribution of the tracks, as the ratio between the average number of tracks
over φ (⟨N⟩) and the value of the measured distribution in the ith φ bin (N i):

wi
k = ⟨N⟩/N i. (7.9)

In Fig. 7.1 the azimuthal distribution of TPC tracks with 0 < η < 0.8 and −0.8 < η < 0
in the 30–40% centrality class for one run of the Pb–Pb sample collected in 2018 is shown
before and after the weighting correction as an example.

To test the goodness of the calibrations, the flatness of the event-plane-angle distri-
bution was checked and it was found to be flat within 0.1% for the TPC-based ψ2 angles
and 2–3% for the V0-based ψ2 angles, as shown in Fig. 7.2 for the 30–50% centrality
class. The effect on the v2 measurement of the remaining miscalibration was evaluated
as explained in Sec. 7.6.3.

7.3 Sub-event configuration and EP (SP) resolution

The sub-event configurations for the analyses of the 2015 and 2018 data samples are
summarised in Table 7.1. In both cases, a pseudorapidity gap of more than 0.9 units
(|∆η| > 0.9) between the interval of the measurement of D+ mesons (|η| < 0.8) and that
of the particles used to compute the main QQQ2-vectors (−3.7 < η < −1.7 in case of V0C
detector, and −3.7 < η < −1.7 ∪ 2.8 < η < 5.1 in case of VOM) ensures the suppression
of the contribution of unwanted non-flow correlations to the v2 measurement. Non-flow
correlations are correlations among the emission angles of the particles not induced by
the collective expansion of the system, but rather by jet production and particle decays.
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Figure 7.2: Second-harmonic event-plane angle distributions obtained using TPC tracks
and V0 signals before and after the QQQ2-vector calibration for Pb–Pb collisions at √

sNN =
5.02 TeV in the 30–50% centrality class.

On the one hand, the combination of V0A and V0C detectors provides a slightly
higher resolution R2 than the V0C detector only. On the other hand, in case of the
configuration with the full V0 detector, the null pseudorapidity gap between the two
sub-events defined by tracks in the two semi-volumes of the TPC detector can induce a
small bias in the estimation of R2 owing to the possible non-flow correlations. In the
left panel of Fig. 7.3 the R2 factors for the V0C and V0M estimators of the event plane
is shown as a function of the centrality percentile, for the two Pb–Pb samples analysed.
The R2 factor increases from central to mid-central collisions because of the increase of
the average eccentricity of the events, while its decrease towards more peripheral (50%)
collisions is mainly due to the decrease of the particle multiplicity. The values of R2 for
the two detector configurations obtained with the 2015 and 2018 data samples are similar,
indicating similar detector conditions during the two periods of data taking. The right
panel of Fig. 7.3 shows the SP resolution (denominator of Eq. 7.6) as a function of the

Year Main sub-event A Sub-event B Sub-event C

2015 V0A+V0C signals TPC tracks 0 < η < 0.8 TPC tracks −0.8 < η < 0
2018 V0C signals V0A signals TPC tracks |η| < 0.8

Table 7.1: Summary table of sub-events used to measure the QQQ2-vectors.
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Figure 7.3: Left: event-plane resolution R2 of V0C and full V0 detectors as a function of
the collision centrality for the two data samples of Pb–Pb collisions at √

sNN = 5.02 TeV
analysed. Right: scalar-product resolution of the V0C detector as a function of the
collision centrality for the sample of semi-central Pb–Pb collisions at √

sNN = 5.02 TeV
collected in 2018.

collision centrality in the 30–50% centrality class. The SP resolution in this centrality
interval has a milder centrality dependence compared to R2 and the opposite trend, i.e.
it increases from more central to more peripheral events.

The corresponding values of EP and SP resolutions for the events integrated in the
centrality classes of the analyses are summarised in Table 7.2.

Method Year Centrality class Detector Resolution

EP

2015 10–30% V0M 0.8223 ± 0.0001
2015 30–50% V0M 0.7708 ± 0.0001
2018 30–50% V0M 0.7733 ± 0.0001
2015 10–30% V0C 0.7669 ± 0.0001
2015 30–50% V0C 0.7077 ± 0.0001
2018 30–50% V0C 0.7113 ± 0.0001

SP 2018 30–50% V0C 0.04391 ± 0.0001

Table 7.2: Event-plane and scalar-product resolutions of V0C and full V0 detectors in
the 10–30% and 30–50% centrality classes for the two data samples of Pb–Pb collisions
at √

sNN = 5.02 TeV analysed. Only the statistical uncertainty is reported.
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pT (GeV/c) [2,3] [3,4] [4,5] [5,6] [6,7] [7,8] [8,10] [10,12] [12,16] [16,24] [24,36]

10 − 30%

L (µm) > - 1200 1300 1400 1400 1400 1400 1400 1500 1500 -
Lxy/σxy > - 13 12 12 12 12 10 10 10 10 -
σvertex (µm) < - 200 200 200 200 200 220 220 220 220 -
cos θp > - 0.997 0.997 0.997 0.997 0.997 0.992 0.992 0.992 0.990 -
cos θxy

p > - 0.998 0.997 0.997 0.997 0.997 0.992 0.992 0.992 0.990 -
|dxy

0 | (µm) < - 60 60 60 60 60 60 60 60 60 -
|Dxy

0 | < - 1.5 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 -

30 − 50%

L (µm) > 800 1000 1000 1000 1200 1200 1200 1200 1200 1400 1400
Lxy/σxy > 12 12 12 12 10 10 10 9 9 8 8
σvertex (µm) < 200 220 220 220 220 220 240 240 240 240 340
cos θp > 0.996 0.996 0.995 0.995 0.995 0.995 0.990 0.990 0.990 0.980 0.970
cos θxy

p > 0.996 0.996 0.995 0.995 0.995 0.995 0.990 0.990 0.990 0.980 0.970
|dxy

0 | (µm) < 80 60 60 60 60 60 60 60 60 60 60
|Dxy

0 | < 1.5 1.5 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.5 2.5

Table 7.3: Topological and kinematical selections applied to the D+ candidates in Pb–Pb
collisions at √

sNN = 5.02 TeV for the measurement of the v2 in the 10–30% and 30–50%
centrality classes.

7.4 D+-meson v2 extraction

In this Section the selection criteria used to selected D+ candidates in the v2 analysis
aimed at improving the signal-to-background and the statistical significance of the mea-
surement are presented. In addition, the techniques used to extract the v2 coefficient of
D+ mesons with the EP and SP methods are discussed.

7.4.1 D+-meson topological and kinematical selections

The selections of D+ candidates were tuned with a strategy similar to the one de-
scribed in Sec. 5.1 and Sec. 6.1. The topological and kinematical selection criteria applied
in the pT intervals of the measurements for two centrality classes are reported in Table 7.3.
Tighter selection criteria were applied in the 10–30% centrality class to reduce the larger
combinatorial background arising from the larger charged-particle multiplicity in the 10–
30% centrality class compared to that in the 30–50% centrality class. In addition to the
topological selections, also the conservative PID selection strategy (see Sec. 4.2.4) was
applied to the decay tracks to further reduce the combinatorial background. The same
selection criteria were adopted for the analysis of the samples collected in 2015 and 2018.
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7.4.2 D+-meson v2 extraction with the EP method

The simplest technique to measure the vn coefficient of D+ mesons with the EP
method is the extraction of the signal from the invariant-mass distributions of the candi-
dates in intervals of ∆φ = φD −ψn, where φD is the azimuthal angle of the reconstructed
D+ meson. The resulting distribution of signal yield as a function of φ can be then fitted
with the functional form

dN(D+)
d∆φ = k · [1 + nvnRn cos(n∆φ)], (7.10)

where k is a normalisation constant.
In case of relatively rare observables, e.g. D mesons, it could be however not conve-

nient to extract the signal in several ∆φ bins; in this case, an alternative method that
requires the extraction of the signal in only two ∆φ intervals, namely in-plane and out-of-
plane, could be adopted. The in-plane and out-of-plane intervals depend on the harmonic
and, for example, for the 2nd harmonic are

(︃
− π

4 ,
π
4

]︃
∪
(︃

3π
4 ,

5π
4

]︃
and

(︃
π
4 ,

3π
4

]︃
∪
(︃

5π
4 ,

7π
4

]︃
,

respectively. The in-plane and out-of-plane yields (Nin-plane, Nout-of-plane) of D+ mesons
can be the calculated from Eq. 7.10:

Nin-plane = k

∫︂
in-plane

(1 + nvnRn cos(n∆φ))d∆φ = k′(π + n2vnRn)

Nout-of-plane = k

∫︂
out-of-plane

(1 + nvnRn cos(n∆φ))d∆φ = k′(π − n2vnRn)
(7.11)

Therefore, the vn coefficient can be expressed as

vn{EP} = π

n2
1

Rn

Nin-plane −Nout-of-plane
Nin-plane +Nout-of-plane

. (7.12)

However, harmonics different from the nth can contribute to the anisotropy between
the in-plane and out-of-plane regions, introducing a bias in the vn measurement. In
the case of the v2 coefficient, the v4 and v8 coefficients, as well as the odd harmonics,
induce the same average contribution in the in-plane and out-of-plane yields, leading
to an overall null contribution. The sixth and tenth harmonics instead do not cancel
completely causing a small bias, that is however negligible owing to the measurement of
the v6 and v10 coefficients for light hadrons, which are significantly smaller compared to
the v2 coefficient [185].

Since the event-plane angle is uniformly distributed between 0 and 2π, the reconstruc-
tion efficiency of D+ mesons is not expected to depend on ∆φ, except for the possible
effect of the different local multiplicity of charged particles in-plane and out-of-plane.
However, in Ref. [186] it was verified that the difference in the efficiency introduced by
the local charged-particles multiplicity is negligible, and therefore the raw yields of D+

mesons can be directly used in Eq. 7.12 without applying any efficiency correction.
The in-plane and out-of-plane raw yields for the second-harmonic coefficient v2 were

extracted via fits to the invariant-mass distributions of D+ candidates obtained in the
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Figure 7.4: Fits to the in-plane and out-of-plane invariant-mass distributions of D+-
meson candidates in the intervals 3 < pT < 4 GeV/c, 5 < pT < 6 GeV/c, and 16 < pT <
24 GeV/c obtained with the sample of Pb–Pb collisions at √

sNN = 5.02 TeV collected in
2015 in the 10–30% (top panels) and 30–50% (bottom panels) centrality classes. The solid
and the dotted curves represent the total and the combinatorial-background fit functions,
respectively.

corresponding ∆φ interval. Figure 7.4 shows the fits to the in-plane (in blue) and out-
of-plane (in red) invariant-mass distributions of D+ candidates in the intervals 3 < pT <
4 GeV/c, 5 < pT < 6 GeV/c, and 16 < pT < 24 GeV/c obtained with the sample of Pb–
Pb collisions collected in 2015, in the 10–30% (top panels) and 30–50% (bottom panels)
centrality classes. The same function, composed of a Gaussian term to describe the signal
and an exponential term for the combinatorial background, was utilised both to describe
the in-plane and the out-of-plane distributions. The function parameters were let free in
the two functions, except for the Gaussian width, which was fixed to the value extracted
from the φ-integrated sample, since the invariant-mass resolution was not expected to
depend on ∆φ. This assumption was verified by repeating the fits leaving the Gaussian
width as a free parameter and comparing the values obtained from the in-plane and out-
of-plane distributions. Figure 7.4 shows the comparison of the Gaussian width (left panel)
and mean (right panel) extracted in the two ∆φ regions. The Gaussian width was found

135



7 – D+ elliptic flow in Pb–Pb collisions at √
sNN = 5.02 TeV

4 6 8 10 12 14 16 18 20 22 24
)c (GeV/

T
p

0

5

10

15

20

25

30)2 c
 (M

eV
/

σ
Pe

ak
 w

id
th

 

In-plane
Out-of-plane

-integratedϕ
PDG world average

This Thesis

4 6 8 10 12 14 16 18 20 22 24
)c (GeV/

T
p

1.862

1.864

1.866

1.868

1.870

1.872

1.874

1.876

1.878

1.880

)2 c
 (G

eV
/

µ
Pe

ak
 p

os
iti

on
 

 = 5.02 TeVNNsPb, −30% Pb−10
+π+π− K→ +D

and charge conj.

Figure 7.5: Left: Gaussian width extracted from the fits to the in-plane, out-of-plane,
and φ-integrated invariant-mass distributions of D+ candidates. Right: Gaussian mean
extracted from the fits to the in-plane and out-of-plane invariant-mass distributions of
D+ candidates compared to the world-average value from the PDG [13].

to be compatible within one standard deviation in the full pT range of the measurement,
except for the interval 7 < pT < 8 GeV/c, where the two values differ of about 3σ, likely
due to a statistical fluctuation.

7.4.3 D+-meson v2 extraction with the SP method

Since the sample of selected D+ candidates includes both signal and background,
it is not possible to directly extract the vn of D+ mesons with the SP method using
Eq. 7.6. Hence, the average vn is evaluated in narrow intervals of invariant mass (M), and
expressed as a weighted average of the vn of the signal (vsig

n ) and that of the background
(vbkg

n ):
vn(M) = S(M)

S(M) +B(M) · vsig
n + B(M)

S(M) +B(M) · vbkg
n (M), (7.13)

where the weights are given by the relative fraction of signal (S) and background (B)
in the invariant-mass interval considered. The vn of the background can depend on the
invariant-mass and therefore it is usually defined as a function of M .

The v2 of D+ mesons was then extracted via a simultaneous fit of the invariant-mass
and the v2(M) distributions of D+ candidates. Figure 7.6 shows the simultaneous fits for
D+ candidates in six pT intervals of the analysis in the 30–50% centrality class obtained
from the Pb–Pb sample collected in 2018. The top panels show the fits to the invariant-
mass distributions, while the bottom ones to the v2 as a function of the invariant-mass.
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Figure 7.6: Simultaneous fits to the invariant-mass and v2 vs. invariant-mass distributions
of D+-meson candidates in six pT intervals of the analysis obtained with the sample of
Pb–Pb collisions at √

sNN = 5.02 TeV collected in 2018. The solid-red and the dotted-blue
curves represent the total and the combinatorial-background fit functions, respectively.
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Figure 7.7: D+-meson v2 measured with the SP and EP methods using the sample of
Pb–Pb collisions at √

sNN = 5.02 TeV collected in 2018 (left panel) and their absolute
statistical uncertainty (right panel).

For the v2(M) distributions a wider binning was used in the side-band regions of the
invariant-mass distributions to reduce statistical fluctuations in regions where the number
of candidates is small. The fit function adopted for the invariant-mass distribution is the
same as the one used for the in-plane and out-of-plane fits (see Sec. 7.4.2), while for
the v2(M) distribution, the function reported in Eq. 7.13 was used, where vbkg

2 was
parametrised with a linear function of the invariant mass.

As additional cross check, the v2 coefficient of D+ mesons measured with the SP
method was compared with the one measured with the EP method in the same Pb–Pb
data sample. The two results were found to be in agreement, as shown in the left panel
of Fig. 7.7. In the right panel of the same Figure, the absolute statistical uncertainties
obtained with the two methods are also compared. The uncertainty obtained with the
SP method is systematically lower of about 10-15%.

7.5 Correction for the fraction of prompt D+ mesons

The sample of D+ candidates used to measure the v2 contains both prompt and
feed-down D+ mesons. Since the v2 of charm and beauty hadrons is expected to be
different [187–190], a correction for the fraction of prompt D+ in the selected sample has
to be applied. For this purpose, the measured D+-meson elliptic flow vmeas

2 was written
as a weighted average of the prompt (vprompt

2 ) and feed-down (vfeed-down
2 ) contributions:

vmeas
2 = fprompt · vprompt

2 + (1 − fprompt) · vfeed-down
2 (7.14)

The weight fprompt in the above formula is the fraction of prompt D+ mesons in the sample
of selected D+ candidates estimated using (i) the beauty-hadron cross section obtained
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Figure 7.8: Left: fraction of prompt D+ in the raw yield estimated with the theory-driven
method discussed in Sec. 6.3.3. Right: comparison between the measured D+-meson
v2{SP} and the one corrected for fprompt as a function of pT. The empty boxes represent
the systematic uncertainty associated to procedure adopted the feed-down subtraction.

from fonll calculations [79, 80] and the beauty-hadron → D + X decay kinematics from
the EvtGen package [154], (ii) the acceptance and reconstruction efficiency of feed-down
D+ mesons from the MC simulation (see Sec. 6.3.2), and (iii) an assumption on the
RAA of feed-down D+ mesons, as explained in Sec. 6.3.3. As for the measurement of
the D+-meson RAA, the RAA of feed-down D+ mesons was assumed to be Rfeed-down

AA =
2Rprompt

AA for 3 < pT < 24 GeV/c and Rfeed-down
AA = 1.5Rprompt

AA in the remaining pT
intervals. This hypothesis was varied in the ranges 1 < Rfeed-down

AA /Rprompt
AA < 2 and

1 < Rfeed-down
AA /Rprompt

AA < 3 for the two pT intervals, respectively, as for the RAA analysis
(see Sec. 6.4.7). The fraction of prompt D+ mesons in the 30–50% centrality class obtained
with the sample of semi-central Pb–Pb collisions collected in 2018 is shown in the left
panel of Fig. 7.8.

An additional assumption was then needed for the v2 of feed-down D+ mesons, which
was not measured. Considering that the available models [187–190] and the measurement
of the non-prompt J/ψ-meson v2 performed by the CMS Collaboration in Pb–Pb collisions
at √

sNN = 2.76 TeV [106] indicate that 0 < vfeed-down
2 < vprompt

2 , the v2 of feed-down D+

mesons was assumed to be vfeed-down
2 = vprompt

2 /2. Therefore, the v2 of prompt D+ mesons
can be obtained from the measured v2 by inverting Eq. 7.14:

vprompt
2 = 2vmeas

2
1 + fprompt

. (7.15)

In order to estimate a systematic uncertainty on this procedure, the probability dis-
tribution of vfeed-down

2 was assumed to be uniform between 0 and vprompt
2 . Therefore, the
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uncertainty associated to vfeed-down
2 was evaluated as the standard deviation of a uni-

form distribution, which in this case corresponds to vprompt
2 /

√
12. Finally, the systematic

uncertainty on vprompt
2 arising from the subtraction of the feed-down contribution was

computed as the envelope of the uncertainties on vfeed-down
2 and fprompt (see Sec. 6.4.7).

The right panel of Fig. 7.8 shows the comparison between the measured D+-meson v2{SP}
in the 30–50% centrality class and the same quantity corrected for the fraction of prompt
D+ mesons. The v2 of prompt D+ mesons obtained with this procedure results to be
5%-10% higher than the measured v2 and the systematic uncertainties associated to this
correction ranges from 0.001 to 0.015, depending on the centrality class and the pT.

7.6 Systematic uncertainties

In this Section, the sources of systematic uncertainties considered for the measurement
of the D+ v2 are presented. They include (i) the fitting procedure adopted to extract of
the inclusive D+ v2, (ii) the determination of the EP (SP) resolution, (iii) the residual
miscalibration of the QQQ2-vectors, and (iv) the subtraction of the feed-down contribution,
which was described in Sec. 7.5.

7.6.1 Fitting procedure

The systematic uncertainty on the fitting procedure adopted to extract the D+-meson
v2 was evaluated both for the EP and the SP methods with a multi-trial approach.

In the case of the EP method, the in-plane and out-of-plane fits were repeated several
times with different fit configurations. The background fit function (linear, parabolic,
and exponential) and the lower and upper limits of the fit range were varied coherently
in the in-plane and out-of-plane fits. The invariant-mass bin width was also varied to
cross-check that the value chosen for the central result did not introduce any bias in the
measurement. This procedure was performed with the Gaussian width fixed to the value
obtained from the φ-integrated invariant-mass distributions. In addition, the result was
compared with the one obtained by leaving the Gaussian width as free parameter in the
fits and by using the bin-counting method explained in Sec. 5.6.1 for the extraction of
the raw yields.

For the SP method, the same fit configurations defined for the EP method were
tested. In addition, the simultaneous fits to the v2 and the invariant-mass distributions
were repeated using a linear and a parabolic function to describe the v2 of the background.
The Gaussian width of the D+ peak was always left as a free parameter in the fit, and
the bin-counting method could not be applied.

For each trial the D+-meson v2 was extracted and the residual with respect to the
central value (∆v2 = v2 −vref

2 ) was computed. The trials in which at least one fit had a re-
duced χ2 larger than 2 were rejected. The absolute systematic uncertainty was evaluated
considering the RMS and the shift from zero of the ∆v2 distributions obtained from the
multi-trial study. The left panel of Fig. 7.9 shows an example of ∆v2{SP} distribution
obtained with the sample of semi-central Pb–Pb collisions at √

sNN = 5.02 TeV collected
in 2018, for D+ mesons with 3 < pT < 4 GeV/c. The distributions corresponding to
the trials with vbkg

2 parametrised with a linear and parabolic functions depicted in blue
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Figure 7.9: Left: distributions of v2{SP} residuals obtained with the multi-trial study
performed on the sample of semi-central Pb–Pb collisions at √

sNN = 5.02 TeV collected
in 2018 for the trials with the vbkg

2 (M) parametrised with a first-order polynomial (blue),
second-order polynomial (red), and for all the trials (black) in the interval 3 < pT <
4 GeV/c. Right: mean ± RMS of the residual distributions as a function of pT. The blue
band represents the assigned systematic uncertainty.

and red, respectively, are superimposed to the distribution of all the trials depicted in
black. The distribution for the trials with the parabolic function has a larger tail towards
negative values, which causes a systematic shifts the mean value of the total distribution.
The same behaviour was observed for most of the pT intervals of the analysis, as reported
in the right panel of Fig. 7.9, where the mean of the residual distributions is shown as
a function of pT. The vertical bars represent the RMS of the distributions, while the
blue band the assigned absolute systematic uncertainty, which ranges from 0.008 to 0.028
depending on pT.

The values obtained for the SP method was compared to those obtained with the
EP method using the same Pb–Pb sample, in order to avoid differences due to statis-
tical fluctuations and not due to the method itself. The left panel of Fig. 7.10 shows
the residuals distributions for the trials withGaussian width of D+ candidates in-plane
and out-of-plane fixed to the values obtained from the φ-integrated fits (blue), as free
parameters (red), and by extracting the in-plane and out-of-plane raw yields with a bin-
counting method (green). In the right panel of the same Figure, the mean ± RMS of
each distribution are compared to those obtained for the SP method as a function of pT.
The values obtained with the Gaussian width fixed in the in-plane and out-of-plane fits
are similar to those obtained with the SP method, while a less stable fit result is obtained
in case of widths as free parameters in the fits or in case of the bin-counting method, due
to the introduction of more degrees of freedom.
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to that obtained for the SP method.

7.6.2 EP and SP resolutions

The systematic uncertainty on the EP and SP resolutions include two sources. The
first one is due to the centrality dependence of the EP or SP resolution within the rela-
tively wide centrality interval of the analysis, while the second one is due to the possible
non-flow correlations among the sub-events used to compute the resolution.

The first contribution was estimated by computing the (EP) SP resolution as an
average of the resolutions obtained in narrower centrality intervals, weighted by the D+-
meson raw yields measured in the corresponding centrality intervals. The left panel of
Fig. 7.11 shows the SP resolution (black full circles) and the D+-meson raw yields (red
open circles) obtained with the sample of semi-central Pb–Pb collisions collected in 2018
as a function of the collision centrality. It is clear from this Figure that the yield of D+

mesons used to measure the v2 is maximum for more central events, for which the SP
resolution is minimum. Therefore, a systematic of 0.5% was assigned based on the relative
difference of the SP resolution obtained with the weighted average to the one obtained
considering all the events in the 30–50% centrality class. The same procedure was applied
for the EP resolution, for which a 1% uncertainty was evaluated in both the 10–30% and
30–50% centrality classes, owing to the more pronounced centrality dependence of the
EP resolution compared to the SP resolution.
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Figure 7.11: Left: SP resolution (black full circles) and D+-meson raw yields (red open
circles) obtained with the sample of semi-central Pb–Pb collisions collected in 2018 as
a function of the collision centrality. Right: ratio of EP resolution of the V0 detector
obtained with the pseudorapidity gaps between the TPC-based sub-events compared to
the one default one (Rref

2 ).

The contribution to the systematic uncertainty due to the possible non-flow corre-
lations among the sub-events used for the EP resolution was estimated by varying the
sub-events based on TPC tracks used to compute the R2 of the V0 detector (see Sec. 7.3).
In particular, a pseudorapidiy gap of |∆η| = 0.2 and |∆η| = 0.4 was introduced between
the sub-events defined with the tracks measured in the two semi-volumes of the TPC,
in contrast to the |∆η| = 0 gap between the default TPC sub-events. In addition, in
case of |∆η| = 0.4 the QQQ2-vectors of the TPC sub-events were also computed using the
inverse of the track pT as weight (see Eq. 7.1). The ratios between the V0 EP resolution
obtained with the alternative sub-events and the default one (Rref

2 ) are shown in the
right panel of Fig. 7.11. The V0 EP resolution increases of about 1% when enlarging
the pseudorapidity gap and applying the pT weights to the QQQ2-vectors up to about 1%,
almost independently of the collision centrality. Therefore, an additional 1% systematic
uncertainty was assigned both to the 10–30% and 30–50% centrality classes to account
for possible non-flow correlations among the different sub-events. For the analysis with
the SP method no systematic uncertainty was assigned, because of the different sub-event
configuration adopted (see Sec. 7.3) which ensures a |∆η| > 0.9 among all the sub-events,
implying the suppression of the non-flow correlations.

7.6.3 Residual miscalibration of the QQQ2-vectors

As discussed in Sec. 7.2, the residual miscalibration in the correction of the non-
uniform acceptance of the detectors can induce a systematic bias due to false correlations.
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Figure 7.12: Left: fits to the ψ2 distribution obtained with the V0 detector performed to
extract ⟨cos(2ψ2)⟩ and ⟨sin(2ψ2)⟩. Right: simultaneous fit of ⟨cos(2φD)⟩ as a function of
the invariant-mass and the invariant-mass distribution of D+ candidates with 3 < pT <
4 GeV/c in the 10–30% centrality class obtained using the sample of Pb–Pb collisions
collected in 2015.

In particular, considering the expression of the v2 with the EP method of Eq. 7.3, and
that cos(2∆φ) can be decomposed in terms of the azimuthal angle φD and the EP angle
ψV0

2 ,

cos(2∆φ) = cos[2(φD − ψV0
2 )] = cos(2φD) cos(2ψV0

2 ) + sin(2φD) sin(2ψV0
2 ), (7.16)

a non-zero product of ⟨cos(sin)(2φD)⟩ and ⟨cos(sin)(2ψV0
2 )⟩, would lead to a bias in the

D+-meson v2 measurement. Therefore, the ⟨cos(2ψV0
2 )⟩ and ⟨sin(2ψV0

2 )⟩ factors have been
extracted by fitting the event-plane distributions with the functions

f(ψV0
2 ) = N(1 + p0 · cos(2ψV0

2 ))
f ′(ψV0

2 ) = N ′(1 + p1 · sin(2ψV0
2 )),

(7.17)

where N and N ′ are normalisation factors, while p0 = ⟨cos(2ψV0
2 )⟩ and p1 = ⟨sin(2ψV0

2 )⟩.
The left panel of Fig. 7.12 shows the fits to the ψV0

2 distribution for the 10–30% centrality
class obtained with the sample of Pb–Pb collisions collected in 2015. The values of
⟨cos(2ψ2)⟩ and ⟨sin(2ψ2)⟩ were found to be of the order of 0.005.

Then, the ⟨cos(2φD)⟩ and ⟨sin(2φD)⟩ factors were extracted from a simultaneous fit of
the invariant-mass distribution and the distribution of cos(2φD) (sin(2φD)) as a function
of the invariant-mass, as shown in the right panel of Fig. 7.12 for D+-meson candidates
with 3 < pT < 4 GeV/c in the 10–30% centrality class.

The left panel of Fig. 7.13 shows the bias for the analysis with the EP method in 10–
30% and 30–50% centrality classes, computed using Eq. 7.16, where the sines and cosines
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Figure 7.13: Bias from residual miscalibration of the QQQ2 vectors for the analyses with the
EP (left panel) and SP (right panel) methods as a function of pT.

were replaced by their average values, divided by R2. The bias is almost independent
of pT and of the order of 10−3, which is negligible compared to the other sources of
systematic uncertainty that affect the v2 measurement.

For the measurement of the v2 with SP method, the effect of the residual miscalibra-
tion was checked by computing the product of the x component of the unitary vector
uuu2,D with the y component of the main QQQ2-vector (obtained from V0C signals) and the
opposite one:

u2,D,x ·QV0C
2,y = cos(2φD) ·QV0C

2,y

u2,D,y ·QV0C
2,x = sin(2φD) ·QV0C

2,x

(7.18)

These two products are expected to be zero in case of calibrated QQQ2 vectors for symmetry
reasons. The average values of the products reported in Eq. 7.18 were extracted via the
simultaneous fits of the invariant-mass distribution of D+ candidates and their distribu-
tion in invariant-mass intervals. The sum of the average value of the two products divided
by the SP resolution is reported as a function of pT in the right panel of Fig. 7.13. It was
found to be consistent with zero within uncertainties, confirming that the effect of the
residual miscalibration of the QQQ2-vectors on the measurement of the D+-meson v2 with
the SP is negligible.

7.6.4 Summary of systematic uncertainties

The values assigned as systematic uncertainty for each non-negligible contribution
are reported in Table 7.4 for the measurements of the D+-meson v2 with the EP and
SP methods. The systematic uncertainties on the fit procedure and the feed-down sub-
traction are quoted as absolute uncertainties, while that on the EP and SP resolutions
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pT (GeV/c) [2,3] [3,4] [4,5] [5,6] [6,7] [7,8] [8,10] [10,12] [12,16] [16,24] [24,36]

EP 10 − 30%

M and v2 fits - 0.020 0.020 0.020 0.015 0.015 0.015 0.015 0.015 0.015 -
Feed-down - +0.008

−0.004
+0.007
−0.003

+0.010
−0.005

+0.010
−0.005

+0.009
−0.004

+0.001
−0.002

+0.002
−0.001

+0.006
−0.003

+0.006
−0.003 -

EP resolution 2.0%

EP 30 − 50%

M and v2 fits 0.035 0.025 0.015 0.015 0.015 0.015 0.012 0.012 0.015 0.025 -
Feed-down +0.007

−0.003
+0.007
−0.003

+0.014
−0.006

+0.008
−0.004

+0.012
−0.006

+0.010
−0.005

+0.012
−0.006

+0.012
−0.005

+0.003
−0.001

+0.007
−0.003 -

EP resolution 2.0%

SP 30 − 50%

M and v2 fits 0.015 0.015 0.008 0.008 0.008 0.008 0.008 0.011 0.011 0.012 0.028
Feed-down +0.012

−0.006
+0.013
−0.006

+0.013
−0.006

+0.010
−0.005

+0.010
−0.005

+0.008
−0.004

+0.010
−0.005

+0.011
−0.005

+0.009
−0.005

+0.015
−0.007

+0.010
−0.005

SP resolution 0.5%

Table 7.4: Summary of systematic uncertainties on the measurement of the D+-meson v2
in Pb–Pb collisions at √

sNN = 5.02 TeV. The uncertainties on the fitting procedure and
feed-down subtraction are quoted as absolute uncertainties, while that on the EP (SP)
resolution as relative uncertainty.

as relative uncertainty. The systematic uncertainties estimated for the two analyses per-
formed with the EP and SP methods are similar in magnitude, even if the systematic
uncertainty related to the fit procedure is slightly lower for the measurement with the SP
method. This is partly due to the method itself as discussed in Sec. 7.6.1, but it could
also suggest that the estimation of this systematic uncertainty partially suffers from sta-
tistical fluctuations with the statistical uncertainty, owing to the larger data sample used
for the analysis performed with the SP method. However, in both cases the assigned
systematic uncertainty is smaller than the statistical one, which is the dominant source
of uncertainty of the measurement. Finally, the uncertainty on the resolution is lower for
the SP method thanks to (i) the milder dependence on the centrality of the SP resolution
compared to that of the EP resolution and (ii) the different configuration of sub-events
adopted (see Sec. 7.3), which suppressed the non-flow correlations. However, the differ-
ent sub-event configuration had also the effect of reducing the resolution, increasing the
statistical uncertainty on the measurement.
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Figure 7.14: Prompt D+-meson v2 as a function of pT for Pb–Pb collisions at √
sNN =

5.02 TeV in the 10–30% (left panel) and 30–50% (right panel) centrality classes. For the
30–50% centrality class, the measurements performed with the EP and SP methods are
compared.

7.7 Results

In Fig. 7.14, the v2 coefficients of prompt D+ mesons measured with the EP method
in the 10–30% (left panel) centrality class and with the EP (2015 sample) and SP (2018
sample) methods in the 30–50% (right panel) centrality class, are reported as a function of
pT. The data points along the x-axis are positioned at the average pT of the reconstructed
D+ mesons, which was computed as the average of the pT distribution of candidates with
|M − M(D+)| < 3σ, after subtracting the distribution of the background candidates
estimated from the side bands (|M −M(D+)| > 4σ).

The v2 in the two centrality classes is similar in magnitude and shows a maximum
value of about 0.15 (0.2) for the 10–30% (30–50%) centrality class around 3–5 GeV/c.
It decreases for higher pT and reaches an almost constant value of about 0.1 for pT >
7 GeV/c. The v2 measured in the 30–50% centrality class with the two methods are
compatible within uncertainties, and the one measured with the SP method has statistical
uncertainties reduced of about a factor 2 thanks to the larger data sample used for the
analysis.

The v2 of D+ mesons was found to be compatible to those of D0 and D∗+ mesons [4, 5],
as expected from the valence-quark content of the three D-meson species and their small
difference in mass. Figure 7.15 shows the comparison of the prompt D0, D+, and D∗+

meson v2 measured with the EP method in the 10–30% centrality class in Pb–Pb collisions
at √

sNN = 5.02 TeV. Therefore, to improve the precision of the measurement, the
v2 coefficients of the three D-meson species measured in the same centrality class and
with the same method were averaged. The inverse of the squared absolute statistical
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Figure 7.15: Comparison of prompt D0 (left panel), D+ (middle panel), and D∗+ (right
panel) v2 measured with the EP method in the 10–30% centrality class in Pb–Pb collisions
at √

sNN = 5.02 TeV. Figure taken from Ref. [5].

uncertainties were used as weights in the average procedure.

7.7.1 Comparison to light-flavour hadrons and hidden-charm mesons

The average prompt D0, D+, and D∗+ v2 measured with the SP method in the 30–50%
centrality class using the sample of semi-central collisions collected in 2018 is compared in
the right panel of Fig. 7.16 to the charged-pion v2 [52] (for pT < 15 GeV/c), the charged-
particle v2 [185] (for pT > 15 GeV/c) at mid-rapidity, and to the v2 of inclusive J/ψ
mesons at forward rapidity [191], measured at the same energy and in the same centrality
class. For all the measurements the SP method was used, with a pseudorapidity gap of
|∆η| > 2 and |∆η| > 1 for charged pions (particles) and J/ψ mesons, respectively. An
ordering with the mass of the meson species, v2(J/ψ) < v2(D) < v2(π±), is observed
for pT < 3 − 4 GeV/c. At intermediate pT the D-meson and charged-pion v2 become
compatible, but still higher than that of J/ψ mesons. This observation is consistent with
a scenario in which a significant fraction of charm quarks hadronise via recombination with
light quarks from the medium, leading to an increase of the D-meson v2 in the intermediate
pT range [112, 192, 193]. However, it has also to be considered that the comparison
between the D and the J/ψ mesons could be influenced by the non-negligible fraction of
J/ψ mesons coming from beauty-hadron decays (about 10%–20% in the considered pT
range [194]). For pT > 6 − 8 GeV/c all the considered v2 coefficients converge, indicating
that the path-length dependence of parton in-medium energy loss governs the azimuthal
anisotropy at high pT.

The mass ordering of the v2 at low pT is observed also for light-flavour hadrons and is
described by hydrodynamical calculations [52]. In this Thesis, the mass ordering observed
for charged pions, D mesons, and J/ψ mesons was compared to the one predicted by the
Blast-Wave model [39, 195, 196]. The Blast-Wave model describes the pT distributions
at the kinetic freeze-out of particles produced from a source in thermal equilibrium which

148



7.7 – Results

5 10 15 20 25 30 35
)c (GeV/

T
p

0.1−

0

0.1

0.2

0.3

0.4

2v ALICE Preliminary
 = 5.02 TeVNNsPb, −50% Pb−30

Syst. from data
Syst. from B feeddown

|<0.8y average, |+, D*+, D0Prompt D
|>0.9}η∆ {SP, |2v

<4y, 2.5<ψJ/
 JHEP 02 (2019) 012|>1}η∆ {SP, |2v

|<0.5y, |±π
 JHEP 1809 (2018) 006 |>2}η∆ {SP, |2v

|<0.8 ηcharged particles, |
 JHEP 07 (2018) 103 |>2}η∆ {SP, |2v

ALI−PREL−319362

1 2 3 4 5 6 7 8
)c (GeV/

T
p

0.1−

0

0.1

0.2

0.3

0.4

2v This thesis / ALICE
 = 5.02 TeVNNsPb, −50% Pb−30

Blast Wave
0D
+D

+D*
ψJ/
±π

Data
| < 0.8y |+, D*+, D0Prompt D

 < 4y 2.5 < ψJ/
| < 0.5y |±π

Figure 7.16: Left: comparison among the v2 coefficients of average prompt D0, D+,
and D∗+ mesons, charged pions [52] (for pT < 15 GeV/c), charged particles [185] (for
pT > 15 GeV/c) at mid-rapidity, and inclusive J/ψ mesons at forward rapidity [191] for
Pb–Pb collisions at √

sNN = 5.02 TeV in the 30–50% centrality class. Right: zoom of
the left panel in 0 < pT < 8 GeV/c, with the Blast-Wave prediction from the combined
fit of pT distributions and v2 of charged pions, kaons, and protons (see text for details)
superimposed.

undergoes a collective radial expansion. It is valid for low pT spectra and v2 coefficients
(pT < 1.5−2 GeV/c for light hadrons), where a hydrodynamic description can be applied.
In this description, the thermalised matter is approximated by a boosted Boltzmann
distribution, and freezes out instantaneously (Cooper-Frye prescription). The Cooper-
Frye freeze-out spectrum of hadrons can be then expressed as [39]

dN
dydm2

Tdφp
∼
∫︂ 2π

0
dφsK1[βT(φs)]eαT(φs) cos(φs−φp), (7.19)

where mT =
√︂
p2

T +m2 is the transverse mass of the hadron with mass m, while φs
and φp are the azimuthal angles in the coordinate and momentum spaces, respectively.
Moreover, K1 is a modified Bessel function of the second kind, and βT = mT

Tfo
cosh(ρ(φs))

and αT = pT
Tfo

sinh(ρ(φs)) depend on the kinetic freeze-out temperature Tfo and the radial
rapidity ρ(φs), parametrised as ρ0 + ρa cos(φs).

The v2 coefficient can be then obtained as the average of cos(2φp) with the spectrum
of Eq. 7.19. However, a further parameter s2 was introduced by the STAR Collabora-
tion [196], which takes into account the anisotropic shape of the source in coordinate
space, to better describe the data. With this additional term, the v2 in the Blast-Wave
model reads

v2(pT) =
∫︁ 2π

0 dφs cos(2φs)K1[βT]I2[αT][1 + 2s2 cos(2φs)]∫︁ 2π
0 dφsK1[βT]I0[αT][1 + 2s2 cos(2φs)]

, (7.20)
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BW parameters Tfo(MeV) ρ0 ρa s2

30–50% centrality 110 ± 4 0.74 ± 0.4 0.0434 ± 0.0006 0.0948 ± 0.0013

Table 7.5: Blast-Wave parameters extracted from the combined fit of pT distributions and
v2 of charged pions, kaons, and protons (see text for details) in the 30–50% centrality
class for Pb–Pb collisions at √

sNN = 5.02 TeV.

where I0 and I2 are two Bessel functions of the first kind.
In order to fix the Blast-Wave parameters and obtain a prediction for the v2 of D and

J/ψ mesons, a simultaneous fit to the measured pT distributions and v2 coefficients of
charged pions, kaons, and protons in the 30–50% centrality class in Pb–Pb collisions at√
sNN = 5.02 TeV was performed in this Thesis. The v2 data were taken from Ref. [52],

while for the pT distributions the measurements published in Ref. [116] were used. The
pT ranges adopted for the fits were 0.5 < pT < 1 GeV/c, 0.2 < pT < 1.2 GeV/c, and
0.3 < pT < 1.7 GeV/c, for pions, kaons, and protons respectively, as done in Ref. [197] to
obtain the prediction for the deuteron v2 in Pb–Pb collisions at √

sNN = 2.76 TeV. The
parameters extracted from the simultaneous fit are reported in Table 7.5. As shown in
the right panel of Fig. 7.16, the mass ordering observed in data is qualitatively described
by the Blast-Wave model. A large separation is obtained between pions and D mesons
and between D and J/ψ mesons. As expected, the curves for D0, D+, and D∗+ mesons
are close to each other, given the small difference among the masses of the three D-meson
species. Nevertheless, the Blast-Wave prediction seems to underestimate the v2 of D and
J/ψ mesons for 2 < pT < 3 GeV/c. At higher pT the Blast-Wave model is not expected
to describe the D-meson and J/ψ-meson v2, since a hydrodynamical description cannot
be applied.

7.7.2 Comparison of D-meson v2 and RAA to theoretical models

The prompt D0, D+, and D∗+ average v2 presented in this Chapter and the RAA
presented in Chapter 6 were compared to predictions of theoretical models based on
pQCD calculations of high-pT parton energy loss, that are valid at high pT, and models
which implement the charm-quark transport in a hydrodynamically expanding medium,
based on Boltzmann, Langevin, or Fokker-Planck equations, which include energy loss
and flow effects and provide predictions down to pT = 0.

Figure 7.17 shows the comparison of the prompt D0, D+, and D∗+ average RAA in
the 0–10% centrality class (top panels) and v2{SP} in the 30–50% centrality class (bot-
tom panels) to the transport (left panels) and pQCD-based energy-loss (right panels)
model predictions. The theoretical uncertainties, when available, are displayed with a
coloured band or a double line. Among the transport models, the mc@shq+epos2 [190],
phsd [178], lbt [198], lido [114], bampsel+rad [173], and dab-mod(m&t) [199] calcu-
lations include charm-quark interactions with the medium constituents via both col-
lisional (elastic) and radiative (gluon radiation) processes. In the tamu [170, 200],
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Figure 7.17: Top: prompt D0, D+, and D∗+ average RAA in the 0–10% centrality class
measured with the sample of Pb–Pb collisions at √

sNN = 5.02 TeV collected in 2015
compared to transport (left panel) and pQCD-inspired (right panel) models. Figures
taken from Ref. [3]. Bottom: prompt D0, D+, and D∗+ average v2{SP} in the 30–
50% centrality class measured with the sample of Pb–Pb collisions at √

sNN = 5.02 TeV
collected in 2018 compared to transport (left panel) and pQCD-inspired (right panel)
models.

powlang [201], and bampsel [173] models only the collisional processes are imple-
mented. All the considered pQCD-based energy-loss models (i.e. djordjevic [180], cu-
jet3.0 [202], scetMG [203], and dab-mod(Eloss) [199] models) include radiative energy-
loss processes, while only djordjevic, cujet3.0, and dab-mod(Eloss) [199] calculations
include also collisional processes. A positive v2 in these calculations arises from the path-
length dependent energy loss. A nuclear modification of the PDFs is included in all the
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models but bamps and cujet3.0. The hadronisation of the charm quark via coalescence,
in addition to the independent fragmentation mechanism, is implemented in the tamu,
mc@shq+epos2, phsd, powlang, lbt, lido, and dab-mod(m&t) models.

Most of the models based on the charm-quark transport in a hydrodynamically ex-
panding medium fairly reproduce the measured RAA and the v2 for pT ≲ 10 GeV/c. For
the bamps model, a worse description of the RAA is obtained when only the collisional
energy-loss processes are included (bampsel), while it improves with the introduction of
radiative processes (bampsel+rad). However, bampsel+rad underestimates the measured
v2 of about a factor two in 2 < pT < 10 GeV/c. This indicates that the elastic collisions
are more efficient in producing a positive v2, and moreover that the charm-quark coa-
lescence with light quarks from the medium, not implemented in bamps, is necessary to
describe the v2 at low pT. The tamu model overestimates the RAA for pT > 5 − 6 GeV/c
owing to the absence of radiative energy loss. In the same pT interval the phsd and
powlang models predict a RAA lower than the measured one, which could be attributed
by different transport coefficients and different implementations of the medium and the
interactions of the charm quark in the medium. The missing implementation of radiative
energy-loss processes seems not to influence the v2 prediction of the tamu and powlang
models, which is probably compensated by the effect of the hadronisation via charm-
quark coalescence. The dab-mod model is closer to the data for pT < 6 GeV/c in case of
Langevin transport (dab-mod(m&t)) and for pT > 6 GeV/c in case of energy-loss based
model. For pT > 10 GeV/c, where radiative energy loss is expected to be the dominant
interaction mechanism, the v2 and the RAA are also reproduced by the djordjevic,
cujet3.0, scetMG, and mc@shq+epos2 models.

From the comparison to the model predictions, it emerges that (i) the radiative en-
ergy loss is needed for the description of the D-meson RAA at high pT, (ii) the collisional
interactions seem to be the dominant effect at low pT, and (iii) the inclusion of the hadro-
nisation via coalescence is needed to describe the low pT v2. Therefore, the comparison
between the data and the models provide insights into the main features of the interac-
tion of the charm quarks with the QGP, however due to the different implementations,
the transport coefficients of the various models differ from each other. Hence, in recent
years a systematic study of the theoretical models and the dependence of the predictions
from the different assumptions and initial conditions has been performed, with the aim
of achieving a common determination of the transport coefficients [204, 205].

152



Chapter 8

D+ event-shape engineering
studies in Pb–Pb collisions
at √

sNN = 5.02 TeV

In this Chapter, the measurements of the elliptic flow v2 and the pT-differential yields
of D+ mesons in mid-central Pb–Pb collisions with the event-shape engineering (ESE)
technique [206] is discussed. This technique is based on the classification of the events,
belonging to the same centrality interval, according to the average flow of soft parti-
cles. Since hydrodynamical calculations show a linear correlation between the v2 (v3)
and the corresponding initial eccentricity ϵ2 (ϵ3) [207–209], the ESE technique provides
a tool to select events with different initial geometrical shape, and therefore to study the
interplay between the initial eccentricity of the nucleus–nucleus collisions and the subse-
quent evolution of the system. This technique was previously applied to the light-flavour
sector [210, 211] and for the search of the Chiral Magnetic Effect [212, 213].

The ESE technique was applied for the first time to the heavy-flavour sector to study
the correlation between the flow of soft and hard hadrons in the analyses presented in
this Thesis, of which I was the main developer. This was performed by measuring the
ratios of v2 and pT-differential yields of prompt D+ mesons in events classified based on
the average elliptic flow of soft particles (ESE-selected) and those measured in the full
(unbiased) sample,

RX
ESE = X(ESE-selected)

X(unbiased) , (8.1)

where X can be either the v2 or the pT-differential yields of D+ mesons. In case of v2, the
measurement of the numerator and denominator are provided separately and the ratio is
computed after averaging the results of the D+ mesons with those of the other non-strange
D-meson species, while for the pT-differential yields from the D+-meson yield, the ratio
is computed directly, allowing for a partial cancellation of the systematic uncertainties.

As for the v2 measurements presented in Chapter 7, the analysis was performed in
the 10–30% and 30–50% centrality classes using the sample of MB Pb–Pb collisions
at √

sNN = 5.02 TeV collected in 2015, and it was improved in the 30–50% centrality
class with the sample of semi-central Pb–Pb collisions at the same centre-of-mass energy
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collected in 2018 (see Sec 4.1.1). The measurement of the D+-meson v2 with the 2015
(2018) data sample was performed with the EP (SP) method [183, 184]. The results
obtained with the 2015 data sample were published in Ref. [5], while those obtained with
the 2018 data sample were approved as preliminary results by the ALICE Collaboration.

8.1 The event-shape engineering selection

For the samples of Pb–Pb collisions at √
sNN = 5.02 TeV adopted for the analyses

presented in this Chapter, the events were selected as described in Sec. 4.1.1. The cen-
trality classes were 10–30% and 30–50% for the sample of Pb–Pb collisions collected in
2015 and 30–50% for the sample collected in 2018. The number of selected events in each
centrality class was 20.7 × 106 and 76.7 × 106 for the samples collected in 2015 and 2018,
respectively.

Beside the centrality selection, the events were also classified according to the aver-
age elliptic flow, estimated with the magnitude of the 2nd-harmonic reduced flow vector
q2 [184, 214], defined as

q2 = |QQQ2|/
√
M, (8.2)

where QQQ2 is the 2nd-harmonic flow vector introduced in Eq. 7.1 and M is the particle
multiplicity (number of tracks or sum of the signal-amplitudes used in the q2 calculation).
The denominator in Eq. 8.2 is needed to compensate the increase of |QQQ2| with

√
M in

case of null elliptic flow.
The q2 factor was measured both with charged-particle tracks having |η| < 0.8 and

0.2 < pT < 5 GeV/c reconstructed in the TPC (qTPC
2 ) and with V0A signal amplitudes

(qV0A
2 ). On the one hand, the large charged-particle multiplicity at mid-rapidity and the

good φ resolution of the TPC detector guarantee a good sensitivity of q2 in discriminating
eccentric from isotropic events. On the other hand, the overlap between the pseudora-
pidity intervals defined for the measurement of the D+-meson candidates and qTPC

2 could
lead to a bias in the measurement due to non-flow correlations and autocorrelations. The
latter were partially removed by excluding the decay tracks of D+-meson candidates from
the q2 calculation, but some residual non-flow correlations could still be included. The
suppression of the non-flow correlations could be ensured by the pseudorapidity gap of
2 units between the D+-meson candidates and qV0A

2 . In this case however, a reduced
discriminating power was obtained, because of the lower charged-particle multiplicity at
forward rapidity and the coarse segmentation of the V0A detector leading to a worse φ
resolution compared to the TPC detector. A detailed comparison between the two q2
estimators will be discussed in Sec. 8.5.

Figure 8.1 shows the qTPC
2 (left panel) and qV0A

2 (right panel) distributions as a
function of the collision centrality, for the 10–50% centrality interval. The average q2,
depicted with the black-dotted line, is around 2-2.5 for qTPC

2 and 2.5-3 for qV0A
2 , with a

maximum around 25% of centrality in both cases. The q2 distributions are broad and
reach values larger than three times the average value, indicating that the fluctuations in
the initial geometry are relevant.

Since the q2 distributions are not constant as a function of centrality, a selection on a
fixed value of q2 would unbalance the centrality and multiplicity distributions, introducing
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Figure 8.1: Distribution of qTPC
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2 (right panel) as a function of
centrality in Pb–Pb collisions at √

sNN = 5.02 TeV. The black dotted lines represent the
average q2 as a function of the collision centrality.

a bias in the measurement. For this reason, the ESE selection was performed in narrow
centrality intervals. In particular, q2 percentiles (q%

2 ) were defined in 1%-wide centrality
intervals from the q2-integral distribution, normalised between 0 and 100,

q%
2 (q2) =

∫︁ q2
0

dN
dq′

2
dq′

2∫︁∞
0

dN
dq′

2
dq′

2
· 100, (8.3)

where dN/dq2 is the q2 distribution evaluated in each 1%-wide centrality interval.
The left panel of Fig. 8.2 shows the integral distributions of qTPC

2 and qV0A
2 for the

20–21% and 49–50% centrality intervals. They were interpolated with a cubic spline to
avoid biases induced by the finite binning of the distribution and obtain a smooth curve.
The right panel of the same Figure shows the qTPC

2 and qV0A
2 percentile distributions.

Thanks to the aforementioned procedure they were found to be flat within 0.1%.
The events in each centrality class were then divided in two classes of q2, one corre-

sponding to more isotropic events and another corresponding to more eccentric events.
For the sample of Pb–Pb collisions collected in 2015, two ESE-selected classes were de-
fined, corresponding to the 60% of the events with smallest and q2 and the 20% with
the largest q2. In the analysis of the 2018 sample, thanks to the larger dataset, a wider
separation could be applied between the two q2 classes, by selecting the 20% of the events
with largest and smallest q2. These q2 classes will be addressed as small-q2 and large-q2
in the following Sections. In case of no ESE selection, the term unbiased will be used.

The distribution of the centrality percentiles defined by the V0M signal amplitudes in
the 20% small-q2 and 20% large-q2 classes defined for the data sample of Pb–Pb collisions
collected in 2018 are shown in Fig. 8.3. Both the distributions of the events selected
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with qTPC
2 (left panel) and qV0A

2 (right panel) were found to be flat within 0.5% in the
centrality interval of the analysis, as expected from the procedure adopted for the selection
described above.
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small(large)-qV0A
2 (right panel) in Pb–Pb collisions at √

sNN = 5.02 TeV. Bottom: ratios
of the Ntracklets in the ESE-selected and the unbiased samples.

In addition, since the observables measured in the ESE-selected samples depend on
the charged-particle multiplicity, it was verified that the Ntracklets distributions were not
significantly modified in the ESE-selected samples with respect to those in the unbiased
sample. The top panels of Fig. 8.4 show the Ntracklets distributions for the same classes of
events. In the bottom panels, the ratios of such distributions and the one obtained in the
unbiased sample are reported. The ratios for the qV0A

2 -selected classes are nearly flat at
one, while a deviation from unity is observed for the ratios of the qTPC

2 -selected classes.
However, this deviation is relevant for Ntracklets < 400 and Ntracklets > 900, where the
distribution decreases steeply, and therefore it is expected not to introduce a large bias.
The effect of the difference in the Ntracklets distributions was evaluated for the systematic
uncertainties and will be discussed in Sec. 8.6.3.
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Figure 8.5: Left: EP resolution R2 of the V0M and V0C detectors obtained with the
sample of Pb–Pb collisions collected in 2015 for the unbiased and the ESE-selected classes.
Right: SP resolution of the V0C detectors obtained with the sample of semi-central Pb–Pb
collisions collected in 2018 for the unbiased and the ESE-selected classes.

8.2 Sub-event configuration and EP (SP) resolution

The sub-events used for the measurement of the D+ v2 in the ESE-selected classes
are those reported in Sec. 7.2. In particular, they were defined using either the charged-
particle tracks reconstructed with the TPC detector, or signals in the V0A and V0C
detectors. For both the analyses of the 2015 and 2018 data samples, three sub events
were adopted. The sameQQQ2-vector calibration procedure adopted for the measurement of
the unbiased v2 was also applied for the measurements of the v2 with the ESE technique.

For the analysis of the sample of MB Pb–Pb collisions collected in 2015, the EP
method was used. For the classes of events selected with qTPC

2 , the sub-event configuration
adopted was the same as the one for unbiased v2 measurement, i.e. correlating charged
particles reconstructed in the V0M detector and in the semi-volumes of the TPC detector
with positive (0 < η < 0.8) and negative (−0.8 < η < 0) pseudorapidity. For the qV0A

2 -
based selection, only the V0C detector was used for the main EP angle, to avoid the
overlap with the pseudorapidity region used for the ESE selection. Hence, in this case
the other two sub-events were defined by the V0A signals and the charged-particle tracks
reconstructed in the full TPC volume (|η| < 0.8). The left panel of Fig. 8.5 shows the
EP resolution R2 as a function of the collisions centrality obtained with Eq. 7.5 for
the different sub-event configurations and the ESE-selected classes defined. As already
observed for the analysis of the unbiased v2, R2 is higher for the EP angle measured
with the V0M detector compared to the V0C detector, because of the larger particle
multiplicity. Moreover, the values of R2 are higher(lower) in the large(small)-q2 class
with respect to that evaluated for the unbiased sample with the corresponding sub-event
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configuration, since R2 depends linearly on the average v2 of the events (R2 ∝ v2
√
M).

For the analysis of the sample of semi-central Pb–Pb collisions collected in 2018, the
SP method was used. The main QQQ2 vector was determined with V0C signals, while the
V0A signals and the charged-particle tracks reconstructed in the full TPC volume (|η| <
0.8) were used for the definition of the other two sub-events. The same configuration
was used for the unbiased, qTPC

2 -selected, and qV0A
2 -selected classes. The SP resolution

(denominator in Eq. 7.6) is reported in the right panel of Fig. 8.5 as a function of the
collision centrality, for the unbiased and ESE-selected classes. As for the R2 factor,
also the SP resolution is higher(lower) in the large(small)-q2 class of events compared
to the unbiased sample. Moreover, the variation of the resolution in the qTPC

2 -selected
classes is larger than the one observed for the qV0A

2 -selected classes, because of the better
eccentricity discriminating power of qTPC

2 compared to qV0A
2 . The same holds also for

the EP resolution, despite it is less clear from the left panel of Fig. 8.5 because of the
different sub-event configuration adopted for the classes of events based on the qTPC

2 and
qV0A

2 selection.
The values of EP and SP resolutions for the centrality and ESE-selected classes defined

for the analyses of the D+-meson v2 with the samples of Pb–Pb collisions collected in
2015 and 2018 are reported in Table 8.1.

8.3 Signal extraction

In this section, the extraction of the D+-meson signal for the measurements of the
pT-differential yields and the v2 coefficient is discussed. For each centrality class, the D+-
meson candidates were selected both in the unbiased and in the ESE-selected samples
by applying the same selection criteria reported in Sec. 7.4.1. A reduced pT range,
3 < pT < 24 GeV/c, and wider pT intervals compared to the analysis of the unbiased
D+-meson v2, i.e. 3–4, 4–6, 6–8, 8–12, 12–16, and 16–24 GeV/c, were defined due to the
reduced size of the data sample after the ESE selection.

8.3.1 D+-meson pT-differential yields

The D+-meson raw yields for the measurement of the ratios between the pT-differential
yields in the ESE-selected and the unbiased samples were extracted from the invariant-
mass distributions of D+-meson candidates obtained in each class of events. Figure 8.6
shows the fits to the invariant-mass distributions of D+-meson candidates with 3 < pT <
4 GeV/c in the 30–50% centrality class obtained with the sample of Pb–Pb collisions
collected in 2018. The unbiased distribution is reported in the top-left panel, the distri-
butions for the qTPC

2 -selected classes are reported in the top-middle and top-right panels,
while those for the the qV0A

2 -selected classes are reported in the bottom panels. As for
the analyses presented in Chapters 6 and 7, the signal was modelled with a Gaussian
and the background with an exponential function. The width of the Gaussian function
in the ESE-selected samples was fixed to the value extracted from the fit to the unbiased
distributions, since the invariant-mass resolutions was not expected to depend on q2. The
signal-to-background ratio ranged from 0.2 to 0.8 and from 0.3 to 1.2 in the 10–30% and
30–50% centrality classes, respectively. The statistical significance of the extracted signal
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Method Year Centrality class Detector for ψ2 ESE class Resolution

EP 2015

10–30%

V0M
unbiased 0.8223 ± 0.0001
small-qTPC

2 0.7809 ± 0.0001
large-qTPC

2 0.9058 ± 0.0001

V0C
unbiased 0.7669 ± 0.0001
small-qV0A

2 0.7390 ± 0.0001
large-qV0A

2 0.8223 ± 0.0001

30–50%

V0M
unbiased 0.7708 ± 0.0001
small-qTPC

2 0.7301 ± 0.0001
large-qTPC

2 0.8646 ± 0.0001

V0C
unbiased 0.7077 ± 0.0001
small-qV0A

2 0.6822 ± 0.0001
large-qV0A

2 0.7597 ± 0.0001

SP 2018 30–50% V0C

unbiased 0.04391 ± 0.0001
small-qTPC

2 0.0309 ± 0.0001
large-qTPC

2 0.0561 ± 0.0001
small-qV0A

2 0.0402 ± 0.0001
large-qV0A

2 0.0498 ± 0.0001

Table 8.1: Event-plane and scalar-product resolutions of V0C and v0M detectors in the
10–30% and 30–50% centrality classes for the two data samples of Pb–Pb collisions at√
sNN = 5.02 TeV analysed. Only the statistical uncertainty is reported.

was found to be between 8 and 28 (10 and 55) for the sample of Pb–Pb collisions collected
in 2015 (2018). The values of signal-to-background ratio and significance were found to
be similar in the small-q2 and large-q2 samples.

8.3.2 D+-meson v2

The D+-meson v2 with the EP method was computed from the measured anisotropy
between the in-plane and out-of-plane raw yields, using Eq. 7.12. Figure 8.7 shows the
fits to the in-plane and out-of-plane invariant-mass distributions of D+-meson candidates
with 4 < pT < 6 GeV/c performed to extract the in-plane and out-of-plane raw yields
in the 10–30% centrality class for the sample of Pb–Pb collisions collected in 2015. The
invariant-mass distributions for the unbiased and qTPC

2 -selected samples obtained with
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Figure 8.6: Fits to the invariant-mass distributions of D+-meson candidates with 3 <
pT < 4 GeV/c in the 30–50% centrality class obtained with the sample of Pb–Pb collisions
collected in 2018. The top left panel shows the distribution for the unbiased sample, the
middle-top and right-top panels the distributions for the qTPC

2 -selected classes, and the
bottom panels for the qV0A

2 -selected classes. The solid blue and the dotted red curves
represent the total and the combinatorial-background fit functions, respectively.

the V0M EP angle are reported in the top row, while those for the unbiased and qV0A
2 -

selected samples obtained with the V0C EP angle in the bottom row. Also in this case, the
signal was modelled with a Gaussian and the background with an exponential function.
The Gaussian width was fixed to the one extracted from the distributions integrated over
φ and q2, where the signal has higher statistical significance. The signal-to-background
ratio ranged between 0.2 and 1.0, while the statistical significance between 5 and 21.

The analysis of the 2018 data sample was carried out with the SP method. In this case,
the D+-meson v2 was extracted via a simultaneous fit of the invariant-mass distributions
and of candidate v2 as a function of invariant-mass. The fit function adopted for the
v2(M) distribution was Eq. 7.13, where the v2 of the background was parametrised with
a linear function of the invariant mass. Figure 8.8 shows the simultaneous fits for the
4 < pT < 6 GeV/c range. The left panels show the simultaneous fits to the distributions
in the qTPC

2 -selected samples, while the right panels those to the distributions in the
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Figure 8.7: Fits to the in-plane (open symbols) and out-of-plane (closed symbols)
invariant-mass distributions of D+-meson candidates with 4 < pT < 6 GeV/c in the 10–
30% centrality class obtained with the sample of Pb–Pb collisions at √

sNN = 5.02 TeV
collected in 2015. The top panels show the distributions for the unbiased and qTPC

2 -
selected classes obtained with the V0M EP. The bottom panels show the distributions
for the unbiased and qV0A

2 -selected classes obtained with the V0C EP. The solid and
the dotted curves represent the total and the combinatorial-background fit functions,
respectively.

qV0A
2 -selected samples. The simultaneous fit of the invariant-mass distribution and v2 as

a function of the invariant-mass in the unbiased sample is superimposed in both panels
for comparison. The invariant-mass distributions (top panels) were scaled by the number
of events in the corresponding sample to improve the visibility.

8.4 Dependence of efficiency on ESE selection

The ratios of pT-differential yields of D+ mesons in the ESE-selected and unbiased
samples were computed using the raw yields divided by the number of events in the
corresponding sample without applying any efficiency correction, under the assumption
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Figure 8.8: Simultaneous fits to the invariant-mass distributions and v2 vs. invariant-mass
distributions of D+-meson candidates with 4 < pT < 6 GeV/c in the 30–50% centrality
class for the unbiased, qTPC

2 -selected (left panel) and qV0A
2 -selected (right panel) classes

obtained with the sample of Pb–Pb collisions at √
sNN = 5.02 TeV collected in 2018. The

invariant-mass distributions were scaled by the number of events in the corresponding
sample to improve the visibility.

that the reconstruction and selection efficiencies are the same in the ESE-selected and
unbiased samples.

In order to verify this assumption, the efficiency was studied as a function of the
azimuthal angle and the charged-particle multiplicity using the MC simulation described
in Sec. 4.3.

As shown in the top-left panel of Fig. 8.9, the reconstruction efficiency of D+ mesons
depends on the azimuthal angle φ, owing to the non-uniform acceptance of the SPD
detector. Therefore, the φ distribution of D+ mesons in the MC simulation was weighted
to reproduce the φ distribution of D+ mesons observed in data. The φ distributions
for the ESE-selected and unbiased samples were obtained by extracting the raw yields
in intervals of φ. These distributions are not flat in φ because of the reconstruction
efficiency, which depends on the azimuthal angle. The modification of the shape of the
φ distribution in the ESE-selected samples was then computed as the ratio of these raw
yields. The ratios were computed to factorise the φ dependence of the efficiency and
to be sensitive to possible modifications of the φ distributions. These ratios were then
fitted with a sinusoidal function to reduce the fluctuations, as shown in the top-middle
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Figure 8.9: Top: reconstruction efficiency of D+ mesons as a function of the azimuthal
angle φ (left panel), φ-weights for the qTPC

2 selected samples (middle panel), and ratio of
efficiency computed with and without φ-weights (right panel). Bottom: reconstruction
efficiency of D+ mesons as a function of Ntracklets (left panel), Ntracklets-weights for the
qTPC

2 selected samples (middle panel), and ratio of efficiency computed with and without
Ntracklets-weights (right panel).

panel of Fig. 8.9 for the 20% small-qTPC
2 and 20% large-qTPC

2 classes. The functions
obtained with this procedure were used to weight the φ distributions of D+ mesons in the
MC simulation. The effect of the φ-weights on the efficiency for the same ESE-selected
samples is depicted in the top-right panel of Fig. 8.9. The efficiency was found to be less
than 1% higher(lower) in the small(large)-qTPC

2 class. However, the effect was found to be
small compared to the magnitude of the uncertainties on the measurement and therefore
considered as negligible.

A similar strategy was adopted for the dependence of the efficiency on the charged-
particle multiplicity. As discussed in Sec. 8.1, the selection of the events with the q2
percentiles calibrated in 1%-wide centrality bins ensures to avoid large biases in the
multiplicity distributions of the ESE-selected classes. Nevertheless, in case of qTPC

2 -based
selection, a residual difference of the Ntracklets distributions with respect to the unbiased
one was observed. Hence, the ratio of the Ntracklets distributions in the ESE-selected
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and unbiased samples (see bottom-middle panel of Fig. 8.9) were used to weight the MC
simulation. The bottom-right panel of Fig. 8.9 shows the ratio of the efficiencies obtained
with the weighted and unweighted simulation. Also in this case, the effect was found to
be smaller than 1% (0.5%) for 3 < pT < 4 GeV/c (pT > 4 GeV/c) and hence negligible
compared to the uncertainties, as expected by the mild dependence of the efficiency as
a function of Ntracklets (bottom-left panel of Fig. 8.9) and the fact that the deviation
from unity of the weights starts to be relevant where the Ntracklets distribution decreases
steeply.

8.5 Non-flow contamination and q2 selectivity

The effect of the non-flow correlations and the autocorrelations in the ESE-selected
v2 measurement was investigated by comparing the results obtained with the qTPC

2 -based
and qV0A

2 -based selections.
However, the two results cannot be directly compared because of the different selectiv-

ity of qTPC
2 and qV0A

2 , owing to the different φ resolution and the different charged-particle
multiplicity in the pseudorapidity intervals covered by the two detectors. Hence, the se-
lectivity of qTPC

2 was artificially decreased to match the selectivity of qV0A
2 by rejecting

randomly 85% of the tracks used in the qTPC
2 calculation and obtain a test sample with a

selectivity similar to that of qV0A
2 and the same non-flow correlations of the qTPC

2 -based
measurements. This fraction was tuned with a MC simulation produced with ampt [215]
as event generator and geant3 for the propagation of the particles through the detector.
The top panels of Fig. 8.10 show the reconstructed q2 percentile (qreco

2 (%)) as a function
of the generated q2 percentile (qgen

2 (%)). The three different configurations, i.e. qTPC
2 ,

qTPC
2 with 85% of tracks randomly rejected, and qV0A

2 , are shown in the left, middle, and
right panels, respectively. The generated q2 was computed using the generated primary
charged particles (i.e. charged particles not produced by strange-hadron decays or by
the interaction with the detector material) in the pseudorapidity coverage of the corre-
sponding detector. The percentiles were calibrated independently for the generated and
reconstructed q2 with the procedure described in Sec. 8.1. A narrow correlation between
the reconstructed and generated q2 is obtained in case of qTPC

2 , while a broader correlation
in case of random track rejection and qV0A

2 . In the bottom panels of the same Figure, the
qgen

2 percentile distributions obtained selecting the 20% of the events with smallest and
largest qreco

2 are shown. As a consequence of the correlation degree, the two distributions
are separated in case of qTPC

2 , while they are distributed over the full qgen
2 percentile range

in case of the random track rejection and qV0A
2 . The distributions obtained by randomly

rejecting tracks in the reconstructed qTPC
2 calculation and with the qV0A

2 -based selection
are similar, suggesting a similar selectivity of the two eccentricity estimators.

The D+-meson v2 was then measured, selecting the 20% of the events with largest
q2 and the 20% of the events with smallest q2 for the three configurations. Fig. 8.11
shows the comparison of the effect of the different ESE selections on the D+-meson
v2{SP} obtained with the sample of semi-central Pb–Pb collisions collected in 2018 in
the 30–50% centrality class. The separation between the measurements in the small-
qTPC

2 and large-qTPC
2 samples is reduced in the case of the random track rejection with
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Figure 8.10: Top: reconstructed q2 percentile (qreco
2 (%)) as a function of the generated

q2 percentile (qgen
2 (%)) for the TPC (left panel) detector, TPC detector rejecting 85%

of the tracks randomly (middle panel) and V0A (right panel) detector, obtained with a
MC simulation produced with the ampt event generator [215]. Bottom: effect of the
qreco

2 selection on the qgen
2 distributions for the TPC (left panel) detector, TPC detector

rejecting 85% of the tracks randomly (middle panel) and V0A (right panel) detector.

respect to the default configuration, as expected from the reduced selectivity of qTPC
2 .

The results obtained with the qV0A
2 -based selection are similar to those obtained with

the reduced selectivity of qTPC
2 , although they are compatible with both qTPC

2 -based
measurements. This observation suggests that the detector resolution and the charged-
particle multiplicity is relevant for the effectiveness of the ESE selection and that the
current statistical precision is not enough to draw a firm conclusion on the effect of the
possible contribution of non-flow correlations in the qTPC

2 -based measurements.

8.6 Systematic uncertainties

In this Section, the estimation of the systematic uncertainties on the measurements
of the D+-meson v2 and the ratios of pT-differential yields with the ESE technique is
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presented. Since several sources of systematic uncertainty are in common with the anal-
yses presented in Sec. 6.4 and 7.6, in this Section a particular focus will be given to the
difference with respect to the studies carried out for the RAA and v2 analyses, and to the
sources which are specific to the measurements with the ESE technique.

8.6.1 Fitting procedure

The systematic uncertainty on the fitting procedure was evaluated with a multi-trial
approach both for the ratios of pT-differential yields and for the v2.

For the ratios of pT-differential yields in the ESE-selected and unbiased samples,
the same strategy adopted for the evaluation of the signal-extraction uncertainty in the
measurement of the QCP in p–Pb collisions (see Sec. 6.4.1) was used. For each trial, the
fit configurations were varied consistently for the extraction of the D+-meson raw yield in
the ESE-selected (numerator) and unbiased (denominator) samples, and the ratio of the
two raw yield values was computed. The same variations of fit configurations described
in Sec. 6.4.1 were tested. The left panel of Fig. 8.12 shows the distribution of the ratio
of raw yields extracted in the 20% small-qV0A

2 and unbiased classes for candidates having
3 < pT < 4 GeV/c in the sample of semi-central Pb–Pb collisions collected in 2018. The
distributions obtained by extracting the signal with a bin-counting (BC) method are also
displayed in the Figure. The central value of the measurement is represented by the black
dotted line. The systematic uncertainty was then evaluated as the sum in quadrature of
the RMS and the shift with respect to the central value of the distribution of the raw-yield
ratio. With this procedure, the correlation between the systematic uncertainties on the
raw yields extracted in the ESE-selected and unbiased samples was taken into account.
In particular, the two uncertainties were found to be mostly correlated, as shown in the
right panel of Fig. 8.12, where the sum in quadrature of the RMS and the shift of the
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Figure 8.12: Left: distributions of raw-yield ratios in the 20% small-qV0A
2 and unbiased

samples obtained with the multi-trial study from the fit and the bin-counting (BC) meth-
ods in the interval 3 < pT < 4 GeV/c for the sample of semi-central Pb–Pb collisions
at √

sNN = 5.02 TeV collected in 2018. Right: systematic uncertainty evaluated from
the RMS and the shift of the raw-yield ratio distribution compared to the one obtained
by propagating the systematic uncertainties on the numerator and denominator as fully
uncorrelated and fully correlated.

raw-yield ratio distribution as a function of pT is compared to the systematic uncertainty
that would be obtained by propagating the systematic uncertainties on the numerator
and the denominator as fully uncorrelated or fully correlated between each other.

For the D+-meson v2, a similar approach was used. For each fit configuration, the
D+-meson v2 and its residual with respect to the central value were computed as done
for the unbiased v2 analysis (see Sec. 7.6.1). In addition, to evaluate the degree of
correlation, the same fit configurations were used for the measurement of the v2 in the
ESE-selected and unbiased samples. The top-left panel of Fig. 8.13 shows the residual
of the v2 measured in the 20% large-qTPC

2 sample as a function of that in the unbiased
sample for the interval 6 < pT < 8 GeV/c. The residuals in the two classes of events
were found to be mostly uncorrelated. In order to investigate further this behaviour,
the ratio of the v2{SP} in the 20% large-qTPC

2 and in the unbiased samples, obtained
with the same fit configuration was computed. As reported in the top-right panel of
Fig. 8.13, the ratio is almost constant when the v2 of the background is parametrised
with a linear function of the invariant-mass, while it shows larger variations when the
parabolic function is used. In the bottom panel of the same Figure, the systematic
uncertainty on the v2{SP} ratio, estimated independently for the linear and parabolic v2
background functions as the sum in quadrature of the RMS and the shift with respect
to the central value of the v2{SP} ratio distribution, is compared to those obtained
from the propagation of the uncertainties on the numerator and denominator as fully
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Figure 8.13: Top: correlation between the v2{SP} residuals (left panel) and ratio of
v2{SP} coefficients (right panel) in the 20% large-qTPC

2 and unbiased classes obtained with
the multi-trial study for the sample of semi-central Pb–Pb collisions at √

sNN = 5.02 TeV
collected in 2018. Bottom: systematic uncertainty on the ratio of v2{SP} coefficients in
the 20% large-qTPC

2 and unbiased classes from the multi-trial fits compared to the one
obtained by propagating the systematic uncertainties on the numerator and denominator
as fully uncorrelated and fully correlated.

correlated and fully uncorrelated. In the case of the linear background function, the
uncertainty is closer to the correlated case, while it is nearly uncorrelated in case of
parabolic background function. This observation suggests that a possible difference in
the v2 shape of the background could have a different impact on the measurements in the
ESE-selected and unbiased v2 measurements, and therefore the systematic uncertainty on
the fitting procedure was considered as uncorrelated between the different event classes.
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Since the estimate of the systematic uncertainty for the ESE-selected samples is more
delicate due to the reduced size of the data sample which could imply the introduction
statistical fluctuations in the evaluation of the uncertainty, the values estimated for the
unbiased sample were also assigned to the measurements in the ESE-selected samples.
The uncertainties were then propagated as uncorrelated in the ratios between the ESE-
selected and unbiased v2, in light of the studies presented in this Section.

8.6.2 EP and SP resolutions

The systematic uncertainty on the EP and SP resolutions in the ESE-selected samples
includes three contributions. The first two contributions are (i) the possible effect due
to non-flow correlations among the sub-events used in the resolution computation and
(ii) the centrality dependence of the EP and SP resolutions. These two contributions are
in common for the ESE-selected and unbiased samples and were discussed in Sec. 7.6.2.
The third contribution is instead only present for the ESE-selected samples and it is due
to autocorrelations originated by the usage of the same sub-events in the q2 and EP (SP)
resolution computation.

This latter contribution was estimated by computing the EP (SP) resolution with
an alternative method, under the assumption that the correlation between the main sub-
event (A) and the sub-event used for the q2 calculation (B) is the same in the ESE-selected
and unbiased samples.

For the EP method, the ratio of the χi
2 = ⟨cos[2(ψi

2 − Ψ2)]⟩ variables is assumed to
be equal in the ESE-selected and unbiased samples,

r = χA
2
χB

2

⃓⃓⃓⃓
ESE

= χA
2
χB

2

⃓⃓⃓⃓
unbiased

, (8.4)

where χA
2 and χB

2 can be obtained from the EP resolution for the sub-event A [183] by
inverting the equation

RA
2 (χA

2 ) =
√︁
π/2
2 · χA

2 · e−
(χA

2 )2

4 ·
[︃
I0

(︃(χA
2 )2

4

)︃
+ I1

(︃(χA
2 )2

4

)︃]︃
, (8.5)

being I0 and I1 two Bessel functions of the first kind. The EP resolution of the sub-event
A for the ESE-selected samples can be obtained using Eq. 8.6 as

RA
2 |ESE = RA

2 (χA
2 |ESE) = RA

2 (χB
2 |ESE · r), (8.6)

where r is computed using Eq. 8.4 and the χ2 functions obtained from the unbiased
sample. The top panels of Fig. 8.14 shows the EP resolution for the qTPC

2 -selected classes
(left panel) and the qV0A

2 -selected classes (right panel) computed with the default and
alternative methods as a function of the collision centrality. The sub-event A was the V0M
detector for the qTPC

2 -selected classes, while the V0C detector for the qV0A
2 -selected classes.

For the sub-event B, the tracks reconstructed in the TPC detector having 0 < η < 0.8
were used in case of qTPC

2 , while the V0A in case of qV0A
2 . In the bottom panel of the same

Figure, the ratios between the EP resolutions computed with the alternative and default
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Figure 8.14: Comparison between the EP resolutions obtained with the 2015 Pb–Pb data
sample for the qTPC

2 -selected (left panel) and qV0A
2 -selected (right panel) classes computed

with the default and alternative methods (see text for the details) as a function of the
collision centrality. The ratios between the EP resolutions computed with the alternative
and default methods are displayed in the bottom panels.

methods are shown. The discrepancy between the two methods is sizeable for the sub-
event configuration adopted for the qTPC

2 -selected classes, leading to 3% (5%) systematic
uncertainty for the EP resolution integrated in the 10–30% (30–50%) centrality class, for
both the ESE-selected samples. For the qV0A

2 -selected samples the difference between the
two methods is considerably smaller, and therefore a 1% was assigned for the large-qV0A

2
sample, which is negligible compared to the other sources of systematic uncertainty.

A similar approach was used for the SP resolution. In particular, the ratio of the
scalar products between the QQQ2-vectors of for main sub-event (A) and the sub-event used
for the q2 calculation (B) and between the sub-event used for the q2 calculation and the
third one (C) was assumed to be equal for the ESE-selected and unbiased samples:

r′ =
⟨QQQ∗

2,A
MA

· QQQ2,B
MB

⟩

⟨
QQQ∗

2,B
MB

· QQQ2,C
MC

⟩

⃓⃓⃓⃓
⃓
ESE

=
⟨QQQ∗

2,A
MA

· QQQ2,B
MB

⟩

⟨
QQQ∗

2,B
MB

· QQQ2,C
MC

⟩

⃓⃓⃓⃓
⃓
unbiased

(8.7)
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Figure 8.15: Comparison between the SP resolutions obtained with the 2018 Pb–Pb data
sample for the qTPC

2 -selected (left panel) and qV0A
2 -selected (right panel) classes computed

with the default and alternative methods (see text for the details) as a function of the
collision centrality. The ratios between the SP resolutions computed with the alternative
and default methods are displayed in the bottom panels.

The SP resolution of the sub-event A for the ESE-selected samples can be then expressed
as

R′A
2 =

√︄
⟨
QQQ∗

2,A
MA

· Q
QQ2,C
MC

⟩ · r′ (8.8)

where r′ was computed using Eq. 8.4 and the QQQ2-vectors obtained from the unbiased
sample. The comparisons between the SP resolutions computed with the alternative and
default methods are reported in the top panels of Fig. 8.15. In the bottom panels of the
same Figure, the ratios between the two methods are reported. In this case the systematic
uncertainty was estimated to be 0.5% for each ESE-selected sample.

8.6.3 Multiplicity bias in ESE-selected classes

As discussed in Sec. 8.1, a different multiplicity distribution in the ESE-selected an
unbiased samples would introduce a bias in the measurements. Apart from the variation
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of the reconstruction efficiency, which was found to be negligible (see Sec. 8.4), a bias
would arise from the multiplicity dependence of the observables (yields and v2) studied
with the ESE technique. To evaluate the magnitude of this bias, a fast MC simulation
was adopted.

The inputs of the fast MC simulation were (i) the Ntracklets distributions in the un-
biased and ESE-selected samples, (ii) the distribution of Ntracklets as a function of the
collision centrality for the full sample, and (iii) a parametrisation of the observables as a
function of the collision centrality. Since the measurement of the D-meson v2 as a func-
tion of centrality was not available, the v2 of the charged particles taken from Ref. [216]
was used. The data points were interpolated with a cubic spline, as shown in the top-left
panel of Fig. 8.16. For the pT-differential yields, the D+ raw yields were extracted in
1%-wide centrality bins for the pT intervals of the analysis and were fitted with a second-
order polynomial, as shown in the bottom-left panel of the same Figure. The raw yields
were adopted instead the corrected yields, since it was verified that the efficiency does
not depend on the collision centrality for the 30–50% centrality class.

For the fast MC simulation, a value of Ntracklets was extracted randomly from the cor-
responding distributions for the unbiased and ESE-selected samples. For each Ntracklets,
a centrality value was extracted from the centrality distribution, obtained from the two-
dimensional centrality vs. Ntracklets correlation. Finally, the v2 and the raw yield for
the corresponding centrality were computed from the aforementioned parameterisations.
This procedure was repeated 106 times, and for each time a v2 and raw yield distribution
was filled. The middle panels of Fig. 8.16 show the distributions obtained for the v2 in
the 30–50% centrality class (top panel) and the raw yield in the same centrality class in
the 4 < pT < 6 GeV/c interval (bottom panel), for the unbiased, and 20% small-qTPC

2 ,
and 20% large-qTPC

2 samples. The bias due to the different multiplicity distribution was
then evaluated as the ratio between the mean value of the v2 (raw yield) distributions in
the ESE-selected and unbiased samples. The top-right panel of Fig. 8.16 shows the bias
for the v2 in the 10–30% and 30–50% centrality classes. The bottom-right panel of the
same Figure shows the bias for the raw yields in the 30–50% centrality class as a function
of pT. In both cases the effect was found to be smaller than 1% and therefore it was
considered as negligible compared to the other sources of systematic uncertainty.

8.6.4 Beauty feed-down subtraction

The contribution to the v2 due to the D+ mesons from beauty-hadron decays in the
ESE-selected samples was subtracted with the same strategy adopted for the unbiased
measurement (see Sec. 7.5). In particular, the measured v2 was expressed as a linear
combination of the v2 of prompt and feed-down D+ mesons, as reported in Eq. 7.14,
where the v2 of feed-down D+ mesons was assumed to be half of that of prompt D+

mesons. The two contributions were weighted by the fraction of prompt D+ mesons
in the raw yield, estimated using the feed-down D+ meson cross section from fonll
calculations and the EvtGen package, and an assumption on the RAA of feed-down D+

mesons, as described in Sec. 6.3.3.
The systematic uncertainty associated to the beauty feed-down subtraction was also

estimated with the same procedure adopted for the unbiased v2 measurement. It was
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Figure 8.16: Top: charged-particle v2 used as input for the shape of v2 as a function of the
collision centrality (left panel), distribution of v2 obtained from the fast MC simulation
for the 30–50% centrality class (middle panel), and ratio of the average v2 for the ESE-
selected and unbiased samples obtained from the fast simulation for the 10–30% and 30–
50% centrality classes (right panel). Bottom: D+-meson raw yields as a function of the
collision centrality for different pT intervals (left panel), distribution of raw yields obtained
from the fast MC simulation for the 30–50% centrality class and 4 < pT < 6 GeV/c
interval (middle panel), and ratio of the average raw yield as a function of pT for the
ESE-selected and unbiased samples obtained from the fast simulation for the 30–50%
centrality classes (right panel).

estimated by varying (i) the renormalisation and factorisation scales and the charm-quark
mass in the fonll calculations, (ii) the hypothesis on the RAA of feed-down D+ mesons
as reported in Sec. 6.4.7, and (iii) the assumption on the v2 of feed-down D+ mesons
considering one standard deviation of a probability distribution uniformly distributed
between 0 and the v2 of prompt D+ mesons.

This source of systematic uncertainty was considered as fully correlated in the ESE-
selected and unbiased samples, both for the ratio of v2 and for that between the pT-
differential yields.
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8.6.5 Summary of systematic uncertainties

The values assigned as systematic uncertainty to the v2 measurements for each non-
negligible contribution are summarised in Table 8.2. The systematic uncertainties on the
fit procedure and the feed-down subtraction are reported as absolute values, while those
on the EP (SP) resolution as relative values. The systematic uncertainties evaluated
for each centrality class, ESE-selected sample, and measurement method are similar in
magnitude. The systematic uncertainty on the EP resolution is larger in case of qTPC

2
because of the autocorrelation between the sub-events used in the q2 and R2 computation.
The uncertainty relative to the feed-down subtraction procedure is typically larger in the
large-q2 samples compared to the small-q2 samples, since it depends on the magnitude
of the v2. As already observed for the analysis of the unbiased v2 (see Sec. 7.6.4), the
uncertainty on the fitting procedure is slightly smaller in case measurement with the SP
method, probably because the evaluation of this source of systematic uncertainty for the
EP method is more sensitive to statistical fluctuations (see Sec. 7.6.1).

The values assigned as systematic uncertainty to the ratios of pT-differential yields in
the ESE-selected and unbiased samples are reported in Table 8.3. The only non-negligible
source of systematic uncertainty that does not completely cancel out in the ratio is the one
related to the raw-yield extraction, which is however smaller compared to the statistical
uncertainty.

8.7 Results

Figure 8.17 shows the prompt D+-meson v2 as a function of pT measured in the ESE-
selected and unbiased samples, in Pb–Pb collisions at √

sNN = 5.02 TeV. The data points
along the x-axis are positioned at the average pT of the reconstructed D+ mesons, which
was computed as the average of the pT distribution of candidates with |M−M(D+)| < 3σ,
after subtracting the distribution of the background candidates estimated from the side
bands, as for the analysis of the unbiased v2. In the left column, the results obtained
in the qTPC

2 -selected classes are displayed, while in the right column there are those in
the qV0A

2 -selected classes. The measurements with the EP method performed with the
sample of MB Pb–Pb collisions collected in 2015 are shown in the top and middle rows for
the 10–30% and the 30–50% centrality classes, respectively. These results were published
in Ref. [5]. The measurements with the SP method performed using the sample of semi-
central Pb–Pb collisions collected in 2018 in the 30–50% centrality class are shown in the
bottom row. These measurements were approved as preliminary results by the ALICE
Collaboration.

The v2 measured in the small(large)-q2 classes of events was found to be lower (higher)
than that measured in the unbiased sample, indicating a positive correlation between the
elliptic flow of the D mesons and that of the bulk of light-flavour particles. The separation
between the measurements in the large-q2 and small-q2 samples is reduced for the qV0A

2 -
selected classes compared to that observed for the qTPC

2 -selected classes, mainly due to
the lower selectivity of qV0A

2 , and in addition to the suppression of possible non-flow
contributions.
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pT (GeV/c) [3,4] [4,6] [6,8] [8,12] [12,16]

EP 10 − 30%

M and v2 fits all ESE classes - 0.020 0.015 0.015 -

Feed-down

small-qTPC
2 - +0.004

−0.002
+0.007
−0.003

+0.002
−0.004 -

large-qTPC
2 - +0.018

−0.009
+0.013
−0.006

+0.004
−0.002 -

small-qV0A
2 - +0.004

−0.002
+0.002
−0.001

+0.001
−0.001 -

large-qV0A
2 - +0.016

−0.008
+0.013
−0.006

+0.005
−0.003 -

EP resolution

small-qTPC
2 5.0%

large-qTPC
2 5.0%

small-qV0A
2 1.0%

large-qV0A
2 2.0%

EP 30 − 50%

M and v2 fits all ESE classes 0.025 0.015 0.015 0.012 -

Feed-down

small-qTPC
2

+0.005
−0.003

+0.007
−0.003

+0.009
−0.004

+0.009
−0.004 -

large-qTPC
2

+0.011
−0.005

+0.020
−0.009

+0.023
−0.011

+0.024
−0.012 -

small-qV0A
2

+0.009
−0.004

+0.010
−0.005

+0.012
−0.006

+0.007
−0.003 -

large-qV0A
2

+0.013
−0.006

+0.021
−0.010

+0.001
−0.002

+0.005
−0.002 -

EP resolution

small-qTPC
2 7.0%

large-qTPC
2 7.0%

small-qV0A
2 1.0%

large-qV0A
2 2.0%

SP 30 − 50%

M and v2 fits all ESE classes 0.015 0.008 0.008 0.011 0.011

Feed-down

small-qTPC
2

+0.006
−0.003

+0.010
−0.005

+0.005
−0.003

+0.005
−0.002

+0.001
−0.001

large-qTPC
2

+0.020
−0.010

+0.018
−0.009

+0.016
−0.008

+0.018
−0.009

+0.014
−0.007

small-qV0A
2

+0.007
−0.003

+0.012
−0.006

+0.007
−0.003

+0.013
−0.006

+0.011
−0.005

large-qV0A
2

+0.022
−0.010

+0.017
−0.008

+0.007
−0.003

+0.009
−0.004

+0.021
−0.010

SP resolution

small-qTPC
2 1.0%

large-qTPC
2 1.0%

small-qV0A
2 1.0%

large-qV0A
2 1.0%

Table 8.2: Summary of systematic uncertainties on the measurement of the D+-meson
v2 with the ESE technique in Pb–Pb collisions at √

sNN = 5.02 TeV. The uncertainties
on the fitting procedure and feed-down subtraction are quoted as absolute uncertainties,
while that on the EP (SP) resolution as relative uncertainty.
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pT (GeV/c) [3,4] [4,6] [6,8] [8,12] [12,16] [16,24]

10 − 30% (2015)

Raw-yield extraction (%)

small-qTPC
2 - 5 2 2 3 -

large-qTPC
2 - 4 2 2 4 -

small-qV0A
2 - 5 2 2 3 -

large-qV0A
2 - 4 2 2 4 -

30 − 50% (2015)

Raw-yield extraction (%)

small-qTPC
2 3 2 2 2 2 -

large-qTPC
2 5 4 2 3 4 -

small-qV0A
2 3 2 2 2 2 -

large-qV0A
2 5 4 2 3 4 -

30 − 50% (2018)

Raw-yield extraction (%)

small-qTPC
2 4 1 1 1 3 4

large-qTPC
2 3 1 1 1 3 3

small-qV0A
2 3 1 1 1 2 3

large-qV0A
2 3 1 1 1 3 4

Table 8.3: Summary of relative systematic uncertainties on the measurement of the ratios
of D+-meson pT-differential yields in the ESE-selected and unbiased samples in Pb–Pb
collisions at √

sNN = 5.02 TeV.

Figure 8.18 shows the ratios of the pT-differential yields of prompt D+ mesons mea-
sured in the ESE-selected and unbiased samples, in Pb–Pb collisions at √

sNN = 5.02 TeV.
The results obtained with the qTPC

2 -selected classes are displayed in the right column,
while those in the qV0A

2 -selected classes in the left column. The measurements performed
using the sample of MB Pb–Pb collisions collected in 2015 and published in Ref. [5] are
shown in the top and middle rows for the 10–30% and the 30–50% centrality classes,
respectively. The measurements performed with the sample of semi-central Pb–Pb colli-
sions collected in 2018 and approved as preliminary results by the ALICE Collaboration
in the 30–50% centrality class are shown in the bottom row. The statistical uncertainty
on the ratio was obtained by propagating the statistical uncertainties from the raw yields
extracted in the ESE-selected and unbiased samples, taking into account the degree of
correlation due to the intersection between the two samples.

The ratios of the pT-differential yields were found to be compatible with unity. A hint
of larger pT-differential yields higher in the large-qTPC

2 class compared to those in the
small-qTPC

2 class was observed in the 3 < pT < 12 GeV/c range for the 30–50% centrality
class in both the analyses of the 2015 and 2018 Pb–Pb data samples. This observation is
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Figure 8.17: Prompt D+-meson v2 as a function of pT measured with the ESE technique in
Pb–Pb collisions at √

sNN = 5.02 TeV. The measurements with the EP method performed
with the sample of MB Pb–Pb collisions collected in 2015 are reported in the top (middle)
row for the 10–30% (30–50%) centrality class, those with the SP method with the sample
of semi-central Pb–Pb collisions collected in 2018 for the 30–50% centrality class in the
bottom row.

consistent with the measurement of light-flavour hadrons, which is understood in terms
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Figure 8.18: Ratios of prompt D+-meson pT-differential yields in the ESE-selected and
unbiased samples in Pb–Pb collisions at √

sNN = 5.02 TeV. The measurements performed
with the sample of MB Pb–Pb collisions collected in 2015 are reported in the top (middle)
row for the 10–30% (30–50%) centrality class, those with the sample of semi-central Pb–
Pb collisions collected in 2018 for the 30–50% centrality class in the bottom row.

of correlation between radial and elliptic flow, induced by a larger initial density in more
anisotropic events. However, the effect was found at most 5% for pions with pT ≈ 4 GeV/c
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in semi-central Pb–Pb collisions at √
sNN = 2.76 TeV [210], which is of the order of the

current statistical uncertainties of the D+-meson measurements.

8.7.1 Comparison to light-flavour hadrons

The effect of the ESE selection on the D-meson v2 was compared to that of light-
flavour hadrons. For this comparison, the average of the v2 coefficients of prompt D0,
D+, and D∗+ mesons was computed by using the inverse of the squared absolute statistical
uncertainty as weight.

The measurements in the qV0A
2 -classes were used, to avoid the contributions of non-

flow correlations and autocorrelations, that are larger in case of light-flavour hadrons,
because of their larger abundance.

Figure 8.19 shows the comparison between the v2{SP} of prompt D mesons and that
for charged particles, obtained in the unbiased (top-left panel) and in the 20% large-
qV0A

2 (top-right panel) samples. In both the ESE-selected and unbiased samples, the
D-meson and charged-particle v2{SP} coefficients are similar in magnitude for pT >
3 GeV/c, while the prompt D-meson v2{SP} is lower than that of charged particles
for lower pT. The ratio between the v2{SP} in the large-qV0A

2 and unbiased samples
is shown in the bottom-left panel of the same Figure. For the ratio of the average D-
meson v2{SP}, the statistical uncertainty was propagated taking into account the degree
of correlation between the measurements in the ESE-selected and the unbiased samples.
For the systematic uncertainties, the contribution of the fitting procedure was considered
as uncorrelated as discussed in Sec. ??, while those of the SP resolution and the beauty
feed-down subtraction as fully correlated. The ratios of v2{SP} in the ESE-selected and
unbiased sample were found to be flat as a function of pT, confirming that the usage of
qV0A

2 ensures the selection of a global property of the events, and similar in magnitude.
However, the ratio of the average D-meson v2{SP} was found to be also compatible with
unity, given the reduced sensitivity of qV0A

2 and the current statistical precision of the
measurement.

8.7.2 Comparison to model predictions

The measurement of the D-meson v2 in the ESE-selected samples and the ratios
of pT-differential yields were compared to theoretical models implementing the charm-
quark transport in an hydrodynamically expanding medium. The measurements in the
qTPC

2 -classes were used, to reduce as much as possible the detector effects, which are
not included in the model predictions. In particular, the lido [114] and dab-mod [199]
models classify the events according to the q2 computed with generated particles, while
in the powlang [188] model the eccentricity is used. Also in this case, the measurements
of prompt D0, D+, and D∗+ mesons were averaged to improve the statistical precision.

Figure 8.20 shows the average v2{SP} of prompt D0, D+, and D∗+ mesons in the 20%
small-qTPC

2 (top-left panel), 20% large-qTPC
2 (top-middle panel), and unbiased samples

(top-right panel), compared to the powlang, lido, and dab-mod model predictions.
The dab-mod and lido models underestimate the D-meson v2 in the large-qTPC

2 class
of events, while they reproduce that in the small-qTPC

2 sample. On the contrary, the
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Figure 8.19: Top: prompt D0, D+, and D∗+ average v2{SP} as a function of pT for the
sample of Pb–Pb collisions at √

sNN = 5.02 TeV collected in 2018, in the unbiased (left
panel) and 20% large-qV0A

2 (right panel) samples, in the 30–50% centrality class. The
charged-particle v2{SP} obtained at the same energy, centrality classes and ESE-selected
samples are superimposed for comparison. Bottom: ratio of the measured v2{SP} in the
large-q2 sample to the one obtained from the unbiased sample.

powlang model reproduces the v2 in the large-qTPC
2 class of events and underestimates

that in the small-qTPC
2 class. In particular, a better description of the measured data

is obtained by the prediction that makes use of the transport parameters obtained with
the weak-coupling calculations with Hard-Thermal-Loop (HTL) resummation of medium
effects, rather than those extracted from lattice QCD (lQCD) simulations [201, 217].

The ratios of the v2{SP} in the ESE-selected and unbiased samples are shown in the
bottom-left and bottom-middle panels of Fig. 8.20 for the small-qTPC

2 and large-qTPC
2

classes of events, respectively. The measured ratios and those predicted by the various
models are nearly flat as a function of pT. In addition, the predictions provided by the
same model with different transport coefficients (i.e. powlang htl and powlang lqcd,
or dab-mod(m&t) and dab-mod(Eloss)) give consistent predictions, indicating that the
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Figure 8.20: Top: prompt D0, D+, and D∗+ average v2{SP} as a function of pT for the
sample of Pb–Pb collisions at √

sNN = 5.02 TeV collected in 2018, in the 20% small-
qTPC

2 (left panel), 20% large-qTPC
2 (middle panel), and unbiased (right panel) samples, in

the 30–50% centrality class. Bottom: ratio of the measured v2{SP} in the ESE-selected
classes to the one obtained from the unbiased sample. The data points are compared to
model predictions based on the charm-quark transport in an hydrodynamically expanding
medium.

effect of the ESE selection is more related to the initial geometry rather than the dynamic
evolution of the heavy quarks in the medium.

Figure 8.21 shows the average of the ratio of prompt D0, D+, and D∗+ pT-differential
yields in the 20% small(large)-qTPC

2 and the unbiased samples compared to the predic-
tions provided by the powlang model. A hardening (softening) of the pT distributions is
predicted by the powlang model in the large(small)-qTPC

2 class of events, due to the cor-
relation between the radial and the elliptic flow. The effect predicted for the small-qTPC

2
describes the measurement, while the one in the large-qTPC

2 seems to be overestimated,
especially in case of HTL transport coefficients. Unlike the modification of the v2 in
the ESE-selected samples, the modification of the pT-differential yields is sensitive to
the variation of the transport coefficients. Therefore, these measurements with the un-
biased v2 and RAA have the potential to set constraints to model predictions based on
the charm-quark transport in the medium, which need several ingredients, such as the
initial geometry, the flow of the underlying medium, the transport coefficients, and the
hadronisation mechanisms in the medium, to be compared with the measurements and
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Figure 8.21: Average of the ratio of prompt D0, D+, and D∗+ pT-differential yields in
the qTPC

2 -selected samples to those in the unbiased sample in the 30–50% centrality class,
obtained with the sample of Pb–Pb collisions at √

sNN = 5.02 TeV collected in 2018.
The data points are compared to the powlang predictions obtained with two sets of
transport coefficients.

extract information about the properties of the QGP.
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Chapter 9

Conclusions and perspectives

In this Thesis, the measurements of the production of D+ and D+
s mesons in pp, p–Pb

and Pb–Pb collisions were presented. The analyses were performed via the reconstruction
of the displaced decay-vertex topologies D+ → K−π+π+ and D+

s → ϕπ+ → K−K+π+ at
mid rapidity.

The measurement of the pT-differential production cross section of prompt D+
s mesons

in pp collisions at
√
s = 5.02 TeV is more differential and has an extended pT coverage

with respect with the previous measurement at
√
s = 7 TeV [158]. The production cross

section is found to be described by perturbative QCD calculations and the abundance
of D+

s mesons compared to the D meson without strange-quark content is compatible
with that measured at e+e− colliders, indicating that the charm-quark hadronisation
mechanism is not significantly modified.

The nuclear modification factor of prompt D+
s mesons measured in the 10% most

central Pb–Pb collisions at √
sNN = 5.02 TeV has statistical uncertainties reduced down

to a factor 3 compared to the previous measurement at the same energy [3]. The central
values of the RAA are systematically higher then those measured for prompt D+ mesons
for pT ≲ 8 GeV/c, as expected in case of charm-quark hadronisation via coalescence in
a strangeness rich medium. However, the two measurements are still compatible within
uncertainties. The RAA of prompt D+ mesons, averaged with that of prompt D0 and D∗+

mesons, in central (0–10%) Pb–Pb collisions is higher than that of charged particles by
more than 2σ in each pT interval of the measurement for pT < 8 GeV/c. This difference is
reduced in semi-central (30–50%) collisions and is almost vanished in peripheral (60–80%)
collisions. The multiplicity-dependent nuclear modification factor QpA of prompt D+

mesons is compatible with unity, with a hint of increasing enhancement from peripheral
to central collisions, in the 2 < pT < 10 GeV/c interval, which suggests the presence of
radial flow in p–Pb collisions. This enhancement has a significance of about 3σ in the
20–40% centrality class when the average central-to-peripheral ratio of D+, D0, and D∗+

mesons is considered.
The elliptic flow of prompt D+ mesons was measured in semi-central Pb–Pb collisions

at √
sNN = 5.02 TeV with the event-plane and scalar-product methods. It was found to

be positive and similar in magnitude in the 10–30% and 30–50% centrality classes. The
average prompt D-meson v2 was found to be lower (similar) to that of charged pions for
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pT < 3 GeV/c (pT > 3 GeV/c) and higher than that of J/ψ mesons for pT < 6 GeV/c.
This observation is consistent with the scaling of the v2 with the mass of the meson
species observed for light-flavour hadrons below 3 GeV/c [52], and with the increase of
the D-meson v2 due to the hadronisation via recombination of the charm quarks with the
flowing light-flavour quarks [113].

The elliptic flow and the pT-differential yields of prompt D+ mesons were also inves-
tigated for the first time with the event-shape engineering (ESE) technique. The v2 is
found to be higher (lower) in the events with larger-than average (smaller-than-average)
q2, confirming a correlation between the D-meson azimuthal anisotropy and the collective
expansion of the bulk matter. The ratios of the pT-differential yields measured in the
ESE-selected and unbiased samples are compatible with unity, with a hint of increase in
the 3 < pT < 12 GeV/c range for the 30–50% centrality class. This increase could be
understood in terms of correlation between radial and elliptic flow, induced by a larger
initial density in case of more anisotropic events.

The results presented in this Thesis contribute to give insights into the production
of charm mesons and its modification in the hot medium created in heavy-ion collisions.
Although in recent years the understanding of the interaction of the charm quark with
the QGP made important progresses, the current precision of the measurements does not
allow for drawing final conclusions on some relevant aspects, such as the enhancement of
the D+

s -meson production in heavy-ion collisions. For this reason, great effort is devoted
to improve these measurements in the future, both from the point of view of the anal-
ysis methods and the detector performances. In the following sections, the perspectives
of improvement provided by the application of machine-learning techniques to the mea-
surement of D+

s mesons in central Pb–Pb collisions, and by the upgrade of the ALICE
detector for the LHC Run3 to the ESE measurements are briefly discussed.

9.1 Improvements in the D+
s -meson measurement with

machine-learning techniques

The term machine learning (ML) comprehends a vast landscape of algorithms which
can "learn" to perform a task without being explicitly programmed. They have a huge
range of applications from speech recognition to image generation. The application of ML
methods in high-energy physics has become increasingly popular in recent years, mostly
for classification and regression problems, but also for simulation and event reconstruc-
tion [218, 219].

A ML technique was employed in this Thesis to improve the extraction of the D+
s -

meson signal in central Pb–Pb collisions. For this purpose, a supervised model was
adopted. Supervised algorithms learn how to correctly classify the data starting from a
set of examples of which the belonging class is known (training sample), and are therefore
interesting for the separation of the signal from the background candidates. The output
of a supervised model is a score evaluated from the instance properties, normally called
features. This score is a numerical value related to the instance probability of belonging to
the different classes. In particular, the algorithm included in the category of the Boosted
Decision Trees [220] provided by the XGBoost library [221, 222], was used.
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s -meson measurement with machine-learning techniques

As a first step, D+
s -meson candidates were selected applying loose pre-selection criteria

on the decay-vertex topology and the conservative PID strategy described in Sec. 4.2.4.
The training of the ML algorithm was then performed with a sample of prompt D+

s mesons
obtained from a MC simulation produced as described in Sec. 4.3 for the signal, and a
sample of D+

s -meson candidates in the sidebands of the the invariant-mass distribution,
away from the D+ and D+

s peaks (M − M(D+
s ) > 4σ or M(D+) − M > 4σ), for the

background. The topological variables used for the training were (i) the decay length,
(ii) the normalised decay length in the transverse plane, (iii) the cosine of the pointing
angle in the transverse plane, (iv) the dispersion of the tracks at the decay vertex, (v) the
maximum normalised difference between the measured and the expected daughter-track
impact parameters in the transverse plane, (vi) the difference between the invariant mass
of the kaon pair and the ϕ-meson mass, and (vii) the cubic cosine of the angle between
one of the kaons and the pion in the K+K− rest frame (see Sec 4.2.2 for more details).
The PID information was also exploited by including for each decay track the variables

N comb
σ (π,K) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

|NTPC
σ (π,K)| tracks with only TPC

|NTOF
σ (π,K)| tracks with only TOF

1√
2

√︂(︁
NTPC

σ (π,K))2 +
(︁
NTOF

σ (π,K))2 tracks with TPC and TOF

This was done to retain the number of variables used in the training and to account for
tracks that do not have hits in the TOF detector.

The performance of the trained model was evaluated by considering the area under
the Receiver Operating Characteristic (ROC) curve. The ROC curve is obtained by the
signal selection efficiency as a function of the background selection efficiency, evaluated
on a test sample independent of the training sample, for various threshold settings on the
model output. The area under the ROC curve can assume values that range from 0.5,
which corresponds to a random classification, to 1, which is obtained in case of perfect
discrimination between signal and background. The ROC curve for the model trained for
prompt D+

s mesons with 2 < pT < 3 GeV/c in the 0–10% most central Pb–Pb collisions
is shown in the left panel of Fig. 9.1. The area under the curve was obtained to be 0.971,
indicating a good performance of the ML model. The signal and background efficiencies
obtained with a set of selections defined with the standard strategy, tuned to optimise
the statistical significance as described in Sec. 6.1, are compared to the ROC curve in the
Figure inset. For the same signal efficiency, the selection performed with the ML model
provides a background efficiency which is more than 5 times smaller.

The optimal selection on the score of the ML was evaluated with a procedure similar
to the one adopted for the standard selection strategy (Sec. 6.1). The invariant-mass dis-
tributions of real D+

s candidates obtained with the standard and the ML-based selections
are compared in the right panel of Fig. 9.1. While in case of standard selection the peak
of the D+

s meson is not visible, in case of ML-based selection a statistical significance of
7.3 ± 0.1 is obtained.

This selection strategy opens the possibility to extend the measurement of the D+
s
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Figure 9.1: Left: ROC curve obtained for the ML model trained for the selection of
prompt D+

s mesons with 2 < pT < 3 GeV/c in the 10% most central Pb–Pb collisions
at √

sNN = 5.02 TeV. The inset shows the comparison with the signal and background
efficiencies obtained with the standard analysis. Right: comparison of the M(KKπ) dis-
tribution of D+

s -meson candidates having 2 < pT < 3 GeV/c obtained with the standard
and ML-based selections. Figure taken from the ALICE figure repository ©.

meson down to lower pT, as well as to significantly improve the statistical precision of the
measurement in the current pT range covered by the standard analysis. For this reason,
this analysis technique is under study and will be applied for the publication of the results
on the D+

s -meson production in Pb–Pb collisions at √
sNN = 5.02 TeV performed on the

data sample collected in 2018.

9.2 Improvements in the ESE measurements with the up-
graded Inner Tracking System

The ALICE Collaboration is preparing a major upgrade of the experimental appara-
tus, planned for installation in the second long LHC shutdown in 2020, which will also
involve the Inner Tracking System [223, 224]. The main goals of the upgrade of the
ALICE ITS are an improved reconstruction of primary and secondary vertices and an
improved performance in the tracking of low-momentum particles.

The central part of the upgraded ALICE ITS is the pixel chip. The most challenging
requirements for the detector design are the high spatial resolution and the extremely
low material budget, in particular for the inner layers. These requirements led to the
choice of Monolithic Active Pixel Sensors (MAPS) [224]. Hence, the six ITS layers of
the current setup will be replaced with seven concentric barrel layers of silicon MAPS
detectors with radii between 22 mm for the innermost and 400 mm for the outermost
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Figure 9.2: Left: projection of the expected ratio of D0-meson v2 in the 10% large-q2 and
small-q2 samples to the unbiased one as a function of pT for the 30–50% centrality class.
The modification of the D0-meson v2 was assumed to be equal to that measured for the
charged particles in Pb–Pb collisions at √

sNN = 2.76 TeV in the 30–40% centrality class,
which is superimposed for comparison [210]. Right: projection of the expected ratio of
D0-meson pT-differential yield in the 10% large-q2 sample with respect to the unbiased
one, estimated considering the prediction provided by the powlang model [188]. Figure
taken from Ref. [6].

layer. The pixel size of the new sensors will be 30 µm x 30 µm, compared to 50 µm
x 425 µm of the current pixel detector. The material budget will be reduced down to
0.3% X0 in the innermost and ∼ 0.9% X0 in the outer and middle layers compared to
1.14% X0 per layer in the current SPD detector. As a consequence of this upgrade, the
impact-parameter resolution will improve by a factor 3 (5) in the rφ (z) direction [224],
implying a large improvement in the measurement of heavy-flavour hadrons.

As an example, in this Thesis the expected performance of the ESE measurements for
the D0 meson in Pb–Pb collisions at √

sNN = 5.5 TeV with Lint = 10 nb−1 was evaluated.
The expected statistical precision for the measurement of the D0 meson pT-differential
yields and v2 in the 10% of the events with largest (smallest) elliptic flow of the bulk,
quantified through the magnitude of the so-called reduced flow vector q2, was obtained
by scaling the expected uncertainty on the unbiased measurements taken from Ref. [224],
considering the percentage of events in the ESE-selected classes and the modification
of the observable. The systematic uncertainty was assumed to be the same as the one
estimated for the unbiased measurements.

For the v2, the modification was assumed to be equal to that of charged particles
measured by the ALICE in Pb–Pb collisions at √

sNN = 2.76 TeV in the 30–40% centrality
class [210] using the V0C detector to compute the q2 estimator. On the one hand it
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represents an unfavourable scenario for the sensitivity of the ESE selection (see Sec. 8.5
for more details), on the other hand a forward-rapidity estimator for q2 would suppress
unwanted non-flow correlations and autocorrelations, giving the possibility to measure
the same observables for soft and hard probes and hence have a more direct comparison.
In the left panel of Fig. 9.2, the prospects for the measurement of the ratio between
the ESE-selected and unbiased v2 of prompt D0 mesons are compared to the current
measurement of the charged particles. Despite the assumed reduced sensitivity of q2, the
expected precision of the measurement will be sufficient to measure a modification of the
D0-meson v2, removing the effects induced by non-flow correlations. The precision at
intermediate pT is expected to be better than 5% and thus it will provide the possibility
to resolve a possible difference of a few percent in the response of the v2 to the ESE
selection between the D0 mesons and the light hadrons.

The right panel of Fig. 9.2 shows the expected ratio between the pT-differential yields
of D0 mesons in the 10% large-q2 and unbiased samples. In this case, the modification
of the pT-differential yields was estimated considering the prediction provided by the
powlang model [188]. The expected performance will provide a sensitivity of a few
percent for the modification of the D-meson pT spectra in events with small (large) initial
geometrical anisotropy, opening the way for precise studies on the interplay between the
initial geometrical anisotropy (the collective flow of the bulk) and the heavy-flavour radial
flow and energy loss.
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