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Abstract 

Launching science and technology experiments to space is expensive.  Although commercial spaceflight has 

resulted in a drop of prices, the cost for a launch is still significant.  However, most of the weight that is needed to 

conduct experiments in space belongs to the spacecraft’s bus and it is responsible for power distribution, thermal 

management, orbital control and communications. An upper stage, on the other hand, includes all the necessary 

subsystems and has to be launched in any case. Many upper stages (e.g. ARIANE5) will even stay in orbit for several 

years after their nominal mission with all their subsystems intact but passivated.  

We propose a compact system based on a protective container and high-performance Commercial-off-the-Shelf 

(COTS) hardware that allows cost-efficient launching of technology experiments by reusing the launcher’s upper 

stage and its subsystems. Adding acquisition channels for various sensors gives the launch provider the ability to 

exploit the computational power of the COTS hardware during the nominal mission. In contrast to existing systems, 

intelligent and mission-dependent data selection and compression can be applied to the sensor data. 

In this paper, we demonstrate the implementation and qualification of a payload bus system based on COTS 

components that is minimally invasive to the launcher (ARIANE5) and its nominal mission while offering 

computational power to both the launch provider and a potential payload user. The reliability of the COTS-based 

system is improved by radiation hardening techniques and software-based self-test detecting and counteracting faults 

during the mission. 

 

Keywords: Monitoring, ARIANE5, COTS, Protective Container, Data Compression, Software-based Self-Test 

 

Acronyms/Abbreviations 

 Acquisition Board (AQB) 

 Attitude and Orbit Control System (AOCS) 

 Board Support Package (BSP) 

 Commercial-off-the-Shelf  (COTS) 

 Data Handling System (DHS) 

 Discrete Wavelet Transform (DWT) 

 Field Programmable Gate Array (FPGA) 

 Geostationary Transfer Orbit (GTO) 

 Intellectual Property (IP) 

 Latching Current Limiters (LCL) 

 Massively Extended Modular Monitoring 

for Upper Stages (MaMMoTH-Up) 

 No List Set Partitioning in Hierarchical 

Trees (NLS) 

 On-Board Computer (OBC) 

 Power Supply Unit (PSU) 

 Pulse per Second (PPS) 

 Small and Medium-sized Enterprise (SME) 

 Software-based Self-Test (SBST) 

 

1. Introduction 

Traditionally, in the space industry, there is a clear 

distinction between launch provider and payload 

manufacturer. While this distinction makes sense from 

an organizational and product point of view, it yields 

room for optimization regarding the subsystems of both 

the launcher and its payloads. Specifically, many 

subsystems such as radio link, power supply and 

structure are needed by the launcher as well as its 

payload. For the launcher, however, these components, 

although fully functional, are passivated and become 

space debris right after the fulfilment of the nominal 

mission. 
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In order to fully exploit every kilogram of expensive 

equipment launched to space, we propose to reuse these 

components and offer them as a basis for small short-

term payloads or technology experiments. This could 

significantly decrease the cost of technology 

experiments, because many of the otherwise mandatory 

subsystems are already in orbit. Of course, this reuse 

requires certain adaptions of the launcher’s on-board 

system. In order to be minimally invasive towards 

existing systems, we also propose a COTS-based system 

in a protective container that serves as payload bus 

between launcher and payload.  

To justify the extra weight of this system, 

acquisition channels for various sensors can be added. 

This gives the launch provider the ability to flexibly 

place additional sensors on its launcher providing 

deeper insight into its mechanical stress and 

environmental conditions. The payload bus can be used 

to acquire valuable data during the launcher’s nominal 

mission. Exploiting the computational power of the 

COTS hardware, intelligent and mission-dependent data 

selection and compression are applied to the sensor 

data. This enables a high information throughput even at 

low data rates that can be integrated in the existing 

launcher telemetry providing a substantial benefit to the 

launch provider. 

In this paper, we describe the dual mission concept 

of inhaling a second life to the launcher’s subsystems 

while also providing a powerful data acquisition system 

during the nominal mission. Furthermore, we 

demonstrate the design, implementation and 

qualification of a high-performance payload bus system 

based on commercial-off-the-shelf (COTS) components 

inside a protective container that offers a well-defined 

and safe interface shielding the launcher from 

malfunctions of a payload and protecting the payload(s) 

from the harsh environment on board the launcher. The 

developed system is capable of serving the outlined use 

cases. 

 

1.1 Related Work 

The use of COTS-based systems and subsystems in 

space has been studied extensively. Key arguments for 

the use of COTS components are reduced weight and 

better availability as well as increased performance and 

energy efficiency. In order to guarantee mission 

success, however, they need to be tested extensively or 

require additional effort to make them more reliable, 

thus sacrificing parts of their performance advantage 

[1,2,3]. 

To protect components and entire payloads from the 

harsh vibrations and pyrotechnic shocks during lift-off, 

dampening systems such as SoftRide® have been 

proposed and successfully applied [4,5]. Our foam-

based protective container does, however, not only 

protect the enclosed system from vibration and shock, 

but also from rapid changes in temperature and provides 

a pressurized environment. 

While first stage recovery has successfully been 

performed multiple times by SpaceX [6] and similar 

concepts are under investigation [7], even specifically 

for ARIANE5 [8], recovery and reuse of an orbital 

upper stage have not been performed commercially 

since the Space Shuttle. Although concepts for fully 

reusable launchers are under investigation [9], it is 

unlikely that such a system becomes operational in the 

near future, thus wasting the fully functional upper stage 

subsystems for the time being. 

Data compression on science and payload data such 

as images and other multi-dimensional data is crucial to 

effectively handle the big amounts of data these 

instruments produce. A number of different 

compression schemes exist, tailored for the specific 

characteristics of the underlying data [10]. 

Compression on housekeeping data, however, is 

rarely applied. With increasing numbers of sensors as 

well as increasing resolution in time and value domain, 

the amount of acquired data justifies the use of 

compression schemes. Compression has successfully 

been applied to the protocol part of telemetry packets of 

the Rosetta mission [11]. However, to the best of our 

knowledge, there is no adaptable compression scheme 

that specifically targets the acquired sensor data. 

 

1.2 Structure 

The paper unfolds as follows: 

 In Section 2, an overview of the targeted mission 

scenario is given. We describe possible enhancements 

and extensions to the nominal mission before explaining 

the extended mission reusing the launcher’s subsystems 

to conduct technology experiments.  

Section 3 describes the MaMMoTH-Up system that 

has been designed, implemented and tested. Starting 

with the concept of the protective container and 

interfaces towards the ARIANE5 upper stage, we 

subsequently depict hard- and software of the COTS-

based system. In terms of hardware, we describe the on-

board computers and custom-built IP cores for data 

acquisition. In terms of software, the mission controller 

as well as the data processing, compression and 

monitoring chains are characterised in detail. Our 

contributions of securing the COTS components in 

terms of software-based self-testing and reliability 

analysis complete the section. 

Section 4 discusses the results obtained during 

design, development and testing.  

Section 5 concludes the paper. 

 

2. Mission Scenario  

In this section, we describe the twofold potential of 

the use of a powerful COTS component-based payload 

system on board an upper stage. The increasing 
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computational power can be used to contribute to the 

nominal mission of a launcher by providing data 

acquisition and imaging capabilities or safely introduce 

new key technologies such as wireless communication 

(cf. Section 2.1). On the other hand, such a system could 

also add a completely new use case to an upper stage by 

reusing its subsystems to conduct science and 

technology experiments on board the upper stage after 

its nominal mission has been completed (cf. Section 2.2). 

 

2.1 Benefit for the Nominal Mission 

Today, the environmental conditions and mechanical 

stress in terms of temperature, shock and vibration that 

the ARIANE5 is exposed to during lift-off are only 

measured during predefined time spans and with limited 

accuracy. Precise determination of the spacecraft’s 

performance, however, is crucial in order to introduce 

structural improvements or new materials. Due to 

limited bandwidth towards ground and on-board 

processing capabilities, increasing the amount, cadence 

and precision of the existing data acquisition system is 

very expensive because it involves extensive 

development efforts and requalification of the launch 

vehicle. 

Instead, we propose a modular, minimally invasive 

COTS-based data acquisition system making use of 

unoccupied space on ARIANE5’s avionics bay. Using 

an RS422 extension to the existing central telemetry 

unit, the envisaged system’s output can be in integrated 

in the existing downlink. By keeping the electrical 

interfaces coherent with existing data acquisition units, 

we ensure that the new system is easily integrated with 

existing electronics and can be controlled from the 

central telemetry unit with minor changes to current 

control schemes. 

With the computational power and flexibility of a 

COTS-based system at hand, data processing, selection 

and compression can be applied to acquired sensor data 

to optimize the information throughput of the given 

downlink. A rating of the sensor output from relevant to 

irrelevant determined by engineers during mission 

definition and by the system depending on sensor output, 

it is ensured that data selected for downlink is 

meaningful for later analysis. 

Modular and affordable hardware and software 

acquisition schemes enable design engineers to flexibly 

place additional high resolution sensors for each 

individual mission (i.e. launch). Offering widely-used 

interfaces such as SpaceWire, RS422 and CAN, our 

proposed system can furthermore introduce new 

technologies such as smart or wireless sensors to the 

launcher without the need to adapt these to standard 

ARIANE5 interfaces. 

Due to its modular structure that allows combining 

multiple interconnected processing, storage and 

acquisition elements, the system may be extended by 

imaging capabilities for image and video footage during 

the launch. Several possibilities to extend the system 

functionality in this direction are currently under 

consideration. 

With its data acquisition and processing capabilities 

as well as future possibilities to generate imagery during 

the launch, the proposed system can make a significant 

contribution to the nominal mission of the launch. A 

second use case beyond the nominal mission that reuses 

core parts of the launcher’s telemetry system is depicted 

in the next section. 

 

2.2 Extended Mission 

For typical scientific satellites, the number of 

subsystems that are required to enable experiments to be 

conducted in space is numerous. A standard satellite 

consists of a communication subsystem for radio 

transmission and reception, a power subsystem for 

power generation and distribution, an AOCS for orbital 

manoeuvring and attitude control, a rigid structure for 

holding the components and an optional thermal control 

system in case a specific temperature range is crucial. 

Altogether, for a typical scientific satellite, about two 

kilograms of satellite bus per kilogram of payload mass 

have to be launched. However, these subsystems usually 

offer no benefit to the customer and do not contribute to 

the mission’s scientific output. 

For a typical upper stage, on the other hand, all these 

subsystems are imperative as well. However, after the 

launcher has fulfilled its nominal mission of delivering 

its payload(s) to orbit, the upper stage is passivated and 

is deorbited either actively or passively in the course of 

several years. Essentially, this means that fully 

functional components and subsystems whose launch 

has already been paid for are deliberately becoming 

space debris and are bound to burn up in the atmosphere. 

Instead of dumping these components, we propose 

to inhale a second life to the upper stage’s subsystems 

and use them to conduct experiments right on the 

unutilized upper stage. By using unoccupied space on 

the upper stage, lightweight technology or scientific 

experiments can rely on the upper stage’s infrastructure 

in terms of power supply, communications and structure. 

Not having to specifically include these components in 

the mission does not only save their weight during the 

launch but also offers massive cost savings during 

design, development and testing as these subsystems are 

already qualified and standardized.  This puts the ability 

to gain flight heritage in reach for academic institutions 

and SMEs.  

Additionally, the GTO as targeted by many 

commercial launches offers interesting characteristics in 

the sense that it is subject to a variety of different 

radiation levels and changes in the earth’s magnetic and 

gravity field including the Van Allen radiation belts, for 

instance (cf. Fig. 1). This provides a wide range of 
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interesting phenomena to be studied in both scientific 

and technology experiments. 

 
 

Fig. 1: Geostationary Transfer Orbit (GTO) and Van 

Allen radiation belts 

 

To cause minimal integration effort on the launcher, 

to be minimally invasive concerning the nominal 

mission and to be able to add the use case described 

above to existing launchers with little effort, a well-

defined interface for possible experiments is desirable. 

To overcome this need, a powerful payload bus, that 

also offers significant contributions during the nominal 

mission as described in section 2.1, was developed in 

the Horizon 2020 project MaMMoTH-Up. The resulting 

demonstrator and its key technologies that were 

designed, implemented and qualified during the project 

are described in the following section. 

 

3. The MaMMoTH-Up System 

3.1 System Overview 

The MaMMoTH-Up mission statement is defined as 

follows: 

“MaMMoTH-Up represents a permanent adaptable 

experiment opportunity located on the ARIANE5 (A5) 

Vehicle Equipment Bay. 

Protected by a dedicated container design it shall 

make extensive use of COTS hardware and advanced 

software to achieve its ambitious data collection, 

processing and compression tasks. This COTS approach 

is secured by tailored dependability technics to ensure a 

reliable operation in the demanding space environment. 

To downlink the gathered, processed and 

compressed data MaMMoTH will make use of the A5 

telemetry subsystem acting as a peripheral data 

acquisition unit once a standard A5 mission is 

completed. A future application also on ARIANE6 is 

envisaged.” [12] 

To fulfil this mission, a COTS-based system based 

on three processing elements, a power supply unit and 

two data acquisition boards in a protective container (cf. 

Section 3.2) has been developed. These are 

interconnected using SpaceWire. One of the processing 

elements (named TCM-S, cf. Section 3.3) represents the 

mission controller. It interacts with the launcher (cf. 

Section 3.2.2) and features a mass memory for 

intermediately storing telemetry data. The remaining 

processing elements (named OBC-S) each have an 

associated acquisition board (AQB) attached that 

connects to a set of vibration, shock, temperature and 

pressure sensors. These serve as a reference mission to 

increase the data acquisition capabilities of the launcher. 

For later mission, they may be exchanged for an 

imaging system or a technology experiment. 

The computationally challenging task of data 

processing is split between the processing elements for 

an optimal workload. The OBC-S boards perform 

preliminary transformations, whereas the TCM-S is 

responsible for data analysis and compression (cf. 

Section 3.4). 

To secure the COTS approach, structural software-

based self-tests are executed at critical moments before 

and during the mission to detect permanent faults. A 

concept of graceful degradation ensures that the system 

retains some useful functionality even in the presence of 

failing subcomponents (cf. Section 3.5). The overall 

MaMMoTH-Up system is depicted in Figure 2. 

 

 
Fig. 2: MaMMoTH-Up System Overview 

 

3.2 Protective Container 

In order to operate high performant but relatively 

sensitive COTS-based systems under the demanding 

environmental conditions on the launch vehicle, various 
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studies were conducted in the past to develop different 

shelter technologies [13]. For MaMMoTH-Up, special 

emphasis was put on the protection against vibration 

and of the COTS-based system. A dedicated hermetic 

protective container design has been implemented [14] 

(cf. Figure 3). Being hermetic, it enables to incorporate 

components and materials that degrade or fail in low 

pressure or vacuum conditions. Furthermore materials 

with delicate out-gassing or off-gassing properties can 

be used inside the MaMMoTH-Up container, since the 

contamination of the launcher or even its payload is 

prevented. 

 

3.2.1 Structure 

The protective container is a combination of an outer 

container and a smaller internal carrier rack. The carrier 

rack embedded inside the external container using a set 

of foam pads which absorb external mechanical loads. 

Due to the fact that foam has non-linear mechanical 

properties, numerous studies and mechanical 

characterization tests have been done to select good 

foam configurations. 

The successful final vibration qualification test with 

the full system proved the container concept and design. 

 

 
Fig. 3: MaMMoTH-Up Container model (partly 

disassembled) during vibration tests 

 

To connect the COTS-based system (here DHS) 

inside the container, a dedicated electrical harness has 

been designed and implemented. Since there is a 

significant relative mechanical displacement of the 

internal rack (caused by the foam elasticity) in relation 

to the outer container in case of vibrations, the harness 

design and connector location had to respect both the 

need for sufficient movement and for tight fixation close 

to the interfaces.  

The outer container provides the mechanical and 

electrical interface towards the launch vehicle. 

3.2.2 Interfaces to the ARIANE5 

The MaMMoTH-Up Container has been designed to 

be placed inside the ARIANE5 avionics bay. A location 

has been selected, that was initially occupied during the 

first flights of the ARIANE5 ECA launcher and is now 

vacant. MaMMoTH-Up has been designed to operate as 

independently from the launcher as possible; 

nevertheless, a few interfaces are implemented (cf. 

Figure 4): 

 Telemetry interface to the launcher's main 

telemetry unit to feed the acquired and 

processed data into the telemetry downlink 

 Control and synchronization interface to the 

launchers sequential controller unit 

 Power interface 

 Ground test interface to EGSE to enable the 

configuration and testing of MaMMoTH-Up 

during the integration and launch preparation 

phase 

 The mechanical bolted interface to fix the 

MaMMoTH-Up container on the launcher 

avionics platform 

 

 
Fig. 4: MaMMoTH-Up launcher interfaces 

 

3.3 Hardware 

The DHS subsystem (cf. Figures 5,6) is an 

integration of modular products providing one Power 

Supply Unit (PSU), one Sirius TCM unit, and a pair of 

Sirius OBC units combined with an acquisitions board 

(AQB) on top (cf. Figure 7). The AQBs provide sensor 

interfaces for both the external ARIANE5 sensors and 

the internal container sensors. All sensors are measured 

with high performance using FPGA logics. The 

measured data is forwarded to the TCM mass memory 

for storage before it is downloaded to ground via radio. 

The actual MaMMoTH-Up DHS Qualification Model 

can be seen in Figure 6. With a weight of only 875g, its 

dimensions are 130 * 126 * 90mm (L*D*H). 
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Fig. 5: The DHS mechanical structure 

 

 
Fig. 6: The DHS Qualification Model 

 

 
Fig. 7: Mechanical casing of OBC-S and AQB 

 

Externally, the DHS features three closed current 

loops (CMD-3) to be controlled by the launcher’s 

sequential electronics (ES). Eight discrete telemetry 

status bits (TM-8) provide a direct equipment status for 

the launcher. Acquired data is sent to the launcher by 

the unidirectional RS422 interface. Power supply is 

provided either by the EGSE or by a dedicated battery. 

The voltage range of the DHS is also designed to be 

used directly with the launcher’s power system. Further 

interfaces for the EGSE include a bidirectional 

SpaceWire interface that allows commanding the 

system and getting deeper insight into the inner state, 

reset inputs for individual boards and a PPS signal for 

time synchronization. 

Additionally, a total of 38 analogue sensors can be 

attached, each with a maximum sampling frequency of 

10 kHz. For the reference mission, 22 of these are used 

inside the protective container and 16 are forwarded to 

the outside of the protective container (cf. Table 1). 

 

Tab. 1: Internal and external sensor channels 

Sensor type # Internal # External 

Pressure 1 3 

Delta Pressure - 1 

Temperature 5 3 

Vibration 3 3 

Shock 3 3 

Strain Gauge 4 - 

Acceleration - 3 

Spare 6 - 

Total 22 16 

 

To increase future connectivity, two spare RS422 and a 

CAN interface have been included. These can be used 

as wireless access points or payload interfaces. For 

demonstration purposes, an exemplary CAN pressure 

sensor is operated by the system. The interfaces of the 

MaMMoTH-Up DHS are depicted in Figure 8. 

 
Fig. 8: DHS external interfaces 

 

3.3.1 On-board Computers 

The core of the DHS consists of three processing 

elements, one experiment controller (TCM-S) including 

a mass memory for data storage and two on-board 

computers (OBC-S) for data acquisition. 

The TCM-S and OBC-S products (see Figures 9, 10) 

are part of the Sirius product family that follows the 

CubeSat form factor standard. The following interfaces 

and features are provided by the COTS products: 

 JTAG interface (1) 

 DEBUG interface (1) 

 Power connection with integrated PPS(1), 

PULSE (2), PSUCTRL RS485 (1) signals 

 SpaceWire ports (2) 

 CCSDS S-band radio port (1, only TCM-S) 

 CCSDS X-band radio port (1, only TCM-S) 

 UMBI interface (1, only TCM-S) 

 Pulse outputs (12, only TCM-S) 

 RS422/485 ports (3, OBC-S: 6) 

 GPIO ports (12, OBC-S: 16) 
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 16GB mass memory (only TCM-S) 

 SCET, PPS time sync 

 Status and error detection 

 HK sensors 

 

 
Fig. 9: The Sirius TCM COTS product 

 

 
Fig. 10: The Sirius OBC COTS product 

 

3.3.2 Custom boards and IP Cores 

The Power Supply Unit (PSU) is a customization for 

the project that shares the CubeSat form factor of the 

COTS units. 

The PSU is constructed as a two compartment unit 

(cf. Figure 11) using one compartment for the DCDC 

converter, input protection and 7 V latching current 

limiters (LCLs). The second compartment houses the 

controller, interface adaptation circuits and acquisition 

board LCLs. 

There are two interfaces for commanding the PSU: 

the wired command interface (CMD-3) and the 

PSUCTRL RS-485 interface. The wired command 

interface allows the PSU, and MaMMoTH-Up, to be 

switched on and off through a pulse duration coded 

input. The PSUCTRL interface allows the TCM to 

control the state of all secondary distribution switches 

and LCLs and to fetch housekeeping parameters. 

 

 
Fig. 11: Illustration of the Power Supply Unit (PSU) 

 

The Acquisition board (AQB) is a customization for 

the project that shares the CubeSat form factor of the 

COTS units. The AQB is mounted above the OBC using 

the board-to-board Vertical I/O interface. A custom 

mechanical frame has been added for enclosing both the 

OBC and AQB units into one product (cf. Figure 7). 

The Vertical I/O is an extended interface placed on 

the OBC board that enables integration with customized 

boards.  

A FPGA placed on OBC has access to the Vertical 

I/O interface that enables custom RTLs to control and 

request data from measurements executed by the AQB 

board. 

The customized RTL logic (Intellectual Property 

(IP) blocks) contains both integration of 8 channel 

analogue-to-digital 12bit converters (ADC) and a CAN 

controller (see Figure 12). 

 

 

 
Fig. 12: The main IP block interface 

 

The ADC controller is triggered by the on-board 

software through the ADC driver. The software sets the 

desired sampling rate and block size (i.e. number of data 

points) and issues a read command to the IP block. The 

IP block acquires the requested number of samples from 

the ADC and initiates a DMA transfer in order not to 

stress the CPU with evitable copy instructions. Once the 

DMA transfer is complete, the IP block issues an 

interrupt to the CPU which can then access the sensor 

data for further processing. 

 

3.4 Software 

The software developed in MaMMoTH-Up shall be 

as independent from the underlying hardware and Real-

Time Operating System (RTOS) as possible to ease the 

reuse in later projects. This is achieved by introducing 

the middleware OUTPOST (Open modUlar sofTware 

PlatfOrm for SpacecrafT), formerly known as libCOBC, 

developed at DLR [15]. 

The overall layered architecture is depicted in Figure 

13. On top of the hardware, the operating system 

RTEMS [16] and the board support package (BSP) 

providing software access to board-specific bare metal 

features are located. 
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Furthermore, drivers are implemented to provide a 

higher level access to peripherals and devices next to 

the processor. OUTPOST is located on top of the 

operating system, the BSP and, partly, the drivers and is 

acting act as a middleware for the application. 

 

 
Fig. 13: Layered architecture [15] 

 

The OUTPOST-library provides an extensible, 

robust and reusable software platform. Its 

implementation is based on the CCSDS/ECSS 

recommendations. The core elements of this platform 

are composed of a hardware abstraction layer, an 

operating system layer, a middleware layer, and 

essential services like a CCSDS/PUS software stack and 

a timing module. 

 

3.4.1 Logging Framework 

Only with a detailed knowledge about the internal 

state of the system, reasons of current and past failures 

can be revealed, errors can be deduced and avoided in 

future and, finally, the mission goal can be fulfilled 

successfully. Nowadays, a variety of methods of 

gathering the internal information of the spacecraft exist 

[17]: 

• Monitors using the JTAG target interface 

• Logic Analyzers and Oscilloscopes 

• Software Monitors 

• printf-Debugging [18] 

• Telemetry Messages 

The applicability of these methods strongly depends 

on the development phase, the source the information is 

coming from, and the intended user group which can 

range from software developers over spacecraft 

engineers to mission control centres. Until now, it is 

necessary to implement at least most of these methods 

in order to grant insight into the system during all 

development phases and to all actors. This increases the 

number of system interfaces and, therefore, significantly 

increases development efforts. 

However, one of the main contributions of [19] is an 

approach for a so called unified monitoring framework 

handling as much of the spacecraft status information as 

possible in one common system which shall be used by 

all involved actors throughout all development phases. 

While already planned for application in DLR’s 

Eu:CROPIS mission (launch planned for 2018) [15], 

this unified monitoring framework is also applied in 

MaMMoTH-Up. Furthermore, the framework is 

extended to allow self-configuration and self-testing 

during the mission. This will be achieved by providing a 

level-based interface towards the telemetry system for 

each application. This allows assigning a level of 

visibility to each individual application and filtering 

logging or debugging messages according to their 

importance with respect to the current system health 

status and mission state. 

Furthermore, in order to provide the comfort of 

string-based printf-debugging messages while still 

keeping bandwidth requirements to a minimum, an 

automatic compile-time replacement was developed. 

 

3.4.2 Data Acquisition 

Emerging from the described hardware architecture, 

the data acquisition chain is distributed to all processing 

elements. The AQBs perform signal adaptions for the 

various kinds of sensors (cf. Table 1) before the signals 

can be sampled by the ADCs. The ADC controller 

(RTL) on the OBC-S board retrieves the digital values 

in block-wise fashion per sensor (i.e. ADC channel) and 

notifies the software once a block is complete. The on-

board software then takes care of any further 

processing. 

3.4.3 Data Processing 

In order to optimize the information throughput of 

the given downlink, the sensor data has to be 

compressed. Since lossless compression does not offer 

the necessary compression rates, lossy compression 

schemes as well as intelligent data selection are applied. 

Since the characteristics of sensor data with soft 

gradients (temperature, pressure) or reappearing patterns 

(vibration) resembles rows or columns of image data, 

we propose to apply similar compression schemes as for 

two-dimensional data like JPEG2000 [20] that – in 

contrast to JPEG [21] – allows lossless compression 

which is crucial for very important blocks of sensor data 

[22,23]. 

Compression schemes like JPEG2000 are based on 

mathematical transformations that are applied to the 

underlying data followed by quantization of the 

resulting coefficients and efficient encoding. In the 

MaMMoTH-Up system, the computational load of this 

process is shared between the processing elements. The 

initial transformation is applied by the OBC-S before 

sending the resulting coefficients to the TCM-S, that 

analyses the data, encodes, compresses and sends it to 

ground. This process is depicted in Figure 14. 
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Fig. 14: Data Acquisition Chain in MaMMoTH-Up 

 

JPEG2000 first applies a Discrete Wavelet 

Transform (DWT). Wavelet refers to the appearance of 

the underlying high and low pass filter functions which 

resemble a wave (cf. Figure 15). We have chosen to use 

the Cohen-Daubechies-Feauveau (CDF) 5/3 as applied 

by the lossless JPEG2000 variant because it can be 

implemented with only additions and shift operations 

and yields very good results. The wavelet is used to 

filter the underlying data in multiple passes, 

disassembling it to coefficients on multiple time- and 

frequency scales. This results in a shift of the 

information contents of the entire block to the upper 

coefficients while leaving most of the remaining 

coefficients close to zero. This means that the 

magnitude of a coefficient directly relates to its 

contribution to the entire block. Hence, coefficients 

close to zero can safely be omitted during transmission 

without introducing too much error to the reconstructed 

signal. By omitting more and more coefficients, a user-

defined trade-off between Compression Ratio (CR) and 

introduced error (i.e. Mean Square Error (MSE)) can be 

achieved. 

 
Fig. 15: Cohen-Daubechies-Feauveau 5/3 (CDF-5/3) 

Wavelet [23] 

 

To further increase the compression ratio, we 

propose an adaption of the No List Set Partitioning in 

Hierarchical Trees (NLS) coding scheme by Wheeler 

and Pearlman [24], that accounts for the one-

dimensional nature of time-series data. The scheme 

builds on Embedded Zerotree Wavelet (EZW) coding 

depicted in Figure 16 [23,25]. By pivoting bitplanes and 

transmitting most significant bits first, it is ensured that 

the information that is most important for reconstruction 

is transmitted first. At the same time, this encoding 

creates a so-called embedded bitstream that, when cut at 

any point, still represents a valid sequence for 

reconstructing the whole signal. This makes the actual 

data compression very easy, since it is simply 

performed by cutting the stream at the desired point. 

 

 
Fig. 16: Binary representation of coefficients in the 

Embedded Zerotree Wavelet (EZW) coding [25] 

 

The performance of this scheme is briefly displayed 

in Figure 17. A more comprehensive study including its 

application to real-world sensor data from ARIANE5 

and DLR’s AISat can be found in [23]. The scheme is 

clearly outperforming previous implementations based 

on the Discrete Cosine Transform (DCT) [22]. Note that 

the application of the simple CDF-5/3 wavelet even 

outperforms more complicated wavelets like the CDF-

9/7 that requires almost double the computational effort. 

 

 
Fig. 17: Compression Ratio and Mean Square Error for 

the AISat temperature sensor 

 

For data analysis, mainly a subclass of recurrent 

neural networks, so called long short term memory cells 

(LSTM cells), is investigated. From time-series sensor 

data collected in the past, these cells can learn to predict 

recurring patterns in the data. By comparing these 

predictions to actual data, the system can estimate a so-

called anomaly score which indicates whether the data 

can be considered nominal or abnormal. Significant 

challenges for this approach are the limited memory and 

processing power constraints of an embedded system 
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and the absence of meaningful training data due to the 

flexible placement of sensors. Hence, online training of 

the network is mandatory as well limiting the number of 

input variables. To effectively handle this issue, specific 

characteristics of the wavelet coefficients resulting from 

the aforementioned wavelet compression scheme are 

used instead of the direct sensor values. This allows to 

apply the data analysis to large blocks of sensor data 

while still keeping the number of input variables low.  

Due to the limited downlink budget during flight, the 

system prioritizes those blocks of sensor data that have 

higher anomaly scores. Furthermore, the compression 

ratio is adjusted depending on the anomaly scores: The 

more anomalous a block of sensor data the more bytes 

of the downlink budget are allocated to allow for a more 

exact restoration of the data on ground. This is possible 

thanks to the aforementioned embedded bitstream 

produced by the NLS encoding scheme. 

First results in this field look promising and will be 

published in the near future. 

 

3.5 Securing the COTS approach 

In the past years, the adoption of COTS components 

in space applications has been widely explored. The 

shift from space qualified to COTS components is 

motivated by several reasons, among which the major 

one is the availability of a much larger set of COTS 

components, including products with more attracting 

characteristics (e.g., higher performance). On the other 

side, the usage of COTS components generally requires 

a careful evaluation of the changes they introduce in the 

procurement, design and test steps (among the others) 

and of the related impact on their cost. Hence, the 

consequences stemming from the adoption of COTS 

components and whether their adoption is really 

convenient must be evaluated case by case. In 

particular, it is crucial to perform a careful analysis of 

how the dependability figures of a system including 

COTS components can be evaluated and which actions 

are possibly required to match the target dependability 

figures. In the case of the MaMMoTH-Up system, the 

adoption of COTS components (including memories 

and FPGAs) allowed to achieve significant benefits in 

terms of computing and storing performance, and hence 

allowed the system to support much more powerful 

features with respect to its predecessor. On the other 

side, the usage of these components required the 

implementation of some actions to successfully face 

temporary and permanent faults which may affect them, 

as well the definition of a suitable procedure for the 

estimation of the dependability figures that can be 

achieved by the system. 

In the following, we will first summarize the 

procedure to perform the reliability analysis, and then 

focus on the self-test solutions adopted in the 

MaMMoTH-Up system. 

3.5.1 Reliability Analysis 

For the sake of the reliability analysis, the 

MaMMoTH-Up reference mission profile can be split in 

two broad parts. The first part refers to the 

manufacturing, assembly and transport to the launch 

site, while the second part refers to the launch and 

operational life of the system during the ground to orbit 

voyage. 

As far as the first part of the mission profile is 

concerned, the system could be affected by permanent 

faults originated during the manufacturing, assembly 

and transport processes. Conversely, during the second 

part of the mission profile alongside the possible 

occurrence of permanent faults due to the stresses 

originated during the launch, transient/permanent faults 

could be originated due to the radioactive environment 

in which the system is operating. For this purpose, we 

performed two investigations.  

We analysed the reliability of the MaMMoTH-Up 

system while considering permanent faults; firstly, we 

evaluated the effects of permanent faults on the 

electronic components, connectors, and boards 

composing the MaMMoTH-Up system, obtaining the 

respective failure rate by using the FIDES reliability 

calculation model [26]; secondly, we performed the 

Failure Mode, Effects, and Criticality Analysis 

(FMECA), taking into consideration for each 

component the relevant failure modes, then for each 

failure mode we analysed the effect on the board where 

the faulty component is mounted, and finally we 

evaluated how the fault reaching the board outputs 

could propagate through the system, eventually reaching 

the MaMMoTH-Up system outputs thus manifesting 

itself as failure. In this analysis, we considered the 

contribution of the different fault management 

techniques that MaMMoTH-Up system includes as well 

as the different test activities performed during the 

mission. At the end of this analysis we were able to 

compute the expected failure rate for the MaMMoTH-

Up system and its unreliability with respect to 

permanent faults.  

We then analysed the impact of the radioactive 

environment to the electronic components in the 

MaMMoTH-Up system: relevant radiation effects have 

been considered and their effects on the system were 

evaluated, while considering the mitigation techniques 

the system embeds. At the end of this analysis we were 

able to compute the radiation effects on the 

MaMMoTH-Up system as a whole. 

Finally, we performed a fault injection campaign on 

the most relevant part of the MaMMoTH-Up system to 

validate the main error mitigation techniques it 

implements. In this analysis we performed fault 

injection experiments on the processor core 

implemented in most of the MaMMoTH-Up boards to 

assess the effects of single event upsets (SEEs).  
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The key finding of the reliability analysis are that as 

far as SEEs are concerned, the mitigation techniques 

that MaMMoTH-Up electronic adopts (e.g., redundancy 

of memory elements, EDAC, anti-latch-up) are effective 

to protect the system against the radioactive 

environment. As far as permanent faults are considered, 

particular care must be placed in the test procedures for 

the most complex device used in the system that is the 

COTS FPGA device that equips most of the 

MaMMoTH-Up boards. 

 

3.5.2 Software-based Self-Test 

In order to achieve the target reliability figures, in 

particular taking into account the impact of possible 

permanent faults, it is crucial to test the different parts 

of the MaMMoTH-Up system in different times during 

its life time, with special emphasis on the FPGA device. 

The latest test steps must be performed when the system 

is already installed in its final position in the launcher 

and during the flight. In this scenario, the test must be 

performed without any significant support from the 

outside apart from triggering the test and monitoring its 

results. Hence, the only viable solution is to rely on a 

self-test, based on forcing each unit of the system to 

activate a self-test. This self-test should guarantee a 

sufficient Fault Coverage. Given the complexity of 

some of the used COTS components (e.g., the FPGA 

devices), adopting a functional approach (aimed at 

checking whether the system is able to correctly 

perform the functions it is intended for) is ineffective. A 

detailed analysis we performed [27] showed that the 

Fault Coverage guaranteed by a functional approach 

with respect to the permanent faults which may possibly 

affect the FPGA device is far too low with respect to 

what is required to achieve the target reliability figures. 

Hence, we moved to a structural approach, which 

adopts a fault model related to the physical structure of 

the circuit implemented within the FPGA, and 

developed a self-test able to achieve a sufficient Fault 

Coverage with respect to the fault list resulting from the 

adoption of such a fault model. In our case, the adopted 

fault model is the common stuck-at-1/stuck-at-0 

referring to the gate-level netlist of the circuit mapped 

on the FPGA, following what is done in other domains, 

such as the automotive one [28].  

Since the circuit implemented within each FPGA 

device includes a CPU, the self-test we developed 

following this approach is based on the Software-based 

Self-test paradigm (SBST) [29]. In this case, when the 

test is triggered, the CPU is forced to execute a properly 

written piece of code (corresponding to a set of self-test 

procedures), which is able to fully exercise the circuit 

and to make the effects of possible faults affecting it 

visible in terms of produced results.  

In order to make the whole approach viable with 

respect to the MaMMoTH-Up system constraints, we 

also developed some techniques able to minimize the 

time required by the self-test procedures to run [27,30]. 

Moreover, in order to properly perform the 

reliability analysis and correctly compute the achieved 

Fault Coverage, we had to identify those faults, which 

for some reason can be proved not be able to produce 

any failure in any operating conditions (Safe Faults). 

Some new techniques to automate this step and to make 

it less error prone have been developed [31]. 

Resorting to fault simulation tools, we have been 

able to compute the fault coverage achieved by the 

developed self-test procedures, which is higher than the 

minimum values required to achieve the target 

reliability figures for the whole system. The code of 

these procedures has finally been integrated into the 

application and system code running on the different 

boards composing the system. 

 

3.5.3 Graceful degradation 

Since the MaMMoTH-Up DHS does not provide 

any structural redundancy on unit- or subsystem-level, 

an approach of graceful degradation in the presence of 

failures is applied. This ensures that the system fully 

exploits its resources – mainly in terms of bandwidth to 

ground – even with single subsystems failing due to 

uncorrectable failures. This is achieved by reallocating 

resources from failing components to fully functional 

units. 

As mentioned above, additional to the error 

detection capabilities of the processors’ memories that 

are woven into the RTL code, MaMMoTH-Up uses 

structural SBST (cf. [30,31,32]) to check its computing 

units for permanent faults. 

On start-up, these test procedures are invoked 

automatically by each board. The result of any single 

procedure is reported to the TCM-S and to ground via 

the logging framework. In case a generated signature 

deviates from its expected value, the test is repeated up 

to three times to exclude temporary upsets as a possible 

cause. Should the deviation persist, the software system 

initiates a soft reset, meaning that the software is 

reloaded, volatile memory is cleared, but all IP cores 

(especially the SCET timer) remain in their current 

state. Up to this point, the activation mechanism for the 

TCM-S and the OBC-S boards is identical. In case a 

failure persists beyond this point, however, counter 

measures differ due to the inability of the TCM-S to 

perform a power cycle on itself. This is why the TCM-

S, being a single point of failure, tries to continue to 

work nominally despite persisting failures in a best-

effort fashion. The OBC-S on the other hand, should it 

detect an uncorrectable error after a soft reboot, reports 

the issue to the TCM-S which initiates a power cycle of 

the corresponding board by switching its LCL via the 

PSU. In the event not even a power cycle could correct 

the error, the TCM-S deactivates the respective board 
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on a second error report to reassign its transfer budget to 

the remaining OBC-S. 

After the system has booted, the TCM-S takes over 

control of the test procedures. During the mission (i.e. 

the launch), the test procedures are executed in regular 

intervals depending on the computational load of the 

operational mode to check that the system remains fully 

functional. In case one of the boards detects a failure, 

the recovery procedure is similar to the boot process. 

First, the corresponding test is repeated by the affected 

board. On persistence, a soft reboot is initiated, 

following by a report to the TCM-S that may decide to 

run a power cycle for the board or deactivate it 

completely on repeatedly failing tests. 

All events and results within this procedure are 

reported to ground via the logging framework. 

 

4. Results  

To demonstrate the readiness of the described 

technologies as well as the integrated system, we 

successfully performed a number of environmental 

qualification campaigns including rapid 

depressurization, thermal vacuum testing, vibration 

testing and electromagnetic compatibility (EMC) testing 

according to the rather demanding ARIANE5 

specification. Similar to an actual launch, the 

MaMMoTH-Up system was active during these 

qualification tests. We connected a selection of live 

sensors to successfully verify the data acquisition chain 

compared to the reference sensors of the corresponding 

test facilities. 

Together with the reliability analysis, that confirms 

the necessary overall reliability given a good set of self-

tests to reach sufficient FC, this clearly shows that the 

MaMMoTH-Up system is on an excellent way to reach 

flight-readiness. 

In order to fully demonstrate flight-readiness, 

however, thermal and shock qualification campaigns 

need to be executed. 

Also, to further optimize the information throughput 

of the given downlink, investigations of data selection 

and analysis algorithms have to be completed as well as 

implemented. 

 

5. Conclusion  

In this paper, we have presented a new mission 

concept that reuses subsystems of an upper stage for 

conducting further experiments after the nominal launch. 

At the same time, we have proposed a system that 

serves this use case and offers additional benefits to the 

launch provider in the form of modular data acquisition. 

With the computational power of the COTS system that 

executes an adaptable data acquisition scheme, it allows 

to monitor the upper stage precisely and flexibly, 

tailored to the specific mission. Future improvements to 

gather image and video data are within close reach.  By 

using SBST and a concept of graceful degradation, the 

COTS approach is secured in terms of overall system 

reliability. The system is enclosed in a protective 

container, thus safely encapsulating the launcher as well 

as the payload and its bus from one another. As it is 

strictly designed to be minimally invasive to the 

launcher’s electronics, the system can be integrated in 

existing systems with manageable effort. 

In the technologies and modular system concept 

proposed in this paper, we see great potential to 

decrease the cost for technology experiments, 

effectively monitor existing launchers and even provide 

a flexible door opener for emerging launcher 

technologies. 
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