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Preface

This dissertation describes the work I performed in the laboratories of three
National Metrology Institutes: at the Istituto Nazionale di Ricerca Metrologica
(INRIM), Turin, Italy, and, as a guest researcher, at the National Metrology In-
stitute of Japan (NMIJ), National Institute of Advanced Industrial Science and
Technology (AIST), Tsukuba, Japan and at the National Institute of Standards
and Technology (NIST), Gaithersburg, MD, US.

The thesis activities were mainly completed in the Laboratory of Impedance
Metrology of the Quantum Metrology and Nano Technologies Division of INRIM.

In January 2017, I visited the NMIJ for a collaboration on the application of
circuit analysis methods to quantum Hall array resistance standards (QHARS).

From 1 November 2018 to 31 April 2019, I visited the Fundamental Electrical
Measurements group of the Quantum Measurement Division of the Physical Mea-
surement Laboratory at NIST, working in particular in the Resistance Metrology
Laboratory and in the Graphene Laboratory.

Chapter 1 of this dissertation shortly introduces the fundamentals of resistance
and impedance metrology by defining the quantities of interest and their units in
the International System of Units (SI). In particular, I discuss the definition and the
realization of the units ohm, farad and henry from the quantum Hall effect (QHE)
and describe the most common QHE devices employed in resistance and impedance
metrology. I also present a short review of the main measurement techniques used
to calibrate resistance and impedance standards in the SI.

Chapter 2 focuses on the electrical modelling of circuits with QHE elements,
both with algebraic methods and with the SPICE circuit simulator. After an intro-
duction to the modelling of a QHE element, I present a general method, interesting
for metrological applications, to model the errors of complex measuring circuits. I
also describe a SPICE macro-model of a QHE element that can be employed to
perform SPICE analyses of circuits with QHE elements. This chapter includes also
an example of application of the previously described QHE circuit analysis method.
I developed the QHARSmachine, an implementation of the method in the Wolfram
Mathematica environment. From experimental data and with a Monte Carlo eval-
uation of the uncertainty, the application estimates the error of a QHARS. During
my stay at the NMIJ, I applied this method to a 1 MΩ QHARS fabricated by
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the Japanese metrology institute. This work is published in [1]. This method
has been also applied to other networks. The SPICE analysis has been applied
to pn-junction graphene QHARS by means of SPICE QHE device macro-models.
Devices of different nominal resistance values were fabricated at NIST. The SPICE
simulations provided forecasts of the final values of the resistance measurements
in different configurations, thus reducing the measurement time and simplifying
the measurement procedure. During the six months as guest researcher at NIST, I
thus contributed to the design and realization of the measurements of these devices,
whose results have been reported in [2]. Lastly, SPICE QHE macro-models have
been employed to simulate the effect in the AC regime of the stray impedances of a
QHE device interconnected to a measuring system. Devices with different designs
were investigated, to understand the best configurations to minimise the stray pa-
rameters effect. Some of these devices were then fabricated at NIST. These two
last applications are ongoing work and are not described in this dissertation.

Chapter 3 presents the design and implementation of a DC quantum Hall ef-
fect Kelvin resistance bridge for the direct calibration of four-terminal resistance
standards operating at room temperature. I presented the bridge idea in [3] and
I designed and performed a validation experiment in the NIST laboratories. The
bridge is implemented with a graphene QHARS fabricated at NIST. The calibration
result is compared with that obtained from the NIST resistance scale. The relative
deviation between the two methods is of about few parts in 109 with a standard
uncertainty of comparable magnitude. The results of the experiment are presented
in [4].

Chapter 4 describes a four terminal-pair fully-digital impedance bridge oper-
ating in a 1 : 1 ratio configuration for the direct calibration of an 8 nF standard
capacitor against a quantum Hall resistance standard at 1541 Hz. The evaluated
uncertainty is of about 2 × 10−7. This bridge is being implemented at INRIM in
the framework of the project EMPIR 18SIB07 GIQS, Graphene impedance quantum
standard, as a possible new Italian traceability chain of the farad. I present here
the preliminary set-up, validation results and evaluation of the uncertainty sources.
The final validation results and uncertainty budget will be reported in [5].
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Chapter 1

Introduction

This chapter introduces the basics of electrical resistance and impedance metrol-
ogy in the International System of Units (SI). Section 1.1 defines the concepts of
resistance and impedance, and their role in the area of electrical measurements.
Section 1.2 briefly reviews the evolution of electrical units until the most recent
2018 revision to the SI. Section 1.3 describes the phenomenology of the quantum
Hall effect (QHE) and its application to the realization of resistance and impedance
units in the SI. In particular, section 1.3.1 presents the main types of QHE devices
employed in resistance and impedance metrology. Finally,section 1.4 explores the
measurement techniques commonly adopted to calibrate resistance and impedance
standards.

1.1 Fundamentals of resistance and impedance
metrology

Resistance and impedance measurements play an important role in the spec-
trum of electrical measurements applied to different fields of science. For example,
accurate impedance measurements are employed to characterize biological tissues,
electromechanical appliances, electronic components or material samples [6]. Fur-
thermore, electrical resistance and impedance are often the output quantities of
sensors and transducers, adopted in all kind of scientific and engineering disciplines,
such as medicine, biology, geology, food industry and material science (see [7] and
references therein). Resistance and impedance metrology are the disciplines respon-
sible for the realization in DC and AC of the units of resistance and impedance,
ohm (Ω), farad (F) and henry (H), and of their scales.

Performing impedance measurements is challenging because stray resistances
and impedances can affect the measurement. These result from the geometrical
parameters of the system and from the interactions between different parts of the
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1 – Introduction

circuit causing mutual stray impedances. Therefore, accurate impedance measure-
ments require careful wiring techniques and a proper definition of the measurand,
that is, the quantity of interest.

The main purpose of the impedance definition is to identify a closed surface, the
measurement terminals, and a set of electrical boundary conditions to reject any
stray effect from the connections and from the electromagnetic properties of the
environment. Once these conditions have been fixed, the measurement result no
longer depends on the environment and its changes. The definitions of resistance
and impedance can be classified in two categories: n-terminal definitions and n-
terminal-pair (or n-port) definitions.

Here, I only mention the definitions that are useful for the understanding of the
topics covered in this dissertation.

1.1.1 Two-terminal elements
A two-terminal element, or two-terminal network, models a system where it is

possible to define at any time t a voltage v(t) across two terminals and a current
i(t) entering one terminal and exiting the other one (figure 1.1). Here, and in the
following, we only consider linear and time-invariant elements [8].

v(t)

i(t)

ϕX

|X|
Im X

Re X

Figure 1.1: Two-terminal circuit ele-
ment or two-terminal network, with
associated current and voltage direc-
tions: v(t) is the voltage across the
two terminals; i(t) is the current flow-
ing from one terminal to the other.

Figure 1.2: Graphical representation
of a phasor X in the complex plane.
Re X and Im X are its Cartesian co-
ordinates, real and imaginary part,
respectively; |X| and ϕX are its po-
lar coordinates, amplitude and phase,
respectively.

An element obeying the Ohm’s law v(t) = Ri(t) is a resistor, and R is its
resistance. Equivalently, Ohm’s law can be represented as i(t) = Gv(t), and G =
R−1 is the conductance of the element. The condition G = 0 defines an open
circuit, such that i(t) = 0; conversely, R = 0 defines a short circuit, such that

2



1.1 – Fundamentals of resistance and impedance metrology

v(t) = 0. Since resistors dissipate instantaneously the absorbed electric power,
they are perfect dissipative elements.

An element satisfying the relation q(t) = Cv(t) is an ideal (pure) capacitor with
stored electric charge q(t) =

s t
−∞ i(τ) dτ , and C is its capacitance.

An element satisfying the relation Φ(t) = Li(t) is an ideal (pure) inductor with
magnetic flux linkage Φ(t) =

s t
−∞ v(τ) dτ , and L is its inductance.

Since capacitors and inductors do not dissipate the absorbed electric power, they
are lossless elements. The energy is stored as electrostatic and magnetic energy,
respectively.

According to the SI, the ohm (Ω) is the unit of resistance, the farad (F) is the
unit of capacitance and the henry (H) is the unit of inductance (section 1.2.1).

In general, in the AC regime, the analysis of circuits composed of these elements
would require the solution of systems of differential equations. The sinusoidal
steady-state analysis is often employed to simplify the solution of electric circuits
composed of linear and time-invariant elements driven by sinusoidal voltage or
current sources at a fixed frequency f . We define a generic sinusoidal signal1

x(t) = Xmax cos(ωt + ϕ) = Re Xmaxej(ωt+ϕ), (1.1)

where x(t) can be, for instance, q, v, or i, Xmax is the positive maximum amplitude,
ω = 2πf is the angular frequency and ϕ is the phase. We can associate to this
signal the phasor

X = Xmaxejϕ. (1.2)
If ω is known, X uniquely identifies the signal x(t) = Re Xejωt and viceversa. The
phasor X can be graphically represented as a vector in the complex plane, as shown
in figure 1.2, and can be identified either by its Cartesian coordinates, the real part
Re X and the imaginary part Im X, or by its polar coordinates, the amplitude
|X| and the phase ϕX. By means of phasors, systems of differential equations in
sinusoidal steady-state are transformed into systems of complex linear algebraic
equations. Moreover, the sinusoidal steady-state regime can be easily implemented
with electronic signal generators and phasors can be accurately measured with
vector instruments.

If a linear time-invariant two-terminal element is driven by a sinusoidal current
signal

i(t) = Imax cos(ωt + ϕI), (1.3)
with associated phasor

I = ImaxejϕI , (1.4)

1We adopt here, and in the following, the engineering convention that complex exponential
signals rotate counterclockwise.

3



1 – Introduction

the voltage v(t) across the element is

v(t) = Vmax cos(ωt + ϕV ), (1.5)

with associated phasor
V = VmaxejϕV . (1.6)

The impedance Z(ω) of a two-terminal element is defined as the ratio between the
phasors V and I,

Z(ω) = V

I
= R + jX, (1.7)

where R = Re Z is the resistance and X = Im Z is the reactance. Alternatively, if
the driving signal is a sinusoidal voltage source v(t) and a sinusoidal current i(t)
crosses the element, it is possible to define the admittance Y (ω) as the ratio of the
phasors I and V associated to the signals i(t) and v(t),

Y (ω) = I

V
= 1

Z(ω) = G + jB. (1.8)

The quantity G = Re Y is the conductance and B = Im Y is the susceptance.
According to the SI, the unit of impedance is the ohm (Ω) and the unit of admittance
is the siemens (S = Ω−1).

From the constitutive equations it can be seen that for an ideal resistor, impedance
and admittance are real quantities independent of frequency, whereas for a pure
capacitor or inductor, impedance and admittance are imaginary quantities which
depend on the frequency (table 1.1)

Table 1.1: Impedance and admittance of pure two-terminal elements.

Element Symbol Impedance Z Admittance Y

Resistor R R
1
R

Capacitor C −j 1
ωC

jωC

Inductor L jωL −j 1
ωL

Any arbitrary passive impedance, not purely real or imaginary, can be modelled
at a fixed frequency as a series or parallel combination of a resistor and either a
capacitor or an inductor.

1.1.2 Multi-terminal elements
An electrical network with m accessible terminals is called an m-terminal el-

ement. Consider the linear and time-invariant multi-terminal element N of fig-
ure 1.3, with current Jk flowing into the generic terminal k at voltage Ek with
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1.1 – Fundamentals of resistance and impedance metrology

respect to an arbitrary reference node2 O. We denote the voltage difference be-
tween two terminals as Vjk = Ej − Ek. Kirchhoff’s current and voltage laws for an
m-terminal element, qm

k=1 Jk = 0 and V12 + V23 + . . . + Vm1 = 0, imply that m − 1
voltages and currents can be independently specified. Further constraints are then
imposed by the element’s behaviour. With reference to figure 1.4, the four-terminal
impedance, or transimpedance, Zij,kl is defined as the ratio between the open-circuit
voltage phasor Vij between terminals i and j and the current phasor Ikl flowing
from terminal k to terminal l, when all other terminals are open-circuited [9]:

Zij,kl = Vij

Ikl

----
In=0;n /=k,l

. (1.9)

An impedance Zil,kl, with one terminal in common, is a three-terminal impedance;
an impedance Zkl,kl represents the already defined two-terminal impedance.

N

J1

E1

J2

E2

J3

E3Jm−1
Em−1 Jm

Em

Jk

Ek

O

N

E1

Ei

Ej

El

Ek

Ikl

Vij

O

Figure 1.3: Multi-terminal element
N . The terminal voltages Ei are mea-
sured with respect to O, an arbitrary
reference node; the terminal currents
Ji flowing into N are positive. Repro-
duced with permission from [9] ©IOP
Publishing. All rights reserved.

Figure 1.4: Definition of four-
terminal impedances of a multi-
terminal element N . The four-
terminal impedance is obtained by
considering the current Ikl flowing
between the terminals k and l and
the voltage Vij across the terminals
i and j. Reproduced with permission
from [9] ©IOP Publishing. All rights
reserved.

Sometimes the terminals of an m-terminal element, with m even, can be grouped
into n = m/2 ordered pairs called terminal-pair or ports, so that the current en-
tering into the first terminal of the pair is equal to the current exiting from the

2Here and in the following, voltages and currents are considered as voltage and current phasors.
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1 – Introduction

second one [6]. For an n-port element, for each port k, we define the voltage Vk as
the difference between the voltages of the two terminals of the pair, and Ik as the
inward current.

A linear m-terminal element N can be represented by the indefinite admittance
matrix. We can, in fact, write the linear relationship between terminal voltages and
currents as

Jk =
mØ

l=0
ȳklEl, (1.10)

where
ȳkl = Jk

El

----
Ej=0;j /=l

(1.11)

are complex quantities called admittance coefficients. By defining the column vec-
tors J = (J1, . . . , Jm)T 3 and E = (E1, . . . , Em)T, the equation (1.10) can be written
in matrix form as

J = Ȳ E, (1.12)
where Ȳ = (ȳkl)m×m is the so called indefinite admittance matrix [10]. The main
properties of this matrix are [8–12]:

• As a consequence of Kirchhoff’s current law, the sum of all the elements in
each column is zero, so that qk ȳkl = 0 for any l.

• Since the terminal currents of N should remain the same under a change of
the reference node O, the sum of all the elements of each row of the matrix
is zero, such that ql ȳkl = 0, for any k. These first two properties make Ȳ a
singular matrix.

• Consider the rth terminal connected to O, so that N becomes an (m − 1)-
port element with port voltages E1, . . . , Er−1, Er+1, . . . , Em. It is possible to
obtain its (m − 1) × (m − 1) short-circuit admittance matrix Y = (ykl) by
deleting the rth row and column of Ȳ . The matrix Y is non-singular and,
hence, it can be used to find the (m − 1) × (m − 1) open-circuit impedance
matrix Z = (zkl) = Y −1 of the (m − 1)-port element [8].

We can use the third property to determine a four-terminal impedance Zij,kl. In
fact, by connecting the rth terminal to O, we can consider kr and lr as input ports
respectively driven by the currents Ikl and −Ikl, and ir and jr as output ports with
port voltages Vir and Vjr. The ratio Vij/Ikl = (Vir − Vjr)/Ikl can then be obtained
directly from the open-circuit impedance matrix Z.

3T denotes the transpose operation.

6



1.1 – Fundamentals of resistance and impedance metrology

Alternatively, it is possible to directly calculate Zij,kl from the indefinite admit-
tance matrix as [12, 13]

Zij,kl = sgn(k − l) sgn(i − j)Ȳ kl;ij

Ȳ 11
, (1.13)

where sgn(x) is the sign function, Ȳ 11 is the first cofactor obtained by removing
from Ȳ the first row and column, and Ȳ kl;ij is the second cofactor obtained by
removing from Ȳ rows number k and l, and columns number i and j.

Multi-terminal definitions of impedance are commonly employed in resistance
metrology and are implemented by means of unshielded electrical cables and simple
electromagnetic boundary conditions.

In the two-terminal definition (2T), shown in figure 1.5, the impedance Z is con-
nected to the meter M through two conductors: the voltage V is measured across
the same conductors in which the current I flows and electromagnetic boundary
conditions are not imposed. For a two-terminal impedance, the measurement is
affected by the following stray parameters due to the connections and to the envi-
ronment:

• resistance of conductors;

• self- and mutual-inductance of the conductors;

• the cross-capacitance of the conductors;

• capacitances from the impedance body and the conductors to the environment
average potential (ground).

The error due to these stray parameters is greater for very low or very high resis-
tance values or for high-frequency measurements.

By adopting the four-terminal definition of impedance, it is possible to reject the
effect of the series parameters of the conductors (resistance and self-inductances).
In this configuration, shown in figure 1.6, the current flows through two current
terminals of the impedance (C), while the voltage across the impedance is measured
between two separate voltage terminals (P). Furthermore, no current should flow
through the voltage terminals: IP = 0. With these conditions, the DC measurement
of a four-terminal resistance is no longer affected by stray resistances.

1.1.3 Multi-port elements
In the AC regime, the measurement of a four-terminal impedance is still affected

by the following residual stray parameters:

• mutual-inductance of the conductors;

7



1 – Introduction

Z

V

I
Z

V

IC C

P P

Z

M
A

V

Z

M

C P P C

C
P P

C

A
V

Figure 1.5: Two-terminal measure-
ment of impedance: M is the me-
ter, injecting a current into the
impedance and measuring the voltage
across its input terminals. The small
elements represent stray resistances,
inductances and capacitances. The
black rectangles represent the average
potential of the surrounding environ-
ment.

Figure 1.6: Four-terminal measure-
ment of impedance: injecting a cur-
rent into the impedance through the
current terminals (C) and measuring
the voltage across its voltage termi-
nals (P).

• cross-capacitance of the conductors;

• capacitances from the impedance body and the conductors to ground.

Furthermore, in terminal definitions, the voltage Vab between two terminals a
and b of the impedance may depend on the measurement geometry, that is, on the
integration path of the electric field. In fact, the voltage Vab is defined as

Vab
def=
Ú
a→b

E · dr, (1.14)
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1.1 – Fundamentals of resistance and impedance metrology

where the integral sign denotes the line integral along the path a → b from a
to b, dr is the line element along the path, and E is the electric field in the
region containing the path. This definition limits the applicability of the terminal
definitions to DC and low frequency measurements. In the AC regime, in fact, E is
no longer irrotational and Vab is no longer uniquely defined because it now depends
on the measurement (integration) path. This dependence becomes particularly
significant at high frequency.

For AC measurements, the n-terminal-pair (or n-port) impedance definition
is usually adopted. In this configuration, the impedance is shielded, all the n
terminations are coaxial pairs (or ports) and the measuring circuit is interconnected
by coaxial cables. For a coaxial circuit composed of two coaxial conductors, an inner
one and an outer one, we can assume that:

• the electromagnetic boundary conditions are fixed by the the conductors and
the impedance shield;

• at each cross section, the currents flowing in the inner and outer conductors
have equal magnitudes, but opposite direction;

• the main mode of propagation is the transverse electromagnetic one, for which
the voltage is uniquely defined between the inner and the outer conductors
at each cross section.

Since both electric and magnetic fields are, to a first approximation, confined within
the coaxial leads, because of the electrostatic shield and the coaxiality condition,
mutual-inductances between leads are negligible.

In the two-terminal-pair impedance definition (or two-port), shown in figure 1.7,
there are two ports, a high (H) and a low (L) port. Voltage VH is defined at the
port H, Current IL at the port L, and the impedance is

Z2P = VH

IL
, (1.15)

with the electromagnetic boundary condition VL ≡ 0. In this configuration the
measurement result is no longer influenced by the mutual inductance of the con-
ductors, the cross-capacitance of the conductors and the capacitances between the
impedance body and the conductors towards the environment average potential
(ground). Yet, it is still affected by the series stray parameters of the leads, self-
inductance and resistance. The two-terminal-pair configuration is widely employed
in low-frequency impedance metrology for high- and medium-value impedances and
also in high-resistance DC measurements.

In the four-terminal-pair (or four-port) impedance definition, shown in fig-
ure 1.8, there are four ports, the high (HC) and low (LC) current ports and the
high (HP) and low (LP) voltage ports. The current is injected into the HC port,
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Z
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Figure 1.7: Two-terminal-pair
(or two-port) measurement of
impedance: measuring the current at
the low port (L) of the impedance
and the voltage at the high port
(H), by fixing the electromagnetic
boundary condition that VL ≡ 0.

Figure 1.8: Four-terminal-pair
(or four-port) measurement of
impedance: measuring the current
at the low current port (LC) of the
impedance and the voltage at the
high voltage port (HP), by fixing the
electromagnetic boundary conditions
that IHP ≡ 0, VLP ≡ 0 and ILP ≡ 0.

the voltage is measured at the HP port, while the current is measured at the LC
port. The four-terminal-pair impedance is defined as

Z4P = VHP

ILC
, (1.16)

with the following electromagnetic boundary conditions:

IHP ≡ 0, (1.17)
VLP ≡ 0, (1.18)
ILP ≡ 0. (1.19)

In this configuration, the measurement result is no longer affected by any stray
parameter, even the series ones, such as the lead self-inductance and resistance.
The impedance definitions, especially the n-terminal-pair definitions, are usually
implemented in impedance measuring systems through auxiliary circuits.
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1.2 – The International System of Units

1.2 The International System of Units
Metrology is the science of measurement. Since people began to exchange goods,

this discipline has been needed to agree on commonly accepted standards as a basis
for fair trade. However, until the 18th century, many different standards were in
use. This, of course, was a barrier to trade which led to abuse and fraud.

During the French Revolution, for the first time, the French Académie des Sci-
ences took the initiative to define standards based on stable quantities of nature
available to everyone at all times. Consequently, in 1799, a platinum bar was cast
to represent the standard of length defined as the ten-millionth part of the quadrant
of the earth (Mètre des Archives). The standard of mass, the kilogram, was defined
as the mass of one cubic decimeter of pure water at the temperature of 3.98 ◦C [14],
where density is highest, and represented by the Kilogramme des Archives.

This system was not really accepted throughout Europe, or even in France, until
1875, when 17 signatory countries of the Metre Convention accepted the metric
system based on the meter and the kilogram. At the time of writing, the Metre
Convention is signed by 61 states and other 41 states are associated with it. The
Conférence Générale des Poids et Mesures (CGPM), consisting of the delegates of
all contracting Governments, is the highest authority supervising the organization
of the Metre Convention. Since the first CGPM in 1889, when the international
prototype of the kilogram (IPK) was adopted as the basis of the unit of mass, the
system of units has been continuously extended. In 1960, the 11th CGPM finally
defined the International System of units (SI) with the kilogram, second, meter,
ampere, kelvin, and candela as base units. Then, the 14th CGPM in 1971 added the
mole, the unit of amount of substance, as the seventh base unit of the SI. At that
time, the meter and the second were the only units defined by constants of nature.
However, the SI is a system that changes according to the progress in science and
technology, whenever there is consensus about the need for improvement.

In 2005, the article “Redefinition of the kilogram: a decision whose time has
come” by Mills et al. [15] opened to the wider scientific community the discussion
about the possible redefinition of the kilogram without an artefact. Furthermore, a
major revision of the SI was suggested to overcome the limitations in the definitions
of other units: the ampere, the kelvin, the mole. The general goal of the proposed
revision of the SI was to consider the 20th century progresses in physics, concerning
quantum and statistical physics, and technology, by avoiding definitions strictly
linked to recommended practical realizations. The discussion brought the idea of
an SI based on fixed fundamental constants. The work to fix the exact values of the
fundamental constants took many years and involved several National Metrology
Institutes (NMIs) worldwide.

The 26th CGPM, convened in Versailles in November 2018, approved the revi-
sion of the SI, which was then implemented on 20 May 2019, by adopting a system
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where all the units are based on defining fundamental constants with exactly spec-
ified numerical values [16–19].

The kilogram definition changed for the first time since the adoption of the IPK
in 1889, together with the definitions of the ampere, the kelvin and the mole. These
changes are due to the revolutions in atomic physics and quantum metrology that
characterized the second half of the 20th century and that allowed to link directly
the definition of the units to natural constants. By adopting units definitions based
on these atomic and quantum phenomena, the level of accuracy is limited only by
our capacity to observe them.

The new definitions of the units are expressed in a form that specifies the nu-
merical value of one of the seven constants, when expressed in SI units, and can
be found in the 9th edition of the SI Brochure [16]. The seven defining constants
are the unperturbed ground state hyperfine transition frequency of 133Cs (∆νCs),
the Planck constant (h), the speed of light in vacuum (c), the elementary charge
(e), the Boltzmann constant (k), the Avogadro constant (NA), and the luminous
efficacy of monochromatic radiation of frequency 540 × 1012 Hz (Kcd) [20]. The SI
brochure [16] defines the International System of Units as the system of units in
which these defining constants have the numerical values presented in table 1.2,
together with the associated base units, according to the 2017 CODATA adjust-
ment [21, 22]. These numerical values do not exhibit uncertainty and have been
chosen to ensure continuity between the past and present SI. The seven base units
and the associated defining constants, represented in figure 1.9, fully define all of
SI base and derived units, disconnecting the definition of a unit from its realization
and providing a most fundamental, stable and universal reference.

In the present SI, a formal distinction between base and derived units has been
maintained for pedagogical reasons and to keep consistency with international stan-
dards, but is no longer strictly necessary.

The experiments or the techniques realizing a unit can now be freely chosen on
the basis of technological and scientific advances, without changing the definition.
Furthermore, physical artefacts are no longer adopted. We can finally state that
the present revised SI is conceptually superior than the previous one since it is
based totally on constants of nature, which are independent on space and time, by
considering the level required for present and near future metrology.

1.2.1 Resistance and impedance units in the SI
In the 20th century, quantum mechanics brought a new description of the real-

ity. Parallel to the progresses in physics and technology, the present SI has evolved
to exploit quantum effects to realize the electrical units. The most accurate real-
izations of the electrical units can be obtained by fixing two fundamental constants
from quantum mechanics, the Planck constant h and the elementary charge e. The
uncertainty in the realization of the electrical units is now limited only by the
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1.2 – The International System of Units

Table 1.2: The seven constants, their values and the associated base units of the
SI. The units hertz (Hz), joule (J), coulomb (C), lumen (lm), and watt (W) can
be related to the base units through Hz = s−1, J = kg m2 s−2, C = A s, lm =
cd m2 m−2 = cd sr, and W = kg m2 s−3.

Constant Symbol Value Unit
Cs hyperfine transition frequency ∆νCs 9 192 631 770 Hz second
Speed of light in vacuum c 299 792 458 m s−1 metre
Planck constant h 6.626 070 15 × 10−34 J s kilogram
Elementary charge e 1.602 176 634 × 10−19 C ampere
Boltzmann constant k 1.380 649 × 10−23 J K−1 kelvin
Avogadro constant NA 6.022 140 76 × 1023 mol−1 mole
Luminous efficacy Kcd 683 lm W−1 candela

Figure 1.9: The base units of the SI and their defining constants ©BIPM. All rights
reserved.

quality of the implementations of the quantum phenomena.
The quantum Hall effect (QHE) is a macroscopic quantum effect that occurs in

a two-dimensional electron gas at low temperature and in a strong magnetic field.
The discovery of the QHE in 1980 by Klaus von Klitzing [23] made a quantum
resistance standard available. In fact, the QHE provides quantized values of electric
resistance that only depend on an integer index, the elementary charge e, and the
Planck constant h. In 1985, Klaus von Klitzing was awarded the Noble Prize in
physics for the discovery of the QHE, which has had a tremendous impact on
resistance and impedance metrology.

In the present SI the definitions of the units are not associated to any specific
realization, but the Appendix 2 of the 9th version of the SI Brochure reports two
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recommendations for the mise en pratique of the electrical units [16, Appendix
2]. One of the recommended realizations for the resistance and impedance units is
based on the QHE. This recommended realization depends on the universality of the
QHE and of the accuracy of equation RK = h/e2, which has been experimentally
tested in [24–35] (see section 1.3 for more details).

Here is reported the recommendation for the mise en pratique of the ohm4:

The ohm Ω can be realized as follows:

(a) by using the quantum Hall effect in a manner consistent with the
CCEM Guidelines [36] and the following value of the von Klitzing
constant RK:

RK = 25 812.807 459 304 5 Ω. ∗ (1.20)

* This value has been calculated to 15 significant digits.

This value follows from the assumption of the accuracy of the equa-
tion RK = h/e2, which is strongly supported by a large body of
experimental and theoretical works, and the values of h and e
given in [16]. Although the quotient h/e2 can obviously be cal-
culated with any number of digits, this truncated recommended
value is in error by less than 1 part in 1015, which is intended to be
negligible in the vast majority of applications. In those rare cases
where this error may not be negligible, additional digits should be
employed. The advantage of recommending a particular value of
RK for practical use is that it ensures that virtually all realizations
of the ohm based on the quantum Hall effect employ exactly the
same value; or

(b) by comparing an unknown resistance to the impedance of a known
capacitance using, for example, a quadrature bridge, where, for
example, the capacitance has been determined by means of a cal-
culable capacitor and the value of the electric constant [...].

[16, Appendix 2]

Here is reported the recommendation for the mise en pratique of the farad5:

The farad F can be realized as follows:

4For consistency citation and equation numbers are adapted to the present text.
5The equation number reported in the quote below refers to this text.
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1.3 – Realization of the units from the quantum Hall effect

(a) by comparing the impedance of a known resistance obtained using
the quantum Hall effect and the value of the von Klitzing constant
given in Eq. (1.20) [...], including a quantized Hall resistance itself,
to the impedance of an unknown capacitance using, for example,
a quadrature bridge; or

(b) by using a calculable capacitor and the value of the electric con-
stant [...].

[16, Appendix 2]

Here is reported the recommendation for the mise en pratique of the henry6:

The henry H can be realized as follows:

(a) by comparing the impedance of an unknown inductance to the
impedance of a known capacitance with the aid of known resis-
tances using, for example, a Maxwell-Wien bridge, where the known
capacitance and resistances have been determined, for example,
from the quantum Hall effect and the value of RK given in Eq. (1.20)
[...]; or

(b) by using a calculable inductor of, for example, the Campbell type
of mutual inductor and the value of the magnetic constant µ0 [...].

[16, Appendix 2].

1.3 Realization of the units from the quantum
Hall effect

This section is focused on the basic phenomenology of QHE. A detailed theo-
retical description of this effect is beyond the scope of this dissertation and is not
here reported. More detailed presentations can be found, for example, in [37–46],
where different approaches to the theory of QHE are reported. To date, however,
a complete theory of this effect has not yet been developed.

The QHE is a macroscopic quantum effect that occurs in a two-dimensional
electron gas (2DEG) at cryogenic temperature subjected to a perpendicular high
magnetic field.

In a 2DEG the electrons can move freely in two dimensions, but their motion
is confined in the third. This can be obtained by confining the electrons with
electrostatic fields in semiconductor devices. Confining fields can be generated

6The equation number reported in the quote below refers to this text.
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VH

Vxx

B

I

Figure 1.10: Representative drawing of a Hall bar. The measurement current I is
injected along the longitudinal direction of a 2DEG device (here represented as a
blue prism), subjected to a perpendicular high magnetic field. In these conditions,
the transverse voltage VH and the longitudinal voltage Vxx are measured across two
contacts on the opposite and the same sides of the bar, respectively.

by a gate bias in silicon (Si) metal-oxide field-effect transistors (MOSFET), by
the interfaces between layers of different composition in gallium arsenide (GaAs)
heterostructures, or naturally in graphene.

In these conditions, if we inject a measurement current I along the longitudinal
direction of a 2DEG device, such as the Hall bar of figure 1.10, the transverse
resistance across two contacts on the opposite sides of the bar defines the Hall
resistance RH = VH/I, which is quantized at values

RH = RK

i
, (1.21)

where i is a positive integer and

RK
def= h

e2 (1.22)

is the von Klitzing constant, or resistance quantum. At the same time, the longi-
tudinal resistance Rxx = Vxx/I measured between two contacts on the same side of
the bar vanishes, so that

Rxx ≈ 0, (1.23)
since the scattering of electrons is suppressed [47].

The QHE breaks down above a certain critical current, typically of a few hun-
dreds µA for the best devices [35, 48, 49].

Many works reported a deviation from the perfect quantization increasing with
the measurement current and linearly coupled with the longitudinal resistance [31].
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1.3 – Realization of the units from the quantum Hall effect

The Hall resistance is experimentally observed to be quantized over an extended
range of the magnetic field. The width of these Hall resistance plateaus depends
on the specific properties of the individual sample.

Nonetheless, it is established, also in theory, that the QHE is a universal quan-
tum effect [24–26] and that the Hall resistance is accurately quantized, indepen-
dently from the material in which the 2DEG is realized. The universality and repro-
ducibility [27, 28] of the QHE and of the von Klitzing constant RK was provided by
experiments involving 2DEGs fabricated with different materials (Si-MOSFET [29,
30], GaAs/AlGaAs [31], graphene [32, 33]), different geometries [50] and with dif-
ferent electronic properties [30, 34, 35] with relative uncertainties of a few parts in
1011.

Thanks to its universality, the QHE has been employed from 1990 to 2018 as a
representation of the ohm and, in the present SI, as a realization. In recent years,
the QHE has been also employed in the AC regime for impedance metrology, to
directly realize the farad [51, 52].

1.3.1 QHE devices
Quantum Hall resistance standards for resistance and impedance metrological

applications have been mostly based on 2DEGs in GaAs/AlGaAs heterostructures.
Recently, a new material, called graphene, was found to exhibit the QHE in less de-
manding experimental conditions and then employed for metrological applications.

GaAs/AlGaAs heterostructures

A 2DEG system can be realized by semiconductor heterojunctions [53], for the
development of which, in 2000, Kroemer and Alferov were awarded the Nobel Prize
in physics. A heterojunction is the interface between a semiconductor and a metal
or an insulator (for example, the Si/SiO2 interface in MOSFETs), or two semicon-
ductors with different band gap energies (for example, the GaAs/AlGaAs interface).
A structure composed of one or more heterojunctions is called a heterostructure.

GaAs is a direct-gap semiconductor characterized by a band gap energy Eg ≈
1.42 eV. It is composed of an element of the third (Ga) and one of the fifth (As)
groups of the periodic table and forms a III–V compound semiconductor.

AlAs is also a III–V compound semiconductor characterized by an indirect band
gap with Eg ≈ 2.16 eV.

AlxGa1−xAs, where x is the aluminium mole fraction, is a ternary mixed crystal
and a III–V compound semiconductor where the Ga and Al atoms are randomly
distributed over the lattice sites of the group III elements. The band gap energy
varies from 1.42 eV (GaAs, x = 0) to 2.16 eV (AlAs, x = 1), and increases with
decreasing temperature. For x < 0.45, the ternary compound has a direct band
gap as in GaAs.
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Thanks to the fortunate circumstance that GaAs and AlxGa1−xAs have almost
the same lattice constant, high-quality GaAs/AlxGa1−xAs heterostructures can be
fabricated with epitaxial crystal growth techniques, like molecular beam epitaxy
(MBE) [54] or metalorganic vapor-phase epitaxy (MOVPE).

MBE is performed in an ultrahigh vacuum chamber with an ultralow impu-
rity concentration. The growth rate is very low, typically about 1 µm h−1, which
corresponds to one GaAs monolayer (0.28 nm thick) per second. This allows to
control with single atomic layer resolution the thickness of the structure. Then, a
Si effusion cell is used to dope the GaAs or AlxGa1−xAs layers.

In MOVPE, the metalorganic compounds (that provide Ga and Al) are trans-
ported by a carrier gas (like hydrogen) to a reaction chamber, where they chemically
react with the group-V precursor, supplied as hydrides, at the surface of the sub-
strate, on which the GaAs/AlxGa1−xAs heterostructure grows epitaxially. MOVPE
operates at a pressure of 104 Pa, higher than that required by the MBE.

With both epitaxial methods, it is possible to deposit a thin layer of GaAs
between two layers of AlxGa1−xAs, with x = 0.3, for which Eg ≈ 1.8 eV at room
temperature.

Figure 1.11 shows the cross-section of a typical GaAs/AlGaAs heterostructure
and the energy-band diagram.

The quantum Hall effect as an electrical resistance standard 1615

(a) (b)

Figure 8. GaAs heterostructure. (a) Cross section, (b) schematic energy diagram.

the inversions layer is determined by the density of the dopant which is fixed for each sample,
in contrast to the Si-MOSFET where it can be varied with the gate voltage.

A technique called modulation doping [63] consists in growing an additional layer of
≈10 nm of undoped AlxGa1−xAs at the interface. The idea is to separate the charge carriers
from the ionized impurities so that carriers can attain a mobility not affected by impurity
scattering. At present, the mobility of the 2DEG can reach values as high as 200 T−1.

3.3. The ohmic contacts to the 2DEG

In precision measurements, the quality of the electrical contacts to the 2DEG is a critical issue.
First, this quality must be such that the measurements are not affected by the contact resistance
and second, the contacts have to be reliable because the quantum Hall resistors which are
routinely used over periods of years must withstand numerous thermal cycles between room
and cryogenic temperatures.

The contact technology for the Si-MOSFET, which has been well established since
the 1970s, provides reliable low-resistance contacts (see [61] and references therein) that
work down to cryogenic temperatures. The region of the contact is heavily n+ doped
(Nd > 1019 cm−3) to favour the contact with a metal having a low barrier height φB (e.g.
φB = 0.25 eV for the Al/Si system). Such contacts can have specific resistances as low as
ρc = 10−6 � cm2.

The situation for the GaAs/AlGaAs system is somewhat different. In the beginning,
the contacts were made by alloying In or Sn through the heterostructures. This method
provided low contact resistance. However, its reliability was not suitable for metrology since
the contacts deteriorate with time due to diffusion processes. Therefore, the technique used in
optoelectronics devices to contact bulk GaAs was modified to take into account the presence of
the AlGaAs layer and the modulation doping technique. The result is to sequentially evaporate
an alloy of AuGeNi [64]. First, a layer of AuGe eutectic alloy is evaporated, then a layer of
Ni, and finally a layer of Au. The wafer stays at room temperature during this process. This
metallization is alloyed in an oven containing an atmosphere of N2/H2. The sample is heated
at 430 ◦C for 15 s and then cooled down to room temperature in 10 min. During the alloying
process, the Ge atoms diffuse into the GaAs and substitute for Ga atoms in the crystal to create
an n+ doped zone in the semiconductor. The Ni atoms, which also diffuse into the GaAs,
enhance the diffusion of the Ge, but act as a barrier to avoid interdiffusion between the AuGe
layer and the Au top layer. In addition to these effects, the Ni reduces the surface tension of the
AuGe liquid during the alloying which improves the homogeneity of the contact. The atomic
ratio of Ge to Ni was found to be an important parameter in view of achieving the lowest possible
contact resistance. Various investigations result in an optimum Ge/Ni atomic ratio of 0.8–1.0.

Figure 1.11: (a) Cross-section of a typical GaAs/AlGaAs heterostructure. (b)
Energy-band diagram at the GaAs/AlxGa1−xAs interface.

The misalignment of the bands in the layers of the heterostructure, shown in
figure 1.11, influences the electronic properties, since it results in the formation
of potential wells, ideally with a rectangular shape, in the conduction and valence
bands, thus confining both electrons and holes. In this way, a 2DEG can be pro-
duced in a potential well confined by the heterojunctions.

The concentration of charge carriers can be modified by doping, that is, by
replacing the original lattice atoms with donor or acceptor atoms. At low temper-
ature, semiconductors with wide energy gap usually have low density of intrinsic
conduction electrons. Thus, to study effects at low temperature, like the QHE, it is
necessary to dope the semiconductor with donors to provide an excess of electrons
in the conduction band. However, with this method, even at low temperatures,
scattering at ionized donors limits the electron mobility. Scattering can be strongly
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1.3 – Realization of the units from the quantum Hall effect

reduced by the so-called modulation doping [55]. In this type of doping, donors
are spatially separated from the mobile electrons, so that the scattering at ionized
donors decreases and the carriers mobility increases.

A modulation-doped heterostructure consists of a GaAs/AlxGa1−xAs interface
in which the AlxGa1−xAs is doped with Si donors. The electrons diffuse from the
doped AlxGa1−xAs layer into the undoped GaAs one, thus providing high mobility
electrons. The resulting charge distribution forms a quasi-triangular quantum well.
The lowest quantized energy level of the potential well is located below the Fermi
level and is hence populated with electrons. As a result, a 2DEG is formed at
the interface. Typically, between the GaAs and the AlxGa1−xAs layers, there is
an additional undoped AlxGa1−xAs spacer layer, which reduces the scattering at
the interface. This type of heterostructures are used in most of today’s devices
for resistance and impedance metrology. For this type of applications, the optimal
carrier density ranges from 3 × 1015 to 5 × 1015 cm2 and the electron mobility ranges
from 10 to 80 T−1 [56].

The QHE devices are fabricated by usual lithography and etching techniques
with a Hall bar geometry (see figure 1.10). To realize the contacts with the 2DEG,
annealed AuGeNi is laterally deposited at the edges.
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Figure 1.12: Magnetic field dependence at 2.5 K and 25 µA of the Hall and the
longitudinal resistance RH and Rxx of a GaAs/AlGaAs Hall bar heterostructure
(Laboratoire Electronique Philips LEP 514). The Hall resistance exhibits plateaus
corresponding to RH = RK/i (with i = 1,2,3 . . .) and, correspondingly, the longitu-
dinal resistance vanishes (Rxx ≈ 0). Data courtesy of C. Cassiago, INRIM.
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Figure 1.12 shows the typical magnetic flux density dependence at low temper-
ature of the Hall and longitudinal resistances RH and Rxx of a GaAs quantized
Hall resistance (QHR) standard. The Hall resistance exhibits plateaus at RH/i
with i = 1,2,3, . . . and, correspondingly, the longitudinal resistance vanishes. GaAs
QHR standards are usually well quantized at very low temperature, below 4.2 K,
and high magnetic flux density. In fact, the i = 2 Hall resistance plateau corre-
sponding to RH ≈ 12 906.4 Ω, which in figure 1.12 is approximately between 9 T
and 12 T, is the widest and more accurate plateau, usually within one part in 109.
The breakdown current is of a few hundreds of µA for the best devices [56]. As
a result of studies and measurements performed by metrologists on these devices,
technical guidelines [36] about the device properties and the characterization tech-
niques were recommended. The main parameters to check if a QHR standard is
accurately quantized are the contact resistances below 10 Ω and the longitudinal
resistances below 100 µΩ [36].

Graphene

The realization of the SI ohm with QHR standard made from GaAs/AlGaAs
heterostructures requires highly specialized personnel and equipment typically avail-
able only at NMIs. In fact, such kind of QHR standards operate at low temper-
atures and high magnetic fields, around 1 K and 10 T, depending on the material
properties.

In 2004, Andre K. Geim and Konstantin S. Novoselov presented the exceptional
properties of a new material called graphene [57–59]. For the production of this
material and their groundbreaking studies about its properties, they were awarded
the Nobel Prize in physics in 2010. It has been recently demonstrated [33] that
graphene can exhibit the QHE at higher temperatures and lower magnetic fields
with respect to GaAs/AlGaAs heterostructures, so that graphene QHR standards
may be more easily employed in metrology.

Graphene is the two-dimensional allotrope of carbon, considered as the building
block of the three-dimensional graphite. Monolayer graphene, the most important
type in metrology, is a single layer of carbon atoms organized in a honeycomb lattice
with strong σ bonds formed by hybrid sp2 orbitals. The pz orbitals, unaffected by
hybridization, are oriented perpendicularly to the layer and form a half-filled π
band [60].

The band structure, which can be obtained with the tight-binding method [60,
61], is such that the valence and the conduction bands touch at six points in the
Brillouin zone. These are called Dirac points [60, 62]. For this reason, monolayer
graphene is considered a semimetal with zero band gap energy. Around Dirac
points, the dispersion curve between energy and wavevector is linear [60, 62], sim-
ilar to that of massless relativistic particles. Thus, close to the Dirac points, the
quasielectron wavefunctions are the solutions of a Dirac equation. When graphene
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is undoped, the Fermi energy is located at the Dirac point. By doping or applying
an electric field, it is possible to generate a 2DEG of almost massless electrons. A
more detailed description of graphene electronic properties is presented, for exam-
ple, in [60, 62].

Graphene can be produced with different methods, such as mechanical ex-
foliation, chemical vapour deposition or epitaxial growth. Monolayer graphene
was isolated by mechanical exfoliation from graphite in the work of Geim and
Novoselov [57–59]. This method is not suitable for metrology, since it produces
layers rarely larger than a few hundreds of µm2 with, as a consequence, a small
breakdown current of the QHE [63]. This limits the measuring current and, in
turn, the measurement uncertainty.

Graphene layers with larger area can be fabricated by chemical vapour deposi-
tion on metallic surfaces. These act as catalysts for the decomposition of carbon
hydrides [64]. However, the transfer of a graphene layer from a metallic to a non-
conducting substrate may degrade the quality of the graphene. For this reason, this
technique is not used in the most recent work on QHE for metrological applications.

The preferred method is now the epitaxial growth by high-temperature subli-
mation of silicon carbide (SiC), since with this method the graphene layers grow
directly on a nonconductive substrate. To grow a monolayer graphene the SiC has
to be an hexagonal polytype of SiC, 4H-SiC or 6H-SiC, to provide a well-suited tem-
plate for the hexagonal graphene layer. At temperatures from around 1400 ◦C to
1900 ◦C, the silicon sublimes and forms a thin carbon layer [65, 66], with properties
that depend on various parameters and conditions. The graphene monolayer grows
on a carbon buffer layer, which is covalently bonded to the SiC substrate [67]. By
controlling the growth parameters and conditions, it is possible to obtain larger uni-
form graphene layers [68, 69] The graphene layers growth with this technique may
be not perfectly flat because, during the annealing phase, the restructuring of the
SiC surface results in monolayer graphene terraces separated by step edges [66, 68,
69], also as high as 10 nm, along which bilayer graphene nucleates. This can cause
anisotropic deviations from the perfect QHR [70]. Supplying additional carbon from
a polymer adsorbate stabilizes the SiC surface and, thus, prevents the formation
of the terraces, improving the growth of monolayer graphene [71] with maximum
step heights of only 0.75 nm. This technique allows the growth of millimeter-sized
uniform graphene monolayers, suitable for metrology applications.

In metrology, it is often preferred to measure the QHR close to the smallest
possible integer filling factor i and at low magnetic fields. To achieve these con-
ditions, it is necessary to decrease the electron density in the graphene layer from
1012–1013 cm−2, typical of epitaxially grown graphene and due to the donor states
in the carbon buffer layer, to around 1011 cm−2 [62]. There are several techniques
to reduce the electron density. An electric field can be applied to a gate structure
deposited on top of the graphene monolayer, but additional fabrication steps are
required, which may damage the graphene layer. Furthermore, the gate voltage

21



1 – Introduction

needs to be continuously applied to keep the electron density stable. The electron
density can also be controlled with photochemical gating [72], by permanently de-
positing on the graphene a polymer spacer layer and a photosensitive resist layer.
Then, activated by ultraviolet (UV) radiation, acceptor states form in the photosen-
sitive resist, effectively reducing the electron density, which is reported to remain
constant for several months. It is possible to undo the process and recover the
high electron density by thermal annealing. Other gating methods use polymer
coatings subjected to corona discharge [73] or a chromium tricarbonyl (Cr(CO)3)
functionalization of the graphene layer [74].

QHR standards in graphene monolayers are more practical to be implemented,
since they can be operated under relaxed experimental conditions with respect
to GaAs ones. Monolayer graphene, in fact, exhibits the so-called half-integer
QHE [58, 59, 62], with

RH = 1
j − 1

2

h

4e2 , (1.24)

with j = 1,2,3, . . .. The dependence on j is due to the peculiar band structure of
graphene.

The behaviour expressed by (1.24) is confirmed by the experimental data pre-
sented in figure 1.13 [75], which shows the typical magnetic field dependence of
the Hall resistance and longitudinal resistivity of monolayer graphene Hall bar.
At a temperature T = 2 K and a current I = 10 µA, the Hall resistance exhibits
the RH = RK/2 ≈ 12 906.4 Ω plateau corresponding to i = 2 at a relatively low
magnetic field, B ≈ 3 T.

Since the band structure of monolayer graphene differs from that of semicon-
ductors conventionally used in metrology, graphene has been employed to test the
reproducibility and universality of the QHE [76], by measuring over long times and
at temperatures and magnetic fields similar to those commonly used to operate
GaAs QHR standards. The agreement between the QHR in exfoliated graphene
and in GaAs/AlGaAs heterostructures was found to be within few parts in 109 [76].
The agreement between the QHR in epitaxial graphene and in GaAs/AlGaAs het-
erostructures was found to be within few parts in 1011 [32, 77]. The agreement
between the QHR in graphene produced by CVD on SiC and in GaAs/AlGaAs
heterostructures was found to be within few parts in 1011 [78].

For graphene devices, in the space defined by temperature, magnetic field and
current density, the manifold which bounds QHE states is more extended than
in GaAs. Therefore, in graphene, the QHE can be obtained with sufficiently low
uncertainty also at less demanding experimental conditions, that is, at a lower mag-
netic field and/or higher operating temperature. For example, the QHE was even
observed at room temperature by applying a magnetic field of 29 T [79]. For what
concerns the critical current density of graphene, at 7 T this is of several A m−1 [63]
and at 10 T is even higher, whereas the typical one for GaAs devices is 1 A m−1 [31].
Taking into account these limitations, [78] reports QHE measurements at 5 T and
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Figure 1.13: Magnetic field dependence at 2 K and 10 µA of the Hall resistance and
the longitudinal resistivity of an epitaxial graphene Hall bar at a charge carrier
density n ≈ 1.5 × 1011 cm−2. The Hall resistance exhibits a plateau with the value
of RH = RK/2, corresponding to i = 2, at a relatively low magnetic flux densities
of B ≥ 3 T and, correspondingly, the longitudinal resistivity vanishes. Reproduced
with permission from [75] ©IOP Publishing. All rights reserved.

5 K in graphene with an uncertainty of 10−9. These measurements conditions testify
the beginning of a new era, when also small cryogen-free system can be employed
to measure quantized Hall resistances in graphene with metrological accuracy (few
parts in 109) [80, 81]. These are important steps toward a more practical realization
of QHR standards.

From monolayer graphene, QHE devices are then fabricated by traditional litho-
graphic techniques and etching processes with a Hall bar geometry (see figure 1.10).
Contacts with graphene are usually realized with a strongly interacting metal [82,
83], such as Pd or Ni, to reduce the metal-graphene contact resistance, and Au.
The Ti/Au bond pads are then deposited to support conventional wire-bonding.
Moreover, windows or meandered graphene edges can improve the side-contacting
capability of the sheet [84]. Quantized resistances, normally measured at four ter-
minals for high precision, can also be measured at two terminals by eliminating
undesired resistances when applying superconducting split contacts [85].
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1.3.2 Quantum Hall Array Resistance Standards
A quantum Hall array resistance standard (QHARS) is an integrated circuit

composed of several QHE elements connected together. With series, parallel or
bridge connections, QHARSs can provide fractions or multiples of the quantized
resistance value [86–91].

The unique properties of the QHE, such as the perfect equipotentiality along
the edges of the bar and the quantization of any two-terminal resistance at the
same value, can be exploited to reject the effect of the stray resistances at contacts
and interconnections in four terminals measurements. In fact, in a QHARS, the in-
terconnections among the QHE elements are realized as multiterminal connections,
such as multiple-series, multiple-parallel or multiple-bridge connections, character-
ized by an order m identifying the number of connections between each group of
devices and the order O(Ôm) of the residual effect of the stray resistances [9, 86, 92].
For example, if two QHE elements are connected by an m-series or an m-parallel
connection, then

Rm
S = 2RH(1 + O(Ôm)), Rm

P = RH

2 (1 + O(Ôm)), (1.25)

where Rm
S and Rm

P are the four-terminal resistances of the m-series and m-parallel
connection of the two QHE elements, respectively, and Ô is the ratio between the
maximum interconnection resistance and RH.

Figure 1.14 and 1.15 show a triple-series and a -parallel connection (m = 3) of
two QHE elements, respectively. Therefore, by exploiting the multiple connection
technique, it is possible to extend the range of QHR standards available. Decadal
resistance values (100 Ω, 1 kΩ, 10 kΩ,. . . ) are particularly interesting for metrolog-
ical applications.

QHARSs of GaAs/AlGaAs QHE devices with triple- or quadruple-connections
were developed by several NMIs [88, 93–97].

Accurate QHARSs require the quantization of all the QHE elements at the same
magnetic flux density. This condition is restrictive for GaAs/AlGaAs QHARSs,
since a very homogeneous electronic density (to within a few percent) is needed
because of the short width of the RH plateaus. This condition is overcome in
graphene QHARSs, since the i = 2 RH plateau covers a wide range of magnetic
field values.

QHARS may suffer from stray resistances at contacts and interconnections.
Furthermore, the crossover of the electrical multiple-connections between the QHE
elements requires perfect insulating layers that may introduce other stray compo-
nents, such as leakage currents through the dielectric where the voltage terminals
need to cross the current path. Split-contact geometry and superconducting inter-
connections can be employed to minimize the effect of these stray components and
ensure precise resistance quantization [85, 98], as recently proved for a graphene
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Figure 1.14: Triple-series connection of
two QHE elements, a and b. Each ele-
ment is provided with two current con-
tacts (1,4) and four voltage contacts
(2,3,5,6). The resulting network has
two current terminals, IH and IL, and
two voltage terminals, VH and VL.

Figure 1.15: Triple-parallel connection
of two QHE elements.

QHARS exhibiting a deviation from the nominal resistance value of the order of
10−9 [98].

1.3.3 Quantum Hall effect in the AC regime
In the AC regime, the resistance of a QHR standard is also expected to remain

quantized within one part in 109 at frequencies in the kilohertz range [99, 100].
Therefore, the AC QHE can be employed for metrological applications to realize
QHR standards operating in AC and providing traceability of impedances.

To preserve the perfect quantization of the Hall resistance in the AC regime, spe-
cific techniques are exploited. The Hall bar, for instance, is implemented by means
of multiple-connections, introduced in section 1.3.2, to cancel the large quadratic
frequency dependencies due to series inductance and to ensure the zero current
requirement in the voltage arm of the QHR standard [101, 102]. Some works have
reported a residual deviation from the perfect quantization of a few parts in 108

at 1 kHz, linearly increasing with frequency and current [103], and linearly coupled
with the longitudinal resistance, as in the DC regime. This contribution is ascribed
to AC current losses in the internal capacitances of the Hall bar and in the exter-
nal stray capacitances toward ground. The double-shielding technique of the Hall
bar can be implemented to cancel the frequency dependence of the QHR to within
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1 × 10−9 kHz−1 [102].

1.4 Resistance and impedance calibration tech-
niques in the SI

The most common calibration techniques employed in resistance and impedance
metrology are based on the comparison between one or more reference standards
and a standard under calibration by means of a bridge.

Z1

Z2

Z3

Z4

DG

Figure 1.16: Principle schematic diagram of a Wheatstone bridge. The bridge is
composed of the impedances Z1, Z2, Z3 and Z4 driven by the generator G, which
can be a voltage or a current source. D is the detector, whose reading is zero when
the bridge is balanced.

The prototype arrangement of a bridge is that of the Wheatstone bridge, shown
in figure 1.16. This device compares the two-terminal resistances or impedances
Z1, Z2, Z3 and Z4, arranged in two voltage or current dividers driven by the voltage
or current generator G. When the voltage or current detector D measures zero, the
bridge is balanced, or in equilibrium, so that,

Z1

Z2
= Z3

Z4
. (1.26)

In this case, the bridge measures one of the impedances, the one under calibration,
in terms of the others, the reference standards. If one or more reference standards
are variable, the bridge can be balanced by modifying their values until the detector
indicates zero. This is the null mode of operation.

The Wheatstone bridge can be rearranged as a voltage ratio bridge or a current
ratio bridge. In the voltage ratio bridge shown in figure 1.17, the ratio of the
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Figure 1.17: Voltage ratio bridge. E1
and E2 are two voltage sources, with
a known voltage ratio.

Figure 1.18: Current ratio bridge. I1
and I2 are two current sources, with
a known current ratio.

impedances Z1 and Z2, which constitute a voltage divider, is compared with the
known ratio of the voltages E1 and E2, such that the bridge balance equation is

E1

E2
= Z1

Z2
. (1.27)

In the current ratio bridge shown in figure 1.18, the ratio of the impedances Z1
and Z2, which constitute a current divider, is compared to the known ratio of the
currents I1 and I2, such that the bridge balance equation is

I1

I2
= Z2

Z1
. (1.28)

This means that any voltage or current ratio device can be employed to construct
a bridge, such as transformers, voltage/current dividers or digital signal sources.

Furthermore, there are bridges designed for more complex (e.g. four-terminal
or two- and four-port impedances) impedance definitions, which contain auxiliary
networks and sources.

In the DC regime, QHE devices realize the ohm and, as DC QHR standards, they
are used by NMIs to calibrate resistance standards with decadal values. Different
resistance bridges, reported in section 1.4.1, are used for the calibration, depending
on the target uncertainty level: potentiometric bridges (section 1.4.1), commercial
bridges based on a direct current comparator (section 1.4.1), or bridges equipped
with cryogenic current comparators (section 1.4.1).

In the AC regime, the farad is realized from the QHE by means of impedance
bridges, as reported in section 1.4.2. The traceability chain can be based on a DC
QHR standard (section 1.4.2), or on a QHR standard in the AC regime, that is, an
AC QHR standard (section 1.4.2).
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The henry is usually obtained from calibrated AC standard resistors or from
the farad, by means of impedance bridges.

1.4.1 Resistance calibrations
Potentiometric bridge

The potentiometric method is based on the comparison of the voltages across
two resistors, the DC QHE resistance standard RH and the resistance standard
under calibration RS, connected in series and driven by a high-stability DC current
source. The potentiometric set-up is composed of a potentiometer and a high-
resistance voltage detector. The voltage across RH is compared against a closely
adjusted voltage generated by the potentiometer using the detector [104]. Then,
the same comparison is repeated for RS. The two ratio measurements are repeated
for the reversed current, so that, at the end of the whole process, linear drifts of the
current sources and thermal voltages are rejected. The resistance ratios 1 : 1 and
1.29 : 1 can be measured with a relative uncertainty of few parts in 108 [105]. A
method adopted by several NMIs for the scaling to other decadal resistance values
is a Hamon type series-parallel resistor network [106].

The bridge performances improve significantly if the potentiometer is replaced
by a Josephson reference [107], or by employing a dual Josephson potentiome-
ter [108]. Although the uncertainty achieved with these improvements are compet-
itive, the resistance bridge based on the cryogenic current comparator achieves a
lower uncertainty.

Direct current comparator

The sequential procedure requested by the potentiometric method can be af-
fected by the shot-term instability of the source, and this is the main limit of the
method. To overcome this problem, the two resistance standards under compari-
son can be placed in two separate current loops, tracking one another. The ratio
between these two currents is measured by a DC comparator [109, 110], through
two windings wound on a high-permeability toroidal core and a second-harmonic
flux-gate magnetometer. A servo circuit from the output of the magnetometer con-
trols the current in one of the loops, to keep zero flux in the magnetic core. The
number of windings on the other loop is adjusted so that the voltages across the
two resistances are the same. This second balance is checked by a voltage detector.
When the flux and the voltage balances are obtained at the same time, the ratio
between the resistance standards is equal to the ratio between the windings in the
two loops. The accuracy achievable with this method is of a few parts in 108 for
the measured ratio whereas the resolution is limited by the noise of the magnetic
modulation. Nowadays, commercial instruments, able to self-calibrate the current
ratios are available on the market [111].
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Cryogenic current comparator

The magnetic error caused by the flux leakage from the ferromagnetic core
(whose permeability is finite) is the main limitation of the current comparator.
Flux leakage can be virtually eliminated by employing superconducting shielding.
The Meissner effect, in fact, excludes the magnetic induction from a superconductor
in an external magnetic field less than its critical field, so that it becomes perfectly
diamagnetic and a surface-shielding current is produced. Therefore, the volume
enclosed in the superconducting surface is completely shielded by external DC or
AC magnetic fields. Furthermore, when a volume is multiply connected, for example
in a torus, a magnetic field can be completely confined within.

Superconducting shielding requires a cryogenic environment to operate. The
resulting instrument is thus called cryogenic current comparator (CCC) [112, 113].
In this environment, it is also possible to employ the most sensitive magneto-
metric technique available, based on superconducting quantum interference devices
(SQUIDs). These devices exploiting a macroscopic quantum charge transport ef-
fect, allows to achieve a very high sensitivity, at the level of fT Hz− 1

2 .
Automated CCC bridges can achieve relative accuracies of a few parts in 1010.

Nowadays, the CCC is employed by several NMIs as the main method to calibrate
resistance standards, against other resistance standards or directly against a QHR
standard.

1.4.2 Impedance calibrations
Over the years, NMIs have adopted different measuring systems for the realiza-

tion of the capacitance, inductance and resistance scales at audio-frequencies [114,
115]. As discussed in section 1.4, the measuring systems mainly employed are
the impedance bridges, which, once balanced, compare the impedance ratio with
a voltage or current ratio. Thus, the accurate generation or measurement of this
voltage ratio is the main challenge of impedance metrology. Traditionally, differ-
ent bridges are employed for different types of comparisons: ratio bridges compare
impedances of the same type; quadrature bridges compare capacitances with resis-
tances; Maxwell-Wien or resonance bridges compare inductances to resistances and
capacitances.

In traditional implementations of voltage ratio bridges, the accurate voltage
ratio is generated using a ratio transformer or an inductive voltage divider (IVD),
over the years optimized to achieve the highest accuracy, 1 × 10−9 [116, 117]. These
bridges are now employed also for the direct calibration of a 10 pF against the QHR
standard in the AC regime (AC QHR) with a standard uncertainty of 6 × 10−9 at
1233 Hz [51]. The measurement system developed for this purpose is very complex,
its operation is time consuming and requires highly skilled operators. Moreover, the
transformers are fabricated so that the bridge can work only at fixed ratios (usually
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1:1 and 10:1) at which only pure impedance standards (resistors, capacitors and
inductors) can be compared.

Figure 1.19: Accuracy landscape of the impedance bridges based on ratio trans-
formers used for the impedance calibrations. Reproduced with permission from [7]
©IOP Publishing. All rights reserved.

At present, the best calibration performances are obtained with transformer-
based impedance bridges. However, with these devices the possible voltage ratios
are fixed, since they are set by choosing the number of turns of the windings dur-
ing the fabrication of the transformer, and the phase shift between the generated
voltages is limited to either 0° or 180°. These limitations are well represented by
the graph of figure 1.19, which shows the accuracy landscape of the transformer
bridges traditionally employed by impedance metrology for impedances located in
the complex plane [7]. The highest accuracies are achieved for comparison between
impedances lying along the axes of the complex plane. For the other impedances,
the accuracy achievable is extremely low.

Recently, digital impedance bridges based on fast and accurate DACs and
ADCs [118] allow the comparison of any kind of impedances, located over the
whole complex plane.

In general, digital impedance bridges can be classified on the basis of the im-
plemented impedance definition (two-terminal pair or four-terminal pair), of the
reference quantity (voltage ratio or current ratio), of the bridge architecture (digi-
tally assisted, if the reference ratio is defined by a transformer, or fully digital, if the
reference ratio is completely defined by a digital system), of the source type (elec-
tronic, if the source is based on digital electronics, or Josephson, if the source is a
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programmable Josephson voltage standard or a Josephson arbitrary waveform syn-
thesizer), of the ratio reading (sourcing, generating or based on digital-to-analogue
converters (DACs), if the reference ratio is determined by the settings of a digi-
tal signal source, or digitizing, sampling or based on analogue-to-digital converters
(ADCs), if the reference ratio is determined from digitized samples).

Digitally-assisted bridges can use computer controlled IVDs [119, 120], elec-
tronic sources [121–124] or high resolution DACs [125–130], so that the balancing
procedure can be controlled by an adequate algorithm [131] and performed auto-
matically within a few minutes with an uncertainty level of a few parts in 108.

The ability of digital bridges to compare impedances located on the whole com-
plex plane results in a significant simplification in the realization of the various
impedance chains. Furthermore, digital bridges can be able to calibrate capaci-
tances (and, potentially, inductances) directly against the ACQHR, providing a
primary realization of the farad (and of the henry) using a single measurement
system.

Nowadays, the dual Josephson impedance bridge (DJIB), based on two Joseph-
son arbitrary waveform synthesizers, achieves the best accuracy obtainable with
a digital impedance bridge, that is, at the level of few parts in 108 [132–134].
These performances are not yet comparable with the traditional transformer-based
impedance bridges, even though the DJIB outperforms all of them in terms of
flexibility, automation and frequency range.

Since transformer-based impedance bridges were not employed in this thesis,
the following sections of this dissertation are only focussed on the new generation
of digital bridges. This section introduces the main characteristics of fully-digital
bridges based on electronic sources and on sampling. The realization of the farad
from the QHE is then discussed, presenting, as example, the traceability chain cur-
rently adopted by INRIM and other NMIs, based on digitally-assisted transformer
bridges and starting from the QHE in the DC regime (section 1.4.2). Finally,
the possibility to simplify the chain by means of fully digital bridges and a QHE
experiment in the AC regime is described in section 1.4.2.

Electronic generating fully-digital bridges

The development of polyphase generators by means of high-accuracy digital-
to-analogue converters (DACs) allowed the generation of arbitrary voltage ratios,
which cannot be realized even with the more accurate fixed-ratio transformers.
With this novel technology, it became possible the implementation of automatable
applications, such as fully-digital voltage ratio impedance bridges.

The simplest design of a fully-digital bridge [135] is the two terminal-pair bridge,
where the ratio between two two-terminal-pair impedances is compared with the
ratio between two digitally-generated voltages. Then, the bridge is balanced by
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adjusting the amplitude and phase of one voltage [136]. The accuracy in the de-
termination of the impedance ratio mainly depends on the agreement between the
generators settings and the voltages actually applied to the impedances. It is pos-
sible to reduce significantly the error related to the possible asymmetry between
the two channels of a dual voltage source by repeating the measurement reversing
the position of the two impedances [130, 135]. Further uncertainty components are
related to the source non-linearity [137], gain and phase stability [138, 139], and
loading effect of the stray admittances [135].

Four terminal-pair fully-digital bridges can be developed by adding further volt-
age sources to the design [130, 140]. Although some implementations are still based
on IVDs for the adjustment of the voltage ratio [138], they can be adopted for the
calibration of impedances of different type, like resistance-capacitance [130, 141] or
inductance-capacitance [142] comparisons.

These bridges usually operate at frequencies between tens of Hz [141] (or even
lower [140]) and 10 kHz [143]. The uncertainty on the generated voltage ratio is
usually of few parts in 105 [138] or 106 [144].

Electronic sampling fully-digital bridges

The calibration of impedances can be performed also with other types of digital
bridges, like the three-voltmeter method [145–153] or sampling-based bridges [154–
165] whose operation is not based on the ability to generate accurate voltages, but
on their accurate measurements implemented with a single digitizer. Therefore,
although the two voltages still need to be generated and adjusted, in a sampling-
based bridge only the single digitizer needs to be stable during the measurement
sequence.

The sampling bridges are employed to directly compare inductance standards
to reference resistance standards [154, 157], to determine the dissipation factor of
capacitor and the time constant of resistors [155, 156], to compare low value resis-
tors [160, 165] or high value capacitors [166] or, in general, any type of impedances [158,
161, 162, 164].

Realization of the farad from the DC QHE

A number of NMIs developed a traceability chain of the farad from a realiza-
tion of the ohm obtained by the DC QHE [117, 167–174]. Most of the developed
chains require many measurement steps and usually not less than three different
transformer-based impedance bridges. The possibility to employ digitally-assisted
impedance bridges significantly simplifies the calibration procedure and the chain
itself.

Here, as an example, the first complete ohm to farad traceability chain based on
digitally assisted bridges is presented. This chain was developed and still employed
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at INRIM for the realization of the farad from the DC QHE.

Figure 1.20: Representation of the traceability chain employed at INIRM for the
realization of the farad unit from the QHE in the DC regime. Reproduced with
permission from [125] ©IOP Publishing. All rights reserved.

Figure 1.20 shows the traceability chain [125], composed of several steps in-
volving a resistance ratio bridge and a quadrature bridge, both digitally-assisted
bridges.

As a first step, the QHE is employed to calibrate a quadrifilar resistance stan-
dard, whose frequency dependence and reactive parameter are calculable from its
geometry [175]. The quadrifilar resistor has nominal value RK/2 ≈ 12 906.4 Ω.
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Then, a 8:1 resistance ratio bridge is employed to calibrate two resistance stan-
dards having nominal value 8 × RK/2 ≈ 103.251 kΩ. These resistance standards
are then used to calibrate the product of two 1000 pF temperature-controlled gas-
dielectric capacitance standards by means of a digitally-assisted quadrature bridge.
This kind of bridge, in fact, measures the product of two capacitances in terms of
the product of two resistances. Since a comparison of this capacitance standard
with the national capacitance standard, maintained at the level of 10 pF, is neces-
sary, a capacitance ratio bridge is employed to perform a scaling up to 1000 pF and
the single measurement of the two capacitance standards.

The digitally-assisted impedance bridges has a working frequency of about
1541.4 Hz. The national capacitance standard is instead maintained at 1592 Hz,
that is, 10 krad−1. The correction for the frequency shift can be estimated by
means of indirect measurements of the frequency dependence.

The estimated relative standard uncertainty of the capacitance determination
obtained with this traceability chain is 64 × 10−9 (coverage factor k = 1) at 1000 pF.

Realization of the farad from the AC QHE

The AC QHR standards operation at frequency of few kilohertz opened up the
way towards the development of quantum standards of impedance directly linked
to RK [176, 177].

A direct realization of the farad from the QHE, in fact, can be realized by cal-
ibrating a capacitance directly from two quantum Hall resistance standards by
means of a transformer-based quadrature bridge with a relative uncertainty of
6 × 10−9 [178]. This method avoids the additional calibration step of the calculable
resistance, employed in the traceability chain introduced in section 1.4.2. However,
the method still employs transformer-based bridges that are limited to a few fixed
nominal ratios (like 1:1 and 10:1) and require long calibrations at each ratio and
frequency.

The pulse-driven Josephson voltage standards [7, 179, 180], generating sine
waves with high spectral purity, can be employed to compare arbitrary impedances
over a wide range of frequency with the same uncertainty obtained with the transformer-
based impedance bridges. Moreover, the ratio of the bridge is defined by two pulse-
driven Josephson series arrays that can be adjusted in amplitude and phase so that
any kind of impedance can be compared, at frequencies up to 40 kHz [133]. The cal-
ibration of a capacitance against an AC QHR standard is thus possible by means
of this technology, even though it requires a complex and expensive experiment
involving two pulse-driven Josephson voltage standards and one quantum Hall re-
sistance standard. The agreement with the traditionally-performed calibration was
found to be of few parts in 108 [132].

The employment of fully-digital impedance bridges can simplify a lot the im-
plementation of the realization of the unit farad directly from the AC QHE.
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Chapter 2

QHE circuit modelling

As introduced in chapter 1, the units of resistance and impedance can be realized
by means of multi-terminal (typically 8 terminals) QHE elements.

The accurate measurement of the QHR requires the rejection of any stray re-
sistance (in DC) or impedance (in AC) due to the contacts and the external leads.
A simple four-terminal connection can be sufficient to measure the QHR in the
DC regime; more complex connection schemes, usually based on the multiple-
connections introduced in section 1.3.2, are required to reject the stray components
when several QHE elements are connected in series or parallel [86, 181], as in a
QHARS (section 1.3.2), or when the QHR is measured in the AC regime [177].

Therefore, the modelling of electrical connections of single, or several, multi-
terminal QHE elements is relevant for electrical metrology.

A QHE element can be accurately modelled by means of the Ricketts and Ke-
meny [182] or Delahaye [86, 183] equivalent circuits. Then, a four-terminal resis-
tance (or impedance) can be determined by applying Kirchhoff’s laws to the chosen
model with constraints given by the external connections and by solving the result-
ing equations. This analysis was applied to double- and triple-series connections
of single and twin devices in the DC regime [86, 181], and then extended in the
AC regime [177]. Such analytical calculations can be tedious and error-prone, and
numerical solutions can have issues of convergence [184]. Therefore, only few con-
nection schemes of known practical relevance have been analyzed in full in this
way.

An alternative general approach [9] for modelling the electrical behaviour of
multi-terminal QHE elements with external connections is based on the formalism of
the indefinite admittance matrix, introduced in section 1.1, and can be implemented
by analytical or numerical software tools, including the popular SPICE circuit
analysis software [185].

This chapter discusses this analysis method and its applications. Section 2.1
introduces the single QHE element model. Section 2.2 presents the model of a
QHARS in the DC regime. Section 2.3 presents a general and systematic procedure
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for the error modelling of QHARSs, based on the previously discussed analysis
technique. As an example, this procedure is applied to the characterization of
a 1 MΩ QHARS fabricated by the NMIJ. Finally, section 2.5 provides a SPICE
macro-model for a QHE element, discussing its applications to the simulation of
networks of QHE elements.

2.1 Circuit models of QHE elements
As discussed in section 1.1.2, in circuit theory, an M -terminal element can be

considered as a black-box interacting with the environment only through its M
terminals and can be completely characterized by its external behaviour described
by the set of admissible terminal voltage-current pairs [186, 187]. Therefore, if two
M -terminal elements have the same external behaviour, they are equivalent from
the circuit theory point of view.

An electric circuit composed of several interconnected elements can be itself
turned into an M -terminal element by connecting terminals to M selected nodes
of the circuit, and can be thus considered as its circuit model, macromodel or
equivalent circuit.

2.1.1 Ideal QHE device
According to its external behaviour, it is possible to classify an ideal QHE

element as:

• ideal clockwise (cw) M-terminal QHE element with Hall resistance RH > 0:
an element whose terminal voltages and currents are related by

RH jm = em − em−1 , m = 1, . . . , M, (2.1)

with e0 ≡ eM ;

• ideal counterclockwise (ccw) M-terminal QHE element: an element whose
terminal voltages and currents are related by

RH jm = em − em+1 , m = 1, . . . , M, (2.2)

with eM+1 ≡ e1.

The above sets of equations (2.1) and (2.2) are, indeed, a consequence of the
QHE phenomenology, but can also be derived theoretically on the basis of the
Landauer-Büttiker formalism (see e.g. [45, section 16.3] and references therein). A
real QHE device operating at appropriate values of temperature and magnetic flux
density can be modelled, with a certain approximation, either as an ideal cw or an
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2.1 – Circuit models of QHE elements

ideal ccw element depending on the orientation of the magnetic field applied to the
device and on the type of the majority charge carriers.

Ideal QHE elements arememoryless, because 2.1 and 2.2 relate terminal voltages
and currents at the same time instant, passive, since they dissipate power, and
nonreciprocal [185, 188].

The sets of equations (2.1) and (2.2) can be rewritten in the matrix form (1.12)
of section 1.1.2 as [9]

J = ȲiE, (2.3)
where J = (J1, . . . , JM)T and E = (E1, . . . , EM)T are column vectors, and where
the M × M indefinite admittance matrix Ȳ i associated to the ideal QHE element
is either (cw QHE element)

Ȳ i = 1
RH



1 0 · · · 0 −1
−1 1 0 · · · 0

. . . . . . . . . ...
0 · · · −1 1 0
0 0 · · · −1 1

 , (2.4)

or (ccw QHE element)

Ȳ i = 1
RH



1 −1 0 · · · 0
0 1 −1 . . . 0
... . . . . . . . . . ...
0 · · · 0 1 −1

−1 0 · · · 0 1

 . (2.5)

2.1.2 Contact resistances
When interconnecting N QHE elements, the contact resistances of each element

terminal should be taken into account. Let RT
nm be the mth terminal resistance of

the nth QHE element. The set of equations (2.1) and (2.2) can then be completed
as [9]

DnJ = ȲiE (2.6)
or, equivalently,

J = D−1
n ȲiE, (2.7)

where Ȳi is ether (2.4) for cw QHE elements or (2.5) for ccw QHE elements. Re-
spectively, Dn for the nth QHE element is either (cw QHE element)

Dn =


1 + Ôn1

2 0 . . . − ÔnM

2
− Ôn1

2 1 + Ôn2
2 . . . 0

... . . . . . . ...
0 . . . − Ôn(M−1)

2 1 + ÔnM

2

 (2.8)
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or (ccw QHE element)

Dn =


1 + Ôn1

2 − Ôn2
2 . . . 0

0 1 + Ôn2
2 − Ôn3

2
...

... . . . . . . 0
− Ôn1

2 0 . . . 1 + ÔnM

2

 , (2.9)

being Ônm = RT
nm/(RH/2) the resistance RT

nm normalized to RH/2, in agreement
with the convention typically employed in literature [9, 182]. Because of (2.7), the
indefinite admittance matrix of the nth QHE element is

Ȳ n = D−1
n Ȳi. (2.10)

In analytical calculations, being Dn typically very close to the identity matrix
(see (2.8) and (2.9)), D−1

n can be in most cases approximated as a Taylor series
expansion up to the appropriate order in Ô1, . . . , Ôm.

2.2 Analysis of a QHARS
A QHARS composed of N interconnected QHE elements, in the same quantized

state and with M terminals each, interconnected by L leads and having K exter-
nally accessible nodes can be itself analyzed by means of the indefinite admittance
matrix formalism to obtain the QHARS four terminal resistance RQ

ab,cd for certain
designated nodes a, b, c and d (see (1.9)). For ease of notation, here and in the
following sections, the symbols n, m, l and k denote indices running from 1 to,
respectively, N , M , L and K.

The linear matrix relationship (2.3) between node currents and applied voltages
can be written as

J = Ȳ
Q

E, (2.11)

where Ȳ
Q is the K × K indefinite admittance matrix associated to the QHARS.

The QHARS is composed of QHE and resistive elements, the latter modelling
the contact resistances and the interconnecting leads. The matrix Ȳ

Q is obtained
by combining two more elementary matrices: the indefinite admittance matrix Ȳ
defined in (2.10) is extended to a block matrix to represent all the unconnected QHE
and resistive elements; an interconnection matrix A is constructed to represent the
topology of the network, that is, the way in which nodes join the terminals of the
elements.

The indefinite admittance matrix Ȳ = Ȳ (RH, {Ônm}, {δl}) is thus a matrix of
order NM + 2L, equal to the total number of element terminals, depending on:

• RH, common to all QHE elements;
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2.3 – Application: the QHARSmachine

• Ônm = RT
nm/(RH/2), the mth terminal resistance RT

nm of the nth QHE element
normalized to RH/2;

• δl = RW
l /(RH/2), the resistance RW

l of the lth lead normalized to RH/2.

The resulting block diagonal matrix Ȳ , in which each block represents a single
element of the QHARS and the QHE elements are listed first, is

Ȳ =



D−1
1 Ȳ i 0 . . . 0 . . . 0
0 . . . 0 ... . . . ...
... 0 D−1

N Ȳ i 0 . . . 0
0 . . . 0 G1 0 . . .
... . . . ... 0 . . . 0
0 . . . 0 ... 0 GL


. (2.12)

The nth QHE element is described by D−1
n Ȳ i, being Dn and Ȳ i, respectively,

(2.8) and (2.4) for the nth cw QHE element, and (2.9) and (2.5) for the nth ccw
QHE element.

The resistance of the lth lead is represented by the matrix Gl, which can be
written as [189]

Gl = 2
RH

A
1/δl −1/δl

−1/δl 1/δl

B
. (2.13)

When the elements are interconnected, their terminal voltages are limited by
constrains, which can be expressed in matrix form by means of a matrix A composed
of NM + 2L rows and K columns. The matrix A, representing the transformation
from the node voltages to the terminal voltages, is composed of 1’s and 0’s so that
each column represents a node and a 1 in each row corresponds to the terminal
joined by the associated node.

The QHARS indefinite admittance matrix Ȳ
Q can hence be obtained from Ȳ

and A as [9, 10]
Ȳ

Q = ATȲ A. (2.14)
The QHARS four-terminal resistance RQ

ab,cd can then be directly calculated from (1.13)
as

RQ
ab,cd = sgn(c − d) sgn(a − b)

Ȳ
Q
cd;ab

Ȳ
Q
11

. (2.15)

2.3 Application: the QHARSmachine
In a QHARS, the nominal value of interest Rnom is approximated by a suitable

fraction RQ
nom = (p/q)RH ≈ Rnom, being p and q positive integers.
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Because of the connections between the QHE elements, contact and lead resis-
tances cause deviations from the quantized values. As introduced in section 1.3.2,
multiple connections of the individual QHE elements [86, 90, 92] reject, to a large
extent, these deviations.

To estimate the deviations caused by these stray parameters, a model of the
entire QHARS, including the set of estimated contact and lead resistances of the
fabricated chip, need to be solved.

The analysis method presented in the previous section allows one to model
QHARSs of arbitrary complexity in the DC regime. A systematic implemen-
tation of this modelling procedure was developed as a Mathematica1 notebook
(QHARSmachine [1]) to allow fast calculations with arbitrary precision arithmetic.
The complete Mathematica notebook and an example of the stray parameters
spreadsheet are available in appendix A.1 and in the online repository [191]. The
program LTspice2 is used only as a simple, off-the-shelf schematic editor. The
LTspice graphical symbols used in this chapter are available online [191].

The procedure evaluates the deviation of the modelled resistance from RQ
nom as

a simulated probability distribution, from which the expected value and confidence
intervals can be computed.

Figures 2.1 and 2.2 present schematically the workflow adopted for the analysis
and the applications employed.

An electrical schematic is required to faithfully represent the QHARS, including
the QHE elements and lead resistances. A portion of an example schematic drawn
with the LTspice schematic editor is shown in figure 2.3. A comment line spec-
ifying the nodes a, b, c, d of the four-terminal resistance RQ

ab,cd and the parameter
RQ

nom/RH = p/q has to be inserted in the schematic for the simulation.
The electrical schematic is then saved in a file and imported by the QHARSmachine,

which runs successively the converter and solver blocks, as shown in figure 2.2.

2.3.1 Converter
The converter extracts the parameters a, b, c, d and p/q from the comment line

of the LTspice schematic, derives the parameters N, M and L, and constructs the
interconnection matrix A.

2.3.2 Solver
The analysis method developed in section 2.2 is implemented by the solver,

as shown in detail in figure 2.2, to obtain a Monte Carlo simulation [193] of the

1Wolfram Mathematica 11 [190]
2Linear Technology Corporation LTspice XVII [192]
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LTspice
schematic
editor

LTspice schematic

Converter

Solver

Stray
parametersStray parameters

spreadsheet

QHARSmachine

A, p/q, {a, b, c, d}
{N, M, L}

{a, b, c, d}
p/q

S

Simulated probability
distribution of ∆RQ

ab,cd

Figure 2.1: Workflow of the modelling procedure.

probability distribution of the deviation ∆RQ
ab,cd = RQ

ab,cd − RQ
nom.

The endpoints [Ômin
nm , Ômax

nm ] , [δmin
l , δmax

l ] of the NM + L experimental stray pa-
rameter distributions, reported in a spreadsheet, are imported by the Monte Carlo
subblock to generate a random sample of length S extracted from an (NM + L)-
dimensional multivariate uniform distribution3 and composed of the {Ônm;s}s=1,...,S

and {δl;s} sequences. The multivariate random sample of the NM terminal resis-
tances and of the L lead resistances are thus obtained.

The sequences of matrices {Ȳ s} and {Ȳ
Q
s }, and the sequence of deviations

{∆RQ
ab,cd;s} which represents the simulated probability distribution of ∆RQ

ab,cd are
then constructed by the solver, according to (2.12), (2.14) and (2.15).

3The implementation here reported is limited to uniform distributions, but it can be generalized
to other distributions.
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A

{N, M, L}; S

[δmin
l , δmax

l ]
[Ômin

nm , Ômax
nm ]

{a, b, c, d}

p/q

M
on

te
C
ar
lo δl;s

Ônm;s

C
on

st
ru
ct

Ȳ
s

Ȳ
Q
s = ATȲ sA

Ȳ
Q
s

RQ
ab,cd;s

∆RQ
ab,cd;s

Solvers = 1, . . . , S

Ȳ s

Figure 2.2: Detail of the solver of figure 2.1.

2.3.3 Example: analysis of a 1 MΩ QHARS
As an example, a QHARS developed by the National Metrology Institute of

Japan (NMIJ) [88, 194] with nominal resistance value RQ
nom = (10150/131)RH =

(1 − 16.4 × 10−9) MΩ [195] is here analyzed, detailing the identification of its stray
parameters.

The device

Figure 2.4 shows the 1 MΩ QHARS, fabricated on a 8 × 8 mm GaAs/AlGaAs
chip. It is composed of 88 QHE elements interconnected with Au-Ti leads by means
of triple connections [86]. The leads are arranged in two layers to avoid crossings.
The QHARS design, developed with the method presented in [90], and based on
the decomposition p/q = 10150/131 = 77 + 63/131, combines 77 QHE elements
in series and 11 elements that are arranged to obtain the fraction 63/131. The
QHARS fabrication is described in full details in [88].
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Figure 2.3: A portion of an example schematic produced with the LTspice editor.
The nth QHE element is designated by Un. The numbers from 1 to 8 within the
symbol designate the index m of the corresponding terminal. The CW label iden-
tifies the clockwise element. Each resistance, identified with the index l, represents
a lead connection between two nodes. The comment line a=71; b=708; c=23;
d=635; p/q=10150/131; specifies the nodes a, b, c and d, and the fraction p/q.

2.3.4 Identification of the stray parameters
The solver, described in section 2.3.2, performs the Monte Carlo analysis on the

basis of the distributions of the stray resistances, which are here estimated.
The stray resistances can be decomposed into leads resistances, pad resistances

and contact resistances to the 2DEG, as shown in figure 2.5. Contact and pad resis-
tances compose the terminal resistances. A pad is composed of five meanders [88]
and, for the cw QHE elements employed in this QHARS, the current flows mainly
through the larger one [196] (in the example of figure 2.5, the bottom meander of
the left pad is the larger one). In the QHE regime, from the QHE element the
current crosses only that meander contact edge and then flows through the whole
pad from edge to edge. For this reason, the resistance of this path, that is, the pad
resistance, is counted in the evaluation of the current terminal resistance. A lead
is any trace segment connecting two pad edges, two junctions or a junction and a
pad edge. As a result, possibly different probability distributions can be assumed
for each stray resistances component.

The contact, pad and lead resistances were estimated from experimental data,
obtained from the characterization of purpose-built test devices and probes.

The insulation resistances between the two layers of the QHARS device are
of the order of tens of teraohm [88]; since the crossing leads are approximately
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Figure 2.4: 1 MΩ QHARS device, mounted on a TO-8 chip carrier. Reproduced
with permission from Marzano et al. [1] ©IOP Publishing. All rights reserved.

Lead resistance

Pad resistance

Contact resistance

Figure 2.5: The stray resistances are decomposed into lead resistance (yellow), pad
resistance (pink) and the contact resistance between the pad and the QHE element
(light blue). Reproduced with permission from Marzano et al. [1] ©IOP Publishing.
All rights reserved.

equipotential, the effect of insulation resistances can be neglected in this case.
The measurement results are collected in a spreadsheet, which is then imported

by the QHARSmachine to perform the Monte Carlo analysis. Two example portions
of the spreadsheet, reporting the measured lengths and the estimated lead and
contact resistances, are shown in figure 2.6 on the facing page.
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2 – QHE circuit modelling

Lead resistances

Different processes were adopted to fabricate current leads, connected to the
current terminals of the QHE elements, and voltage leads, connected to the voltage
terminals [88].

The lead resistances are assumed to be uniformly distributed. Their values can
be estimated, depending on their dimensions, from the measured resistivities at
4.2 K, since the resistivity of gold can be considered approximately constant for
lower operating temperatures [197].

The resistivity of current leads was estimated from measurements at room tem-
perature on test devices with different lead widths and lengths fabricated next to
the QHARS (figure 2.7). The dependence of the test pattern resistance on length
and temperature is reported in figure 2.8. The dependence of the resistivity on
the lead width at room temperature, probably due to the process tolerances, is in
figure 2.9.

Current leads are 30 µm wide; the resistivity was obtained by extrapolating from
the data of figure 2.9 the room temperature resistivity at a width of 30 µm, and by
scaling this at a temperature of 4.2 K from the data of figure 2.8.

The current lead lengths, known from the QHARS layout, need a correction
for the presence of corners. The comparison between the calculated and measured
resistance values produces an estimated 10 µm reduction of the effective length
Llead,eff for each corner, so that Llead,eff = Llead − Ncorners × 10 µm, being Llead the
measured lead length and Ncorners the number of corners along the lead. This result
was confirmed by a finite element analysis of the current distribution around the
corners (see figure 2.10).

1000 μm
Figure 2.7: Test device with a 50 µm wide lead. Reproduced with permission
from Marzano et al. [1] ©IOP Publishing. All rights reserved.

The relative standard uncertainty of 1.7 × 10−2 is assigned to the resistances
of the current leads, evaluated by comparing calculated and measured resistance
values at room temperature, and by considering a possible contribution of the
magnetoresistance effect in the metallic interconnections. The magnitude of this
effect depends on the ratio of the resistivities at 300 K and 4.2 K at zero magnetic
field [198], which is related to the level of impurities in the metal. Since this ratio
is about 2 for the leads (figure 2.8), from the available literature [198–200] one can
infer an effect of the order of percent at most.
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Figure 2.8: Dependence of the test pattern resistance on length and temperature.
The orange ( ) curve represents the measurements at 300 K; the lightblue ( ), the
measurements at 4.2 K.

At the time of the fabrication, no test pattern was designed for the voltage leads.
The resistivity of the voltage leads was therefore estimated from their structure [88]
to be greater than or equal to the current lead resistivity, with a relative standard
uncertainty of 5.8 × 10−2.

Pad resistances

A single meander resistance was measured repetitively at room temperature
(about 0.2 Ω), and then scaled at 4.2 K as described in section 2.3.4, to estimate
the pad resistance, which is about 0.25 Ω at 4.2 K. However, the relative standard
uncertainty of the pad resistance is assumed to be of 1.2 × 10−1, because of the not
accurately known current distribution in the pad.

Contact resistances

Figure 2.11 shows a device composed of a number of QHE elements with the
same size of those employed in the 1 MΩ QHARS. This device was employed to
estimate the yield ratio of the contact resistance to the 2DEG. QHE elements of 5
different shapes, described in [88], are represented in the device. The 1 MΩ QHARS
employs the contact shape called type A in [88], for which the measured resistance of
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Figure 2.9: Dependence of the resistivity on the lead width at room temperature.
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Figure 2.10: Current distribution around a current lead corner obtained with a
finite element analysis. The distances are measured in micrometers.
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2.3 – Application: the QHARSmachine

Figure 2.11: Device fabricated for the yield ratio test of contact resistance. Repro-
duced with permission from [1] ©IOP Publishing. All rights reserved.

the current contacts ranged from 2 mΩ to 8.5 mΩ; the voltage contacts, not directly
measured, were assumed to be equal to the highest measured contact resistance on
the whole device, that is, a resistance range from 2 mΩ to 2 Ω. The probability
distributions of the contact resistances were assigned according to these ranges.

2.3.5 Results
Figure 2.12 shows the probability distribution of the relative deviation ∆RQ

ab,cd/RQ
nom

for the 1 MΩ QHARS, with a sample size S = 1000. The mean value of the distri-
bution is 3.5 × 10−11 with a standard deviation of 10−12.

The upper bond of the relative deviation for the series of the 77 QHE elements
can be calculated from [88, equation 5] as------ ∆RQ

77

RQ
nom,77

------ <
77 − 1
4 × 77

31
2 max

l
{δl} + max

n,m
{Ônm}

43
(2.16)

≈ 6.7 × 10−10,
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2 – QHE circuit modelling

being RQ
nom,77 = 77RH the nominal resistance of the series and the term within

parentheses the maximum stray resistance of an interconnection between two QHE
elements.

The simulated relative deviation is compatible with the calculated upper bond,
together with the experimental result shown in [88, 201], albeit such a small devi-
ation is beyond the possibility of an experimental check.

In addition, a relative deviation from the nominal value (63/131)RH of a few
parts in 1011 resulted from the individual analysis of the arrangement of the 11
elements corresponding to the resistance (63/131)RH with the QHARSmachine. This
means that, more generally, small deviations for comparable values of the stray
resistances can be expected even for QHARS of lower resistance.
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Figure 2.12: Simulated probability distribution of the relative deviation
∆RQ

ab,cd/RQ
nom of the 1 MΩ QHARS. The distribution is obtained with a sample

size S = 1000. The mean value of the distribution is 3.5 × 10−11 with a standard
deviation of 10−12. Reproduced with permission from Marzano et al. [1] ©IOP
Publishing. All rights reserved.
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2.4 Remarks
The development of new design of QHARS can be improved by exploiting the

method of analysis described in section 2.2 and the application QHARSmachine de-
scribed in section 2.3.

First, by simulating different interconnection layouts, it is possible to evaluate
which one yields the lowest deviation.

Second, by decomposing a QHARS into subarrays accessible through test ter-
minals, it is possible to run the application QHARSmachine several times to evaluate
the four-terminal resistances simulated distributions of the different subarrays4. By
implementing auxiliary test QHE bridges (e.g. [27, 28]) into the QHARS, even after
the fabrication the consistency of the QHARS subarrays with respect to the simu-
lation can be verified. The reliability can be also checked by repeating this kind of
testing along the QHARS’s life .

Lastly, a basic sensitivity analysis can be performed by simulating different
arrangements of specific lead or contact resistances.

2.5 SPICE macro-model of a QHE element
Analogue electronic circuit simulation tools, like SPICE [202] and its deriva-

tives, are commonly employed to perform numerical analysis of electrical circuits.
SPICE is typically adopted to simulate linear and non-linear networks in time and
frequency domains, and to perform noise analysis.

In SPICE, a netlist is the list of statements, written according to a certain spe-
cific syntax [202, 203], that represents a circuit and how its elements are intercon-
nected. A SPICE macro-model (or subcircuit netlist) is a netlist with a designated
name that can be treated as any other SPICE element to compose larger circuits
in a hierarchical way.

Electrical networks containing QHE elements can be modelled by means of cir-
cuit models already existing in literature [92, 181–185, 204–207]. These circuit
models are only composed of resistors (to represent the memorylessness and pas-
sivity) and controlled sources (to represent the nonreciprocity). Since the external
behaviour of the circuit models is exactly described by (2.1) and (2.2) [9], they need
not to be related to the actual device physics. All the mentioned circuit models can
be directly translated into SPICE macro-models as circuits composed exclusively of
resistors and controlled sources, being equivalent from the point of view of circuit
theory. However, many of those models are not numerically solvable and a SPICE
simulation would fail to run.

4The application can be extended to simulate the joint distributions of the different subarrays.
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2 – QHE circuit modelling

Actually, there exist at least two properties required by SPICE models to be
solvable, (1) and (2) below, but one more, (3), would be useful [185]:

1. No loops of voltage sources. Only circuits not containing loops composed
of only ideal voltage sources (independent or controlled) can be solved by
SPICE. Otherwise, either Kirchhoff’s voltage law would be violated or the
current crossing the loop would be indeterminate, such that the circuit could
not be univocally solved.

2. No cut sets of current sources. This property is the dual of (1). Only cir-
cuits not containing a node where only current sources join can be solved by
SPICE. Otherwise, either Kirchhoff’s current law would be violated or the
node potential would be indeterminate (floating node).

3. Non-dissipative/generative sources. QHE elements are passive elements that
dissipate power. A further desirable property of the circuit model is that
the power is completely dissipated in the resistors, whereas the overall power
absorbed or delivered by the controlled sources is zero. If this property is
fulfilled by the circuit model, the thermal noise generated by the QHE ele-
ments can be correctly predicted by SPICE, even if SPICE have still a few
limitations in noise analysis (e.g. it is not able to analyze correlations directly
and a workaround is needed [208]). This property is not strictly required, but
it might help to obtain a circuit model as complete as possible.

Table 2.1 summarizes which properties hold for the circuit models existing in
the literature. For the models not fulfilling property (3), the power delivered by
the controlled sources is reported in the cw case.

Table 2.1: Properties satisfied by the existing circuit models [92, 181–185, 204–207].
The holding of a certain property is indicated by a bullet. For property (3), the
power delivered by the controlled sources is reported (in the cw case) when this is
not identically zero.

Model Property (1) Property (2) Property (3)

1. Ricketts-Kemeny [182] • •
2. Hartland et al. [204, 205] • • p = 2r(j3 + j4)(j2 + j3 + 2j4)
3. Jeffery et al. [92, 181] • •
4. Sosso-Capra [184, 206] • • p = e1j2 + e2j3 + e3j4 + e4j1
5. Schurr et al. [183, 207] • p = 2r(j1j2 + j3j4)
6. Ortolano-Callegaro [185] • •

Models 1 and 3 of table 2.1 violate property (1). Even though two remedies may
be adopted to fulfill it, none of them are completely satisfactory. In fact, by adding
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2.5 – SPICE macro-model of a QHE element

a small series resistance to the loop of voltage sources [209], the effect on the simu-
lation accuracy cannot be easily predicted in the case of many interconnected QHE
elements. By removing one of the controlled sources in the loop (this does not alter
the model’s behaviour), the symmetry of the model would be destroyed, making it
more difficult to develop possible refinements to take account of nonidealities.

Model 6 violates property (2). However, since the potential of the floating
node of this model can be fixed arbitrarily without altering the model’s behaviour,
property (2) can be satisfied without the need for additional elements and without
destroying the circuit symmetry. Therefore, model 6 can be implemented as a
SPICE macro-model.

In addition, models 2,4 and 5 violate property (3), and cannot be easily modified
to satisfy it and are hence not considered further.

The SPICE macro-models for ideal cw and ccw 8-terminal QHE elements pro-
posed in [185] (corresponding to model 6 in table 2.1) are reported in the listings 2.1
and 2.2, respectively 5. Here, the node joining the controlled current sources is con-
nected to ground. The default value of RH is 1 Ω, but other values can be assigned
when the macro-model is called or, alternatively, one can normalize all resistances
in the circuit to RH.

These SPICE macro-model are very helpful to simulate, both in DC and AC, the
electric behaviour of complex network composed of QHE elements, such as graphene
pn-junctions [2]. However, with respect to the method described in section 2.2 and
implemented with arbitrary precision arithmetic, SPICE simulations may in some
cases generate inaccurate results due to round-off errors.

Listing 2.1: SPICE macro-model for an ideal cw 8-terminal element.
. subckt qhe8cw 1 2 3 4 5 6 7 8 params : RH=1
R1 1 2 {2* RH}
R2 2 3 {2* RH}
R3 3 4 {2* RH}
R4 4 5 {2* RH}
R5 5 6 {2* RH}
R6 6 7 {2* RH}
R7 7 8 {2* RH}
R8 8 1 {2* RH}
G1 1 0 2 8 {1/(2* RH)}
G2 2 0 3 1 {1/(2* RH)}
G3 3 0 4 2 {1/(2* RH)}
G4 4 0 5 3 {1/(2* RH)}
G5 5 0 6 4 {1/(2* RH)}
G6 6 0 7 5 {1/(2* RH)}
G7 7 0 8 6 {1/(2* RH)}

5These macro-models should work out of the box, or with just slight modifications, with any
modern SPICE simulator that accepts subcircuits with parameters.
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G8 8 0 1 7 {1/(2* RH)}
.ends

Listing 2.2: SPICE macro-model for an ideal ccw 8-terminal element.
. subckt qhe8ccw 1 2 3 4 5 6 7 8 params : RH=1
R1 1 2 {2* RH}
R2 2 3 {2* RH}
R3 3 4 {2* RH}
R4 4 5 {2* RH}
R5 5 6 {2* RH}
R6 6 7 {2* RH}
R7 7 8 {2* RH}
R8 8 1 {2* RH}
G1 0 1 2 8 {1/(2* RH)}
G2 0 2 3 1 {1/(2* RH)}
G3 0 3 4 2 {1/(2* RH)}
G4 0 4 5 3 {1/(2* RH)}
G5 0 5 6 4 {1/(2* RH)}
G6 0 6 7 5 {1/(2* RH)}
G7 0 7 8 6 {1/(2* RH)}
G8 0 8 1 7 {1/(2* RH)}
.ends
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Chapter 3

Quantum Hall Kelvin Bridge

This chapter presents the design of a DC quantum Hall Kelvin bridge for the di-
rect calibration of standard resistors against a QHR and its first implementation in
the Resistance Metrology and in the Graphene Laboratories at NIST, Gaithersburg,
MD, US Marzano et al. [4].

The simple bridge design involves a minimal number of instruments and does
not include any adjustable element: the bridge reading is the deviation from equi-
librium. The bridge implementation is based on a bridge-on-a-chip, a QHARS
composed of three graphene QHE elements and superconducting wiring. More-
over, the QHE properties provide a Kelvin-like combining network able to reject
the stray resistances of contacts and connections, even in the case of wiring with
normal conductors. The bridge is able to calibrate a 12 906 Ω standard resistor with
a standard uncertainty of a few parts in 109, comparable with that of the bridges
traditionally employed in such calibrations.

Section 3.1 explains the reasons why the quantum Hall Kelvin bridge is inter-
esting for metrological applications. In section 3.2, the conventional Kelvin bridge
is briefly reviewed. Section 3.3 presents the theory of operation of the quantum
Hall Kelvin bridge. Section 3.4 describes the device employed for the bridge im-
plementation and its characterization. In sections 3.6 and 3.7, a detailed circuit
model of the whole electrical network is developed to evaluate the measurement
uncertainty. Section 3.8 reports the measurement results showing that the bridge
can calibrate a resistor having nominal value RH with a relative uncertainty of a few
parts in 109, thus comparable with that of the CCC bridge [210] employed during
the validation measurements. As finally discussed in section 3.9, the quantum Hall
Kelvin bridge concept can be extended to include QHARSs [90, 211] in place of the
individual elements, thus allowing the calibration of resistance standards having
nominal values different from RH, like decadal ones.
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3 – Quantum Hall Kelvin Bridge

3.1 Motivations
The QHE is commonly exploited by the NMIs for the realization of the unit

of resistance (section 1.2.1). The most common traceability chain is based on a
QHE experiment: a resistance bridge compares the quantized resistance RH ≈
12 906.4 Ω of a single QHE element with the resistance of the artefact standard
under calibration. The resistance standards of interest have nominal values in
decadal sequence (100 Ω, 1 kΩ, . . . ) or equal to RH [125, 205].

As discussed in section 1.4, the resistance bridges with the highest accuracy, at
the 10−9 level, are based on the CCC [112, 113]. This device operates in a low-noise,
low-magnetic field liquid helium cryogenic environment, necessarily independent
from that where the QHE is realized. The calibration can be performed also with a
dedicated room-temperature DCC bridge, though this is limited by the few available
resistance ratios (for instance, only the RH : 1 kΩ ratio might be available for the
measurement of RH), the minimum current intensity in the QHE device and the
measurement accuracy, at the 10−8 level [210]. Both CCC and DCC bridges are
expensive instruments.

The peculiar properties of the QHE let traditional measurement circuits be
rearranged in a novel perspective. The QHARSs, introduced in section 1.3.2, are
being investigated as resistance standards with decadal resistance values (e.g. [96])
and voltage dividers (e.g. [212]). These networks require multiple connections [86,
90] to reduce the effect of the stray resistances due to contacts and connections. A
bridge composed of four QHE elements was designed to verify the reproducibility
of the QHR [86], and later implemented with GaAs QHRs with an accuracy of few
parts in 1011 [27, 28].

3.2 Traditional Kelvin bridge
Figure 3.1 shows the schematic of a traditional Kelvin bridge, suitable to com-

pare two impedances of low value Z1 and Z2 approximately defined as four-terminal
standards. z identifies the stray impedance between the nodes A and B. The
impedances z1 and z2 compose the so-called Kelvin arm [114, 115].

By means of a ∆ − Y transformation of the impedances z1, z2 and z into zA, zB
and zC (on the right in figure 3.1), with

zA = zz1

z + z1 + z2
, zB = zz2

z + z1 + z2
, (3.1)

the bridge can be analyzed as a Wheatstone bridge, with impedances under com-
parison Z1 + zA, Z2 + zB, Z3 and Z4. The impedance zC, in series with D, modifies
only the sensitivity of the detector but not the balance equation (1.26), which is
now

Z1 + zA
Z2 + zB

= Z3

Z4
. (3.2)
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Figure 3.1: The schematic on the left represents the traditional Kelvin bridge. The
interconnection impedance between nodes A and B is modelled by z. z1 and z2
compose the Kelvin arm. On the right, the schematic represents the impedances
zA, zB and zC resulting from the ∆ − Y transformation of the impedances z1, z2
and z.

By substituting (3.1) into (3.2), the Kelvin bridge balance equation becomes

Z1(z + z1 + z2) + zz1

Z2(z + z1 + z2) + zz2
= Z3

Z4
, (3.3)

which is independent of the value of z if the Kelvin condition

z1

z2
= Z1

Z2
= Z3

Z4
(3.4)

is fulfilled.
The above condition can be achieved by selecting the nominal values of z1 and

z2, or by modifying the voltage across z (by varying z itself or by adding a small
voltage) and adjusting z1 and z2 so that the equilibrium condition is insensitive to
the variation of the voltage across z.

The Kelvin arm is an example of combining network. In fact, because of the
impedances z1 and z2, the potential at node C is a linear combination of the po-
tentials at nodes A and B. The combining network is thus adjusted so that the
potential at node C is independent of the unknown voltage across z.

When the Kelvin condition is not fulfilled, there is an error that depends at the
first order on the stray resistances.
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3 – Quantum Hall Kelvin Bridge

3.3 Quantum Hall Kelvin bridge: theory of op-
eration

The bridge design presented in this chapter is a DC quantum Hall Kelvin bridge
able to calibrate four-terminal resistance standards with value close to the quantized
Hall resistance RH ≈ 12 906.4 Ω directly against the DC QHE [3]. A compact pos-
sible implementation considers the employment of a QHARS to reduce the number
of connections required.

The bridge principle schematic is shown in figure 3.2 and its operation exploits
the unique properties of the QHE as a circuit element [182]: multiple connec-
tions [86], introduced in 1.3.2, reduce the effect of lead resistances, and mimic the
behaviour of the combining network of a conventional Kelvin bridge introduced in
the previous section.

U2 and U3 are the two QHE elements composing the ratio arm; the QHE element
U1 and the four-terminal resistance standard under calibration Rx compose the
opposite arm. Let us set Rx = RH(1 + x), x being the relative deviation of Rx from
RH. The bridge operates in the deflection mode, that is, the measurand x is related
to the bridge unbalance voltage VD.

The bridge is driven by the excitation current I which splits between the two
bridge arms, such that Ix is the current fraction crossing U1 and Rx and V = RHIx

is the Hall voltage measured across U1.
U1, U2 and U3 are connected by triple-series and -parallel connections; U1 and

U3 are connected to Rx by a double-series connection between the current terminals
and a single connection between the voltage terminals.

We assume here that the QHE elements are interconnected within the cryogenic
system to form a single device,(blue in figure 3.2). The red colour represents instead
the room-temperature four-terminal resistance standard under calibration and its
connections to the QHE elements.

In an ideal case, where lead and contact resistances are zero, and leakage re-
sistances are infinite, the bridge can be assimilated to the equivalent circuit of
figure 3.3. Applying the Kirchhoff’s voltage law to the 8-shaped path Γ yields

− V3 + VD − V + V2 + VD + Vx = 0. (3.5)

Since Vx = (Rx/R1)V and, for ideal QHE elements, R1 = R2 = R3 and V2 = V3,
the measurement model in the ideal case is

x = −2VD

V
. (3.6)
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RH
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RH

U1

RH
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I Ix

V V

V
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Figure 3.2: Principle schematic of the proposed quantum Kelvin bridge. U1, U2
and U3 are the QHE elements, interconnected by triple-series and -parallel con-
nections. Rx is the four-terminal resistance standard under calibration, connected
to U1 and U3 by a double series connection between the current terminals and a
single connection between the voltage terminals. I is the bridge excitation current.
VD the bridge unbalance differential voltage. The voltage drop across U1 and VD
is V = RHIx, where Ix is the current fraction crossing U1 and Rx. Blue elements
represent the device; red elements are external to the device. Reproduced with
permission from Marzano et al. [4] ©IOP Publishing. All rights reserved.

3.4 Bridge-on-a-chip: device description and char-
acterization

In general, the quantum Hall Kelvin bridge can be implemented by means of
three single QHE elements separately mounted on a holder and interconnected by
wired multiple connections or, alternatively, by means of a QHARS, on which the
multiple connections are integrated into the device. The latter can be called a
bridge-on-a-chip.

The bridge-on-a-chip can be implemented with any type of QHE elements (e.g.
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R3V3

V

VD

R2V2

IxI

R1 V

Rx Vx

Γ

Figure 3.3: The schematic represents the bridge equivalent circuit in the ideal case.
The resistances of the QHE elements U1, U2 and U3 are represented by R1, R2 and
R3, respectively. V , V2 and V3 correspond to the Hall voltages across U1, U2 and U3,
Vx is the voltage across the resistance standard under calibration Rx. The green-
highlighted 8-shaped path Γ is a reference path for the derivation of the bridge
model. Reproduced with permission from Marzano et al. [4] ©IOP Publishing. All
rights reserved.

GaAs or graphene) and with conventional double- or triple-connections, according
to the schematic of figure 3.2.

The quantum Hall Kelvin bridge herewith presented was implemented using
a quantum Hall array resistance standard (QHARS) composed of three multiple-
series and parallel interconnected graphene Hall bars. To reduce the effect of contact
resistances, split contacts are applied as described in [85]. Furthermore, supercon-
ducting interconnections are adopted, which do not have ohmic resistance and do
not suffer from magnetoresistance, so that the voltage terminals are directly con-
nected to the current path, making the QHARS as precise and stable as a single
QHE resistance standard [98]. Because of the superconducting interconnections,
this kind of QHARS differs from a conventional one for being crossover free. This
means that different insulated layers are no more required to avoid the crossing leads
crossover. Both the split contacts and the interconnections are made of NbTiN.

The mounted sample and the design details of the QHARS are presented in
figure 3.4. Figures 3.4(b) and (c) report the sample characterization performed by
confocal laser scanning microscopy [213], showing the NbTiN interconnections and
split contacts as well as the structured monolayer graphene Hall bar.

The QHARS was fabricated with a graphene sample growth with a process com-
bining face-to-graphite (FTG) and polymer-assisted sublimation growth (PASG).
The details of the growth process and of the device fabrication are not topics of this
dissertation and are thoroughly described in [71, 75, 85, 214]. For charge carrier
density control, the graphene was functionalized with Cr(CO)3 in a purpose-built
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3.4 – Bridge-on-a-chip: device description and characterization

Figure 3.4: (a) The sample was mounted and contacted using a TO-8 header such
that only three in series connected devices were active for the measurements. (b)
The modified optical microscope image shows design details of the crossover-free
multiple connection in the highlighted region of (a). (c) The confocal laser scanning
microscope image indicated in (b) shows the split contact geometry as a part of the
multiple connection. Reproduced with permission from Marzano et al. [4] ©IOP
Publishing. All rights reserved.

deposition chamber after the device fabrication [74].
The QHARS was preliminary characterized at about 1.6 K with a lock-in ampli-

fier system. The current is injected through a series resistor and modulated at 8 Hz,
and the Hall and longitudinal voltages are measured by synchronous demodulation
with a lock-in amplifier.

Figure 3.5 shows individual measurements of the magnetic field dependence
of the Hall resistance RH and of the longitudinal resistance Rxx of U1 and U3 in
a four-terminal resistance configuration. The injected current is about 30 µA for
each QHE element. In the legend, V (i, j) is the voltage across the terminals i and
j of figure 3.4, and I(l, m) is the current entering into terminal l and exiting from
terminal m. For both U1 and U3, RH and Rxx are asymmetric with respect to the
magnetic field direction, with a plateau starting around B = ±3 T. Despite both
the elements exhibiting the typical behaviour of RH and Rxx when the magnetic field
direction is positive, the behaviour of Rxx and RH is atypical when the magnetic
field is reversed. This happens because of the different current paths caused by the
position of the measurement terminals and the multiple-connections between the

61



3 – Quantum Hall Kelvin Bridge

−8 −6 −4 −2 0 2 4 6 8−14 000
−12 000
−10 000
−8 000
−6 000
−4 000
−2 000

0
2 000
4 000
6 000
8 000

10 000
12 000
14 000

Magnetic flux density/T

Ha
ll
re
sis

ta
nc

e/
Ω

−8 −6 −4 −2 0 2 4 6 8 −500

0

500

1 000

1 500

2 000

2 500

Lo
ng

itu
di
na

lr
es
ist

an
ce
/Ω

RU3
H = V (9,8)/I(6,11)

RU1
H = V (5,2)/I(6,3)

RU3
xx = V (7,8)/I(6,11)

RU1
xx = V (1,2)/I(6,3)

I = 30 µA
T = 1.6 K

Figure 3.5: Preliminary characterization of the QHARS at 30 µA and 1.6 K. The
magnetic field dependence of the Hall resistance RH (solid lines, left axis) and
longitudinal resistance Rxx (dashed lines, right axis) of U1 (blue) and U3 (red) are
presented. In the legend, V (i, j) is the voltage drop between the terminals i and j of
figure 3.4, I(l, m) is the current entering into terminal l and exiting from terminal
m. Reproduced with permission from Marzano et al. [4] ©IOP Publishing. All
rights reserved.

devices [85].
The relative deviation of the Hall resistance RH from the nominal value of U1,

U2 and U3 are reported in figure 3.6 for different values of the current Ix injected
in each QHE element, at 1.6 K and 9 T. The measurements are performed by
comparing the Hall resistances with a room-temperature 100 Ω resistance standard
(Electro Scientific Industries ESI SR102) in turn calibrated against a GaAs QHR
with a binary cryogenic current comparator (BCCC) bridge [113]. The reported
bars represent the expanded uncertainties at a coverage factor k = 2. Self-heating
causes an increase of the deviation with the current. The quantized Hall resistance
deviation is less than 20 nΩ Ω−1 for each device and currents up to 75 µA, that is,
within the range usually employed in the calibrations. Measurements performed
with two different terminal configurations are reported for U1 and U2.

More accurate measurements of the longitudinal resistance Rxx of U1 and U3
were performed at 70 µA, 1.6 K and 9 T by means of an analogue nanovoltmeter
and a current reversal measurement technique to eliminate offsets. The measured
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Figure 3.6: Relative deviation of the Hall resistance RH from the nominal value
of U1, U2 and U3 for different current values Ix at 1.6 K and 9 T. Measurements
performed with two different terminal configurations are reported for the elements
U1 and U2. The measurements exhibit the expanded uncertainties (k = 2). Re-
produced with permission from Marzano et al. [4] ©IOP Publishing. All rights
reserved.
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Figure 3.7: Measurements of the longitudinal resistances Rxx of U1 and U3 at
70 µA, 9 T and 1.6 K. Reproduced with permission from Marzano et al. [4] ©IOP
Publishing. All rights reserved.

resistances, presented in figure 3.7, are zero within the measurement uncertainty,
RU1

xx = 31(49) µΩ and RU3
xx = 7(64) µΩ. The uncertainty bars represent the standard

uncertainty.

3.5 Experimental setup
The quantum Hall Kelvin bridge operates in the cryogenic system shown in

figure 3.8 on the next page. The system usually works at about 1.6 K and with a
magnetic flux density up to 9 T.

Figure 3.9 shows the four-terminal resistance standard under calibration, the
12.9 kΩ NIST resistance standard (NIST ESI SP036), kept in a temperature-controlled
oil bath at 25 ◦C located in a different laboratory and connected to the bridge
through ≈ 10 m long cables.

The implementation of the bridge is shown in figure 3.10 on the following page:
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Figure 3.8: Cryogenic system employed for
the implementation of the bridge. The sys-
tem usually works at about 1.5 K and with a
magnetic flux density up to 9 T.

Figure 3.9: The 12.9 kΩ NIST four-
terminal resistance standard (NIST
ESI SP036) under calibration. The
resistance standard is kept in a
temperature-controlled oil bath at
25 ◦C located in a different labora-
tory and connected to the bridge
through long shielded cables.

the bridge-on-a-chip is represented by the blue elements and connections; the four-
terminal resistance standard under calibration and its connections with the device
are represented by the red element and connections; the voltmeter used to measure
the bridge voltages is represented by the green elements.

The numbers labelling the connections corresponds to the wire-bonded TO-8
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Figure 3.10: Schematic of the quantum Hall Kelvin bridge implemented with a
QHARS composed of crossover-free multiple connections. Reproduced with per-
mission from Marzano et al. [4] ©IOP Publishing. All rights reserved.

holder pins, as shown in figure 3.4.
An Adret 103A direct current and voltage standard is employed to generate the

bridge excitation current I. An Agilent 34420A nanovoltmeter, manually switched
between terminals 5 and 9, alternatively measures the voltages V and VD.

The computer application employed for the data acquisition is the modified
version of a software developed at NIST under the National Instruments Labview
environment.

3.6 Error sources
The bridge measurements are affected by several error sources, which are here

listed and analyzed individually by means of suitable mathematical models. The
evaluation of the uncertainty presented in section 3.8 is obtained by applying the
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complete measurement model presented in section 3.7 and composed of all the
individual error terms.

The first errors discussed below are those which depend on the practical imple-
mentation of the bridge, even with ideal QHE elements: bias and drift, voltmeter
error, lead, contact and leakage resistances. Then, the possible imperfect quan-
tization of the QHE devices is discussed, and this mainly depends on the device
fabrication and the operating conditions.

The computer method presented in [1, 9] is employed to obtain the analytical
expression of the errors caused by lead, contact and leakage resistances.

3.6.1 Bias and drift
Thermoelectric voltages in the bridge circuit and voltmeter residual offset and

bias current may bias to the bridge readings, and this bias can also drift with time.
By periodically reversing the bridge excitation with an appropriate pattern, it is
possible to eliminate the effect of both bias and drift [215, 216].

For this purpose, in this work, the excitation current I is periodically reversed
with the sign pattern − + +−. This removes bias and first-order drift [215, 216].
This sign pattern corresponds to the raw readings V read,1

D (−), V read,2
D (+), V read,3

D
(+) and V read,4

D (−). The combination of the raw readings yields to the following
reading of the unbalance voltage:

V read
D = 1

4(−V read,1
D + V read,2

D + V read,3
D − V read,4

D ). (3.7)

Likewise, for the Hall voltage,

V read = 1
4(−V read,1 + V read,2 + V read,3 − V read,4). (3.8)

If the mean excitation current is sufficiently stable between the measurement
phase of VD and that of V , this method ensures also the rejection of any asymmetry
between positive and negative excitation, considered as a bias with respect to the
mean excitation.

3.6.2 Voltmeter error
The measurement of VD is affected by a voltmeter systematic error that can be

split into a gain error gD, an offset error VD,OS and a nonlinearity error ∆V ±D , as
represented in figure 3.11 on page 69. The bridge unbalance voltage for positive
and negative excitation can be represented by VD and −VD, respectively, and the
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readings in the pattern − + +− are thus

−VD = (1 + gD)V read,1
D + VD,OS − ∆V −D , (3.9)

VD = (1 + gD)V read,2
D + VD,OS − ∆V +

D , (3.10)
VD = (1 + gD)V read,3

D + VD,OS − ∆V +
D , (3.11)

−VD = (1 + gD)V read,4
D + VD,OS − ∆V −D . (3.12)

The combination of the above raw voltages, as in (3.7), yields

VD = (1 + gD)V read
D − ∆VD, (3.13)

with ∆VD = (∆V +
D − ∆V −D )/2. The terms gD and ∆VD can be assumed to have

zero value with uncertainties evaluated from the voltmeter specifications.
Similarly, for the Hall voltage,

V = (1 + g)V read − ∆V. (3.14)

The measurement of ∆VD and V are usually performed with the voltmeter set in
two different ranges, so that the quantities gD, g, ∆VD and ∆V can be assumed to
be uncorrelated.

3.6.3 Lead and contact resistances
The major lead and contact resistances of the implemented bridge are repre-

sented in the equivalent circuit shown in figure 3.12 on page 70. Assuming lead
resistances much less than RH, this circuit can be analyzed with the method devel-
oped in [9]. For this purpose, an analytical version of the QHARSmachine applica-
tion [1] (introduced in section 2 and reported in appendix A) was developed. The
resulted Mathematica notebook is reported in appendix A.2.

The result of the analysis is the relationship

x = −2VD

V
− ∆xleads (3.15)

with

∆xleads = 1
R2

H
[ra(rb − r1) + (rc + r4)rd] + O

3
rmax

RH

43
, (3.16)

where rmax is the maximum lead resistance of a connection and the big O notation
specifies the limit on the growth rate of the higher-order terms.

Thus, the lead resistances r1, ra, rb, rc + r4, and rd contribute at second order
to ∆xleads. Otherwise, ∆xleads depends only at third order on the resistances r2, r3,
r5 and r6, as expected from a triple-series connection.
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V read
D

VD

VD,OS

∆VD

Figure 3.11: Voltmeter transfer characteristic representing the relation between the
unbalance voltage VD and the voltmeter reading V read

D : the solid black curve is the
voltmeter transfer characteristic; the solid blue line is a linear approximation with
slope 1 + gD and offset ∆VD,OS; and the dashed blue line is the ideal transfer char-
acteristic with unit slope. The vertical deviation between the linear approximation
and the transfer characteristic is the nonlinearity error ∆VD.

As introduced in section 3.2, in addition to the main voltage ratio arm—R2 and
R3 of figure 3.3, a Kelvin bridge is characterised by a Kelvin arm, that is, a network
of two additional resistors combining [114, 115] the potentials at the low-voltage
terminals (not shown in figure 3.3) of R1 and Rx. In the case of the quantum
Hall Kelvin bridge, in figure 3.12, the role of terminal 1 of U1 is analogous to the
low-voltage terminal of R1, so that rb and r1 can be considered as a Kelvin arm for
the voltage on ra. The term ra(rb − r1) in (3.16) models the contribution to ∆xleads

caused by the unbalance of this Kelvin arm. In fact, differing from a conventional
Kelvin bridge, the unbalance of the Kelvin arm has a second order effect on ∆xleads,
because of the properties of the QHE, which scale down the current in the Kelvin
arm.
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Figure 3.12: Equivalent circuit including the most significant lead resistances of
the implemented bridge (contact resistances are incorporated into lead resistances).
Letter subscripts identify the lead resistances associated to the four-terminal resis-
tor under calibration; number subscripts identify the resistances associated to the
connections to the cryogenic system. Reproduced with permission from Marzano
et al. [4] ©IOP Publishing. All rights reserved.

3.6.4 Leakage resistances
The equivalent circuit of the implemented bridge with the leakage resistances

of interest is shown in figure 3.13 on the next page: the resistance RCL from the
voltmeter low terminal to ground, which includes also the leakage resistances of the
interconnection and the common-mode resistance of the voltmeter; the resistance
RCH from the high terminal to ground; and the differential resistance RD of the
voltmeter. The bridge unbalance voltage can be written as VD = VDH − VDL, where
VDL and VDH are, respectively, the voltage of the low and high voltmeter terminals
with respect to ground.

Generally, by directly grounding VDL by means of a Wagner ground [115], VDL ≈
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Figure 3.13: Equivalent circuit of the implemented bridge representing the leakage
resistances of interest. IL and IH represent the low and high terminals of the current
source, alternatively connected to ground to reduce the effect of leakage resistances.
Reproduced with permission from Marzano et al. [4] ©IOP Publishing. All rights
reserved.

VDH ≈ 0 and the leakage resistances do not affect the measurements. This was not
possible in the herewith described implementation because of ground interferences
between the laboratory hosting the bridge and that hosting the standard resistor.
Another approach was therefore adopted, that is, switching the ground position
between the low (IL in figure 3.13) and the high (IH in figure 3.13) terminals of the
current source. Then, the voltmeter readings are averaged and the effect of leakage
resistances is cancelled at first order.
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By considering now VD and V as, respectively, the average unbalance and Hall
voltages, the circuit of figure 3.13 can be analyzed to obtain the relationship

x = −2VD

V
− ∆xleak (3.17)

with

∆xleak = 2VD

V

3
RH

2RCL
+ 3RH

2RD

4
− RH

RCL

3
RH

RCH
− RH

2RCL

4
. (3.18)

Leakage resistances thus cause both multiplicative and additive errors.

3.6.5 Imperfect quantization
The effect of the possible imperfect quantization of the QHE elements can be

analyzed by defining the QHE elements of figure 3.3 as

R1 = RH(1 + x1), (3.19)
R2 = RH(1 + x2), (3.20)
R3 = RH(1 + x3), (3.21)

where x1, x2 and x3 are the relative deviations of the resistances from RH, repre-
senting the quantization errors. The voltages V , V2, V3 and Vx of (3.5) are thus

V = RH(1 + x1)Ix, (3.22)
V2 = RH(1 + x2)(I − Ix), (3.23)
V3 = RH(1 + x3)(I − Ix), (3.24)
Vx = RH(1 + x)Ix. (3.25)

By substituting the above expressions into (3.5) and simplifying, we obtain

RH(I − Ix)(x2 − x3) + RHIx(x − x1) + 2VD = 0. (3.26)

Since all terms in (3.26) are at first order in x, x1, x2 and x3, the currents Ix and
(I − Ix) can be approximated at the zeroth order, that is,

RH(I − Ix) ≈ RHIx ≈ V. (3.27)

Therefore, with this assumption, we obtain the relationship

x = −2VD

V
− ∆xquant (3.28)

with
∆xquant = −x1 + x2 − x3. (3.29)
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3.7 Measurement procedure and model
The discussions of the previous section and, in particular, the approach em-

ployed to minimize the leakage resistances effect, yield the here listed measurement
procedure for a single measurement (all readings are obtained by periodically re-
versing the excitation current I according to the pattern − + +−):

1. Ground at the low terminal of the current source.

2. Acquisition of repeated readings of VD and calculation of their average V read,low
D .

3. Acquisition of repeated readings of V and calculation of their average V read,low.

4. Ground at the high terminal of the current source.

5. Acquisition of repeated readings of VD and calculation of their average V read,high
D .

6. Acquisition of repeated readings of V and calculation of their average V read,high.

7. Calculation of the averages V read
D = (V read,low

D +V read,high
D )/2, V read = (V read,low+

V read,high)/2 and of the bridge reading xread = −2V read
D /V read.

The above steps are then repeated for multiple measurements.
The combination of the results reported in section 3.6 yields the complete mea-

surement model

x = −2VD

V
− ∆xleads − ∆xleak − ∆xquant, (3.30)

= −2(1 + gD)V read
D − ∆VD

(1 + g)V read − ∆V
− ∆xleads − ∆xleak − ∆xquant, (3.31)

assuming that the nonlinearity errors ∆VD and ∆V are the same for the grounded-
low and grounded-high readings. This model can be simplified by considering that
gD, g, ∆VD/V read and ∆V/V read are all small quantities with respect to one. The
resulting measuring model is thus

x =
A

1 + gD − g + ∆V

V read

B
xread − 2 ∆VD

V read − ∆xleads − ∆xleak − ∆xquant. (3.32)

3.8 Results
The quantum Hall Kelvin bridge was validated by means of the procedure

schematically represented in figure 3.14. First, the NIST SP036 resistance stan-
dard is calibrated directly against the graphene QHR with the quantum Hall Kelvin
bridge, obtaining x from (3.32). Then, the same NIST SP036 resistance standard
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ESI SR102
100 Ω

NIST SP036
12.906 kΩ

QHR GaAs
R = RK/2

CCC Kelvin Bridge

QHR Graphene
R = RK/2

xxref

CCC

Figure 3.14: Diagram representing the procedure adopted to compare the cali-
bration of the NIST SP036 resistance standard performed with the quantum Hall
Kelvin bridge and that performed with the CCC.

is calibrated with a commercially available CCC [113] against a 100 Ω resistance
standard (ESI SR102), in turn calibrated with the CCC against a GaAs QHR. The
result of this calibration is xref, that is, the reference relative deviation of Rx from
RH. At last, the result of the comparison is δ, the difference between the calibration
performed with the quantum Hall Kelvin bridge and that with the CCC, that is,

δ = x − xref (3.33)

=
A

1 + gD − g + ∆V

V read

B
xread − 2 ∆VD

V read

− ∆xleads − ∆xleak − ∆xquant − xref (3.34)

=
A

1 + gD − g + ∆V

V read

B
xread − 2 ∆VD

V read

− ∆xleads − ∆xleak + x1 − x2 + x3 − xref. (3.35)

Table 3.1 on page 78 reports the uncertainty budget for δ of an example com-
parison performed with I ≈ 150 µA, so that the current in the QHE elements is
Ix ≈ I/2 ≈ 75 µA.
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Figure 3.15: Allan deviation σVD(τ) of the bridge unbalance voltage with respect to
the integration time τ for an example measurement. Reproduced with permission
from Marzano et al. [4] ©IOP Publishing. All rights reserved.

The uncertainty component 1 is the type A uncertainty of the bridge reading
xread. The reported example measurement represents 4 repeated cycles, as de-
scribed in section 3.7. Since there is a dead time between the readings, the overall
measurement time was about 3 h. An example Allan deviation σVD(τ) of the bridge
unbalance voltage VD is reported in figure 3.15, as a function of the effective in-
tegration time τ . The slope of the Allan deviation in the log-log plot is about
−1/2, which means that the dominant noise process is white [217]. The type A
uncertainty reported in table 3.1 on page 78 was evaluated accordingly.

The uncertainty components from 2 to 5 are the type B uncertainties of the
nanovoltmeter for VD and V measurements, considering both gain and nonlinearity
as described in section 3.6. The ranges of 1 mV and 1 V are adopted to measure VD
and V , respectively. By considering uniform probability distributions for the errors,
the uncertainty components were obtained from the instrument specifications. The
uncertainty components associated with V are virtually negligible.

Uncertainty component 6 is the correction for the lead resistances, obtained
from (3.16) with the measurements of the lead resistances r1 ≈ 1.43 Ω, r4 ≈ 2.30 Ω,
ra ≈ 0.888 Ω, rb ≈ 0.888 Ω, rc ≈ 0.892 Ω and rd ≈ 0.894 Ω, considering a relative
uncertainty of 1 %. The values of r1 and r4 are typical of the cryogenic systems
usually employed in the QHE experiments and cannot be easily reduced. The main
component of the resistances, in fact, is due to the required small cross section of the

75



3 – Quantum Hall Kelvin Bridge

wires composing the cryogenic probe cabling that reduces the heat exchange with
the environment. The values of ra, rb, rc and rd are large in this particular bridge
implementation because of the location of the NIST SP036 resistance standard
that is, in a different laboratory. The lead resistance values of the here presented
implementation yield an error ∆xleads = 1.42 × 10−8 that needs to be corrected.
Generally, the values of ra, rb, rc and rd can be reduced by either a more compact
bridge implementation or by reducing the values of ra and rd connecting nodes 2,
3, 8 and 11 directly to the current terminals of the resistance standard.

Uncertainty component 7 is the correction for the leakage resistances, obtained
from (3.18), with the instrument specifications and with the measurements of the
leakage resistance of the bridge network. Since RCL, RCH and RD are greater than
10 GΩ, this uncertainty component is negligible.

Uncertainty component 8 is the correction for the imperfect quantization of the
QHARS employed in the bridge, estimated from (3.29) considering the device char-
acterization reported in section 3.4. The resulting error ∆xquant = −3.71 × 10−8

is a combination of the quantization errors of all three QHE elements. This error
depends on the specific prototype device employed in the bridge implementation
and on the current dependence of the QHRs: a recent work has shown that by
tuning the fabrication process such devices can reach an accuracy level of 10−9 [98].

Uncertainty component 9 is the reference relative deviation of Rx from RH
obtained by calibrating the NIST SP036 resistance standard with the CCC.

Uncertainty components 8 and 9 are separated from the other components of
the uncertainty budget because they are partially correlated, since both of them
are obtained from a CCC calibration against the same ESI SR102 100 Ω resistance
standard. By referring to (3.29), their correlated part actually cancels in (3.35), so
that the remaining uncertainty components are only those associated to the type
A uncertainty.

The result of the example comparison is estimated from (3.33) and is the differ-
ence δ = (2.7 ± 5.6) × 10−9 between the calibration of the NIST SP036 resistance
standard performed with the quantum Hall Kelvin bridge and that with the CCC.
This is compatible with zero, showing the agreement between the two calibrations
of the resistance standard. The uncertainty budget in table 3.1 shows that the type
A component of the bridge reading dominates the quantum Hall Kelvin bridge
uncertainty.

The final results of δ of four comparisons, performed as described in figure 3.14,
are presented in figure 3.16. The uncertainty bars represent the expanded uncer-
tainties with coverage factor k = 2. The black triangle in the figure identifies
the measurement whose uncertainty budget is presented in table 3.1. One of the
reported results refers to a measurement performed with a current Ix = 37.5 µA.
Since the type A uncertainty is the dominant component of the uncertainty, differ-
ent measurement times results in different uncertainties among the measurements.
Overall, a good agreement between the calibrations performed with the quantum
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Figure 3.16: Summary plot of the final results of δ of four comparisons as described
in figure 3.14. δ is estimated from (3.33) and represents the difference between the
calibration performed with the quantum Hall Kelvin bridge and that with the CCC.
The uncertainty bars represent the expanded uncertainties with coverage factor
k = 2. Reproduced with permission from Marzano et al. [4] ©IOP Publishing. All
rights reserved.

Hall Kelvin bridge and the CCC is shown by figure 3.16. The single non-compatible
measurement and the fact that all the deviations are positive may be likely ascribed
to the characterization of the imperfect quantization of the Hall bars, in particular
that of U2. In fact, as described in section 3.4, U2 was characterized through an
arrangement which differs from that of operation.

By assuming a perfect device quantization, and thus considering in the eval-
uation of the uncertainty presented in table 3.1 on the following page only the
uncertainty components from 1 to 7, the quantum Hall Kelvin bridge uncertainty
is at the level of a few parts in 109, comparable to that of a CCC calibration and
mainly limited by the type A uncertainty.
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3.9 – Further developments

3.9 Further developments
The quantum Hall Kelvin bridge-on-a-chip can be modified to directly calibrate

resistance standards with nominal values different from RH, for instance, with the
decadal values widely employed in metrology. This is achievable by replacing a
QHE element with a QHARS in one or more arms of the bridge.

The employment of a QHARS for each bridge arm may also reduce the number
of the required QHE elements with respect to a resistance comparison with a single
QHARS. For instance, Rx ≈ 1 MΩ is a resistance value obtainable, with good ap-
proximation, with a QHARS composed of 88 QHE elements as (10150/131)RH [88,
90]. By considering figure 3.3, the bridge balance equation yields

Rx ≈ 10150
131 RH = R1R3

R2
, (3.36)

which, with a further decomposition, becomes

10150
131 RH = 10RH × 5RH

131
203RH

= R1R3

R2
. (3.37)

Therefore, a quantum Hall Kelvin bridge with R1 = 10RH (10 QHE elements),
R2 = (131/203)RH (12) and R3 = 5RH (5), that is, implemented with just 27 QHE
elements, can be employed to calibrate a 1 MΩ resistance standard.

More generally, if p1, p2, p3, q1, q2 and q3 are suitable integer factors of the inte-
gers p and q, a bridge with R1 = (p1/q1)RH, R2 = (q2/p2)RH and R3 = (p3/q3)RH
can be employed to calibrate the resistance

Rx ≈ p

q
RH = p1p2p3

q1q2q3
RH = R1R3

R2
, (3.38)

This configuration requires fewer QHE elements than those of a QHARS with re-
sistance (p/q)RH and allows the effect of the lead resistances to be minimized by
adjusting the combining network composed of r1 and r4.
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Chapter 4

Four-terminal-pair fully-digital
impedance bridge

The SI units of electrical impedance ohm and farad are linked by the relation
1 Ω = 1 F−1s (section 1.2.1). To realize the farad, the SI brochure [16] suggests
to employ a quadrature bridge, that is, a double product impedance bridge [218]
[6, Sec. 4.6.5] that compares two resistors R1, R2 and two capacitors C1, C2 at a
properly chosen fixed angular frequency ω.

The standard implementation of the quadrature bridge principle [114, 168–170,
219] is a very complex electrical network, composed of many electromagnetic com-
ponents, requiring skillfull operations to perform the whole balance procedure. The
automation of the quadrature bridge is possible, but not straightforward [171, 220].
Digitally-assisted quadrature bridge implementations [125, 144], employed at IN-
RIM in the traceability chain for the realization of the farad from the DC QHE
(section 1.4.2), reduce the network complexity and allow for partial automation.
Moreover, since the quadrature bridge calibrates only the product C1C2, an addi-
tional measurement with a ratio bridge is necessary to factor out the two separate
values C1 and C2.

The resistors R1 and R2 should be either resistance standards traceable to the
DC QHR and with a calculable frequency dependence [117, 125, 172], or AC QHRs
themselves [51, 219], of which the parasitic effects must be carefully considered [52,
183], as introduced in section 1.3.3. It is worth noting that, worldwide, only one
quadrature bridge with two QHE devices in a single cryostat is permanently operat-
ing [51], resulting in a complex and massive experiment filling an entire laboratory.

As introduced in section 1.4.2, a single resistor R and a single capacitor C can be
compared by means of fully-digital bridges [135, 140, 163, 221, 222], which are much
simpler bridge networks allowing automation and thus employable in the industrial
production. Together with the increasing availability of graphene QHRs, which,
as discussed in section 1.3.1, require a simpler experimental environment [75], the
fully-digital approach allows a quantum realisation of the farad unit that can be
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4 – Four-terminal-pair fully-digital impedance bridge

employed by more metrology institutions and calibration centers in the industry.
This section presents a four-terminal-pair fully-digital bridge for the accurate

comparison of a single capacitance standard C, having nominal value 8 nF, with a
single resistance standard R, of nominal value RH = RK/2 = 12 906 Ω. The com-
parison is performed at frequency f ≈ 1541 Hz, so that the relationship ωRC = 1
is fulfilled. The integer value C = 8 nF = 23 nF allows the efficient scaling to the
decadal values, interesting for dissemination. The frequency f = 1541 Hz is close
to 1592 Hz ≈ 10/(2π) krad, a de facto standard frequency for capacitance dissemi-
nation and intercomparisons [223]. This bridge is thus suitable for the realisation
of the farad. The integration of an AC QHR system is under development and is
not here reported.

This section is focused on the bridge description and measurement capabilities.
The principle of operation of the bridge is presented in section 4.1. The implemen-
tation of the bridge, presented in section 4.2, is a very simple network, based on
a multi-channel polyphase digital sinusoidal waveform generator [224]; the bridge
balance procedure is semi-automated, and the duration of an individual measure-
ment is in the order of 20 minutes. Section 4.3 discusses the uncertainty sources and
reports the uncertainty budget. The resulting transfer uncertainty is 1.9 × 10−7. A
validation of the bridge performance is presented in section 4.4, based on the com-
parison between the capacitor calibration performed with the four-terminal-pair
fully-digital bridge and that performed with the traceability chain of the Italian
national standard of capacitance [125] reported in 1.4.2. The two methods yielded
compatible results.

For this reason, the traceability chain presented in figure 4.1, composed of the
fully-digital bridge and a graphene AC QHR system, is intended to replace the
current traceability chain.

4.1 Principle of operation
Figure 4.2 shows the principle schematic of a four-terminal-pair voltage-ratio

fully-digital impedance bridge. The coaxial shield and terminal pairs, and a number
of auxiliary components are here omitted for simplicity (the complete schematic is
reported in section 4.2).

A polyphase digital sinusoidal waveform generator operating at frequency f
synthesizes the driving voltages and currents E1, E2, E0, EL, I1 and I2, each one
corresponding to an output channel of the generator, which can be individually
adjusted both in magnitude and phase1. E1 and E2 are the bridge main voltages;
EL, I1 and I2 are auxiliary sources that realize the impedance definition; and the

1In the following, quantity symbols represent complex phasors associated to real voltage and
current signals, or complex impedances.
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4.1 – Principle of operation

Gas capacitor
8 nF

Gas capacitor
1 nF

Scaling method

100 pF, 10 pF and 1 pF

Graphene ACQHR
RH = RK/2
≈ 12 906.4 Ω

Digital bridge
f ≈ 1541 Hz

Figure 4.1: Diagram of the traceability chain of the farad intended to replace the
current one at INRIM. A four-terminal-pair fully-digital impedance bridge allows
the direct calibration of an 8 nF gas capacitor against a graphene AC QHR with
nominal value RH = RK/2 ≈ 12 906 Ω at a frequency f = 1541 Hz.

auxiliary injection voltage E0, together with the injection impedance Z0, is used to
fine-tune the bridge balance.

Z1 and Z2 are the impedances under comparison, with terminals HC1, HP1,
LC1 and LP1, and with terminals HC2, HP2, LC2 and LP2, respectively. In the
implementation herewith described, Z1 is the reference impedance, which can be
either a QHR with resistance RH or a calibrated standard resistor with nominal
resistance RH, such that Z1 ≈ RH; Z2 is a capacitor with capacitance C, such that
Z2 ≈ 1/(j2πfC); and f is chosen so that 2πfRHC ≈ 1 (that is, Z1/Z2 ≈ j).

By adjusting E2 (or E1), E0, EL, I1 and I2, the bridge can be balanced to have
VLP1 = VLP2 = 0 and IHP1 = IHP2 = 0. The balance is checked by cycling the
synchronous detector D, referenced at the frequency f , through the terminals LP1,
LP2, HP1 and HP2. This sequence detects the voltages VLP1 and VLP2, and the
currents IHP1 and IHP2 through the current transformers CT1 and CT2. The details
of the balance procedure are discussed in section 4.2.

When the bridge is balanced, the impedance ratio Z1/Z2 is directly compared
with the voltage ratio E1/E2, as described by the following balance equation:

W = Z1

Z2
= −E1

E2

A
1 + E0/Z0

E1/Z1

B
. (4.1)
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4 – Four-terminal-pair fully-digital impedance bridge

E1

E2

Z1 ≈ RH

Z2 ≈ 1/(j2πfC)

D

I1

I2

EL

DHP1

DHP2

LP1

LP2

Z0

E0

CT1

CT2

I0

IHP1

IHP2

HP1

HC1

HC2

HP2

LC2

LC1

Figure 4.2: Simplified principle schematic of the bridge. Z1 ≈ RH and Z2 ≈
1/(j2πfC) are the impedances under comparison; f is the bridge operating fre-
quency, chosen so that 2πfRHC ≈ 1; E1 and E2 are the main voltages of the
bridge; I1 and I2 are the current sources used to balance IHP1 and IHP2; EL is the
voltage source used to balance the difference VLP1−VLP2; CT1 and CT2 are current
transformers used to measure the currents IHP1 and IHP2, respectively; the voltage
source E0, together with the impedance Z0, constitutes an auxiliary injection arm
used to fine-tune the bridge balance; and D is a synchronous detector connected,
in turn, to the detection terminals LP1, LP2, DHP1 and DHP2.

Alternatively, for the admittances Y1 = 1/Z1, Y2 = 1/Z2 and Y0 = 1/Z0, the balance
equation is

W = Y2

Y1
= −E1

E2

3
1 + E0Y0

E1Y1

4
. (4.2)

The above equations mean that by choosing |Z0| º |Z1|, the bridge balance can be
fine-tuned around the ratio −E1/E2 by adjusting the voltage E0. This procedure
allows to achieve the highest measurement accuracy, as described below.

84



4.1 – Principle of operation

The readings Eread
1 and Eread

2 corresponding to the voltage phasors E1 and E2
can be obtained from the fundamental components at frequency f of the Fourier
series representing the samples used to synthesize the two waveforms.

The readings are affected by the generator gain and nonlinearity errors, such
that the actual voltages are Ek = [1 + gk(Eread

k )]Eread
k , k = 1,2, being gk(Eread

k ) the
possibly voltage-dependent complex gain error (for magnitude and phase errors).
This is actually the main source of error in fully-digital bridges [135, 225].

The error described above can be completely eliminated by performing two
measurements, imposing that the samples used to generate E1 and E2 are exactly
the same in the two configurations, at most shifted in time. In the first measurement
(forward configuration) the impedances are connected as shown in figure 4.2; in the
second measurement (reverse configuration) the position of the two impedances is
reversed. As introduced at the beginning of this section, the magnitude of the
impedance ratio has to be about 1 in both the forward and reverse configurations,
so that |Z2/Z1| ≈ |Z1/Z2| ≈ 1, and the phase change has to be about 180°, because
arg(Z2/Z1) = − arg(Z1/Z2) ≈ 90°. In the reverse configuration, the bridge can be
thus balanced by simply changing the sign of all the samples of either E1 or E2,
and by adjusting the injection voltage E0.

By writing the balance equations for the forward (F subscript) and reverse (R
subscript) configurations as

W = WF = −E1F

E2F

3
1 + E0FY0

E1FY1

4
, (4.3)

W = WR = −E2R

E1R

3
1 + E0RY0

E2RY1

4
, (4.4)

the impedance ratio is
W =

ñ
WFWR. (4.5)

The complex square root in (4.5) should be determined with a positive imaginary
part because W ≈ j.

This means that E1R/E2R = −E1F/E2F, exactly, by construction of the wave-
form samples, and thus, from (4.3)–(4.5),

W = j
ó3

1 + E0FY0

E1FY1

43
1 + E0RY0

E2RY1

4
. (4.6)

Therefore, this procedure completely cancels the main source of error due to the
generator nonlinearity (other sources of error are discussed in section 4.3).

The capacitance C is finally determined, from W and the impedance Z1, as

C = 1
2πf

Im W

Z1
= 1

2πf
Im(WY1), (4.7)

being Im the imaginary part of its argument.
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4 – Four-terminal-pair fully-digital impedance bridge

4.2 Implementation
Figure 4.3 shows the coaxial schematic of the bridge.
The implementation of the bridge, as shown in figure 4.4, is based on an ad-

justable polyphase digital sine wave generator 2 [227] (UZG signal source). This
digital signal source is composed of 18 bit digital-to-analogue converters (DACs)
with selectable ranges of 1 V, 2.5 V, 5 V and 10 V, and isolated precision filter/buffer
output stages [228]. The relative amplitude and phase stability for this source is of
the order of 10−7 h−1. A National Instruments NI-DAQ 6541 Board generates the
digital samples.

The clock of the UZG digital source is locked to the INRIM 10 MHz atomic
frequency standard.

The bridge can be implemented with the seven independent output channels
provided by the UZG digital source. Two channels generate the voltages E1 and
E2, which are necessary to obtain the reference voltage ratio against which the
impedance ratio is compared. Three channels generate the voltages E3, E4 and EL,
composing the auxiliary circuits used to realize the four terminal-pair impedance
definition. The currents I1 and I2, generated by E3 and E4 through two 100 Ω series
S102 Vishay resistances, are adjusted to null the currents IHP1 and IHP2, measured
at the positions VDHP1 and VDHP2 through the 1 : 200 feedthrough transformers
CT1 and CT2, respectively. The voltage EL, obtained from the voltage E5 through
a 200 : 1 feedthrough injection voltage transformer, is adjusted to null the voltages
VLP1 and VLP2. One channel generates the voltage E0, providing, together with the
C0 = 1 pF capacitor, the auxiliary injection for the minimization of the uncertainty
in the 1:1 ratio configuration. One last channel generates the signal adopted as a
reference by the detector.

To isolate the source outputs E1 and E2 from the capacitive loads and avoid
possible high-frequency oscillations, two 10 Ω resistors are series-connected to the
outputs. Furthermore, to ensure a symmetric loading of the source channels in
both forward and reverse configurations, two dummy load impedances CL ≈ C and
RL ≈ RH are added at the HC terminals of Z1 and Z2.

The phase-sensitive detector employed for the bridge implementation is a Stan-
ford Research SR830 lock-in amplifier, which is manually switched across the posi-
tions VDHP1, VDHP2, VLP1 and VLP2.

A software was purpose-coded in the LabWindows environment, based on the
balancing algorithm described in [131], to control the UZG digital source and the
detector. The bridge balance procedure can be thus semi-automatically carried out
in about 20 min.

2This is a bespoke generator developed by Janusz Kaczmarek and Ryszard Rybski, University
of Zielona Góra UZG, Poland, in the framework of the European project EMRP SIB53 AIM
QuTE, Automated impedance metrology extending the quantum toolbox for electricity [226]
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D

Ref

Power supply

5 V0 V12 V

In A

Lock-in ref ground
Eref

Z1 ≈ RH

Z2 ≈ 1/(j2πfC)

CL ≈ C

RL ≈ RH

C0

1 pF

100 Ω

VDHP2

VDHP1

VLP2

E1
10 Ω

VLP1

CT1

VT

1 : 200

200 : 1

E0

HP1

HP2

EL

RS1

I1

E3

RS3

E5

E2
10 Ω

1 : 200RS2

CT2

100 ΩI2

E4

RS4

Figure 4.3: Coaxial implementation of the corresponding principle schematic of fig-
ure 4.2. The generation of EL and the detection of VDHP1 and VDHP2 are carried out
by the injection/detection transformers VT, CT1 and CT2. The black rectangles
along the arms connecting the two impedances Z1 and Z2 between each other and
with E3 and E4 represent four coaxial equalizers.
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4 – Four-terminal-pair fully-digital impedance bridge

Figure 4.4: Photograph of the bridge implementation. The standards are normally
kept in a temperature-controlled chamber not shown in the picture.

The auxiliary injections E0 can be minimized by presetting the main voltages
E1 and E2 in the following way:

1. Disconnect E3 and E4 from the bridge.

2. Set E0 = E5 = 0, and E1 to the operating value of interest.

3. In the forward configuration, connect the detector to VLP1 and adjust E2
to null the detector reading. Once achieved the balance, record the voltage
reading Eread

2F .

4. In the reverse configuration, connect the detector to VLP1 and adjust E2 to null
the detector reading. Once achieved the balance, record the voltage reading
Eread

2R .

5. In the forward configuration, set E2 to the average E2 = (Eread
2F − Eread

2R )/2.
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6. Reconnect E3 and E4.

The measurement procedure consists then of the following steps:

1. Set the bridge in the forward configuration.

2. Ground the two ports VLP1 and VLP2.

3. Connect the detector to VDHP1 and adjust E3 to null the detector reading.

4. Connect the detector to VDHP2 and adjust E4 to null the detector reading.

5. Leave VLP1 grounded and open VLP2. Connect the detector to VLP2 and adjust
E5 to null the detector reading.

6. Open VLP1 and VLP2. Connect the detector to VLP1 and adjust E0 to null the
detector reading.

7. Connect again the detector to the voltage ports VDHP1, VDHP2, VLP1 and VLP2
to check the voltage readings. If the voltage readings are not all null repeat
the steps 2-6 until all the voltages are balanced.

8. Set the bridge in the reverse configuration and reverse the sign of E2.

9. Ground the two ports VLP1 and VLP2.

10. Connect the detector to VDHP1 and adjust E3 to null the detector reading.

11. Connect the detector to VDHP2 and adjust E4 to null the detector reading.

12. Leave VLP1 grounded and open VLP2. Connect the detector to VLP2 and adjust
E5 to null the detector reading.

13. Open VLP1 and VLP2. Connect the detector to VLP1 and adjust E0 to null the
detector reading.

14. Connect again the detector to the voltage ports VDHP1, VDHP2, VLP1 and VLP2
to check the voltage readings. If the voltage readings are not all null repeat
the steps 2-6 until all the voltages are balanced.

15. Calculate W from the balance equations (4.3)–(4.5).

16. The capacitance C is finally determined, from W and the impedance Z1,
as (4.7).
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4 – Four-terminal-pair fully-digital impedance bridge

4.3 Uncertainty sources and budget
The evaluation of the uncertainty for the ratio W = Z1/Z2, defined by (4.5), is

here described by analysing separately all the uncertainty sources, which are then
combined in a complete measurement model reported in the uncertainty budget.

From the balance equations (4.3)–(4.5), it is possible to write the bridge read-
ings3

W read
F = −Eread

1F
Eread

2F

A
1 + Eread

0F Y0

Eread
1F Y1

B
, (4.8)

W read
R = −Eread

2R
Eread

1R

A
1 + Eread

0R Y0

Eread
2R Y1

B
(4.9)

so that
W read =

ñ
W read

F W read
R . (4.10)

4.3.1 Crosstalk
By considering the crosstalk, that is, the coupling of the voltage generated by

one channel on that generated by another channel, the voltages E1 and E2 can be
written as

E1 = Eread
1 + a12E

read
2 + a10E

read
0 , (4.11)

E2 = Eread
2 + a21E

read
1 + a20E

read
0 , (4.12)

being aij the coupling coefficient from channel j to channel i, and considering only
the channels that may induce significant variations when switching between the
forward and reverse configurations.

Because of the crosstalk phenomenon, the relationship E1R/E2R = −E1F/E2F
is affected by an error. By combining (4.11) and (4.12) with (4.3)–(4.5), and sim-
plifying, it results that, at the first order in the coupling coefficients,

W = W read − ∆WCT (4.13)

being ∆WCT the crosstalk error

∆WCT

W read ≈ −1
2

C
a12

A
Eread

2F
Eread

1F
− Eread

2R
Eread

1R

B
− a21

A
Eread

1F
Eread

2F
− Eread

1R
Eread

2R

B

+a10

A
Eread

0F
Eread

1F
− Eread

0R
Eread

1R

B
− a20

A
Eread

0F
Eread

3F
− Eread

0R
Eread

2R

BD
. (4.14)

3In the following, as introduced in section 4.1, the subscripts “F” and “R” designate quantity
values obtained in the forward and reverse configurations, respectively; the superscript “read”
designates quantity values read off the generator settings, as described in section 4.1.
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4.3.2 High and low balances
A measurement error occurs when the four-terminal-pair impedance definition

is not perfectly fulfilled. When the currents at the ports HP1 and HP2 are not
perfectly compensated by adjusting I1 and I2, a measurement error is caused by
the voltages across RS1 and RS2, so that

W = W read − ∆WHB. (4.15)

The measurement error ∆WHB is

∆WHB

W read ≈ 1
2

C
RS1

Zm

A
VDHP1F

Eread
1F

− VDHP1R

Eread
1R

B
− RS2

Zm

A
VDHP2F

Eread
2F

− VDHP2R

Eread
2R

BD
, (4.16)

being Zm the mutual impedance of the transformers CT1 and CT2, and VDHP1F,
VDHP1R, VDHP2F and VDHP2R the residual voltages at the secondary windings of
CT1 and CT2 at the end of the balance procedures for the forward and reverse
configurations.

When the voltages VLP1 and VLP2 are not perfectly nulled, the voltages across
the impedances Z1 and Z2 do not coincide with E1 and E2 and a leakage current
due to the stray capacitance CL flows from the low ports toward ground (including
C0). This causes a measurement error such that, since VLP = (VLP1 + VLP2)/2,
∆VLP = VLP1 − VLP2 and YL = j2πfCL,

W = W read − ∆W LB (4.17)

being the measurement error ∆W LB given by

∆W LB

W read ≈ 1
2

C 3
1 + Y2

Y1
+ YL

Y1

4A
VLPF

Eread
1F

+ VLPR

Eread
2R

B

+
3

1 − Y2

Y1

4A∆VLPF

2Eread
1F

− ∆VLPR

Eread
2R

BD
. (4.18)

The balance procedure, described in section 4.2, corresponds to the common com-
ponent VLP and the differential component ∆VLP resulting from the decomposition
of VLP1 and VLP2.

4.3.3 Injection
The voltage ratios E0F/E1F, E0R/E2R composing, together with the impedances

Y0 and Y1, the injection terms of (4.3) and (4.4), can be written as

E0F

E1F
= (1 + g01)Eread

0F
Eread

1F
(4.19)
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and
E0R

E2R
= (1 + g02)Eread

0R
Eread

2R
. (4.20)

The complex error terms g01 and g02 represent the generator nonlinearity introduced
in section 4.1.

The uncertainty contributions of the impedances Y0 and Y1 are typically negli-
gible.

4.3.4 Measurement model and uncertainty budget
By combining all the obtained uncertainty components with (4.6), the complete

measurement model is

W = j

öõõôC1 + (1 + g01)Eread
0F Y0

E1FY1

D C
1 + (1 + g02)Eread

0R Y0

E2RY1

D
−∆WCT − ∆W LB − ∆WHB. (4.21)

An example of a preliminary uncertainty budget for the quantity V = Im W −1
(because W ≈ j) is reported in table 4.14.

Table 4.1: Preliminary uncertainty budget for V = Im W − 1.

i Quantity Type ui(V )
1 Bridge reading (n = 10) A 0.5 × 10−7

2 Crosstalk (∆WCT) B 1.7 × 10−7

3 Low balance (∆W LB) B 0.7 × 10−7

4 High balance (∆WHB) B 0.2 × 10−7

5 Injection B 0.1 × 10−7

RSS 1.9 × 10−7

The first uncertainty component is that associated to the bridge reading, con-
sisting of n = 10 measurements in both forward and reverse configurations. The
total measurement time is of about 200 min and the type A uncertainty component
is 5 × 10−8.

The second uncertainty component, associated to the crosstalk term ∆WCT, is
the most significant component and can be evaluated from (4.14). The measured
coupling coefficients between the different channels of the polyphase generator are of

4The uncertainty budget is calculated by means of the measurement uncertainty calculator
METAS UncLib [229].

92



4.4 – Comparison with a transformer ratio bridge

about −140 dB in magnitude, with a rather high phase uncertainty, conservatively
rounded off to 2π.

The third and fourth uncertainty components, associated to ∆W LB and ∆WHB,
are evaluated from (4.18) and (4.16). The thresholds applied to stop the balance
procedure at the various detection points were set to 50 nV for VLP and ∆VLP, 200 nV
for VDHP1 and VDHP2. The measured mutual impedance of the current transformers
is Zm ≈ (145 − 190i) Ω.

The combined uncertainty is u(V ) ≈ 1.9 × 10−7, which is competitive for the
primary realization of the unit of capacitance.

4.4 Comparison with a transformer ratio bridge
A preliminary validation of the bridge performance was obtained by comparing

the 8 nF capacitor calibration at f ≈ 1541 Hz performed with the four-terminal-
pair fully-digital bridge C fd with that performed with the traceability chain of the
Italian national standard of capacitance [125] Cref (reported in 1.4.2).

4.4.1 Experimental set-up
Figure 4.5 shows the measurement chain adopted in the preliminary validation

process.
The calibration result Cref is obtained by means of the traceability chain of

figure 1.20 currently employed to calibrate the 1 nF Italian national standard of
capacitance against a 12 906 Ω quadrifilar resistance standard, in turn calibrated
against the DC QHR. The quadrifilar resistor usually employed is here substituted
by the resistance standard of nominal value RH = RK/2 ≈ 12 906 Ω employed in the
calibration with the four-terminal-pair fully-digital bridge. The typical calibration
procedure is then performed. A 8 : 1 transformer-based resistance ratio bridge
is employed to calibrate two resistance standards of nominal value R ≈ 8RH ≈
103.251 kΩ against the 12 906 Ω resistance standard. These resistance standards are
then employed in a transformer-based quadrature bridge to calibrate the product
of two 1 nF capacitance standards. The calibration of a single 1 nF capacitance
standard is then obtained by means of a capacitance ratio bridge. The resulting
calibration of a 1 nF capacitor is then scaled to the 8 nF is performed by means of
a 1 : 8 transformer-based ratio bridge.

During the measurement procedure, the 8 nF capacitance standard is kept in
a temperature-controlled chamber (Kamb̌ıc TK-190 US) with a temperature sta-
bility better than 4 mK [230]. Since the temperature coefficient of the capacitance
standard is (4 ± 6) × 10−6 ◦C−1 [231], the maximum effect due to temperature de-
pendence is about 4 × 10−8 and can be considered virtually negligible with respect
to the other uncertainty components.
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Figure 4.5: Diagram representing the procedure adopted to compare the calibration
of the 8 nF capacitance standard performed with the four-terminal-pair fully-digital
bridge and that performed with the traceability chain of the Italian national stan-
dard of capacitance.

The calibration result C fd is obtained by means of the four-terminal-pair fully-
digital bridge, of which the measurement procedure is described in section 4.2.

4.4.2 Results
The result of the comparison between the two calibration methods is δ, the

relative difference between C fd and Cref, that is,

δ = C fd − Cref

Cref = Im W fd − Im W ref

Im W ref . (4.22)

The final results of δ of three comparisons, performed as described in figure 4.5,
are represented in figure 4.6. The driving rms voltages |E1| = |E2| ≈ 0.25 V are
chosen so that, in both calibration methods, the same driving current flows in the
resistance standard.

The uncertainty bars represent the expanded uncertainties with coverage factor
k = 2.
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Figure 4.6: Summary plot of the final results δ of three comparisons, performed
as described in figure 4.5. δ is estimated from (4.22) and represents the difference
between the calibration performed with the four-terminal-pair fully-digital bridge
and that performed with the traceability chain of the Italian national standard
of capacitance. The uncertainty bars represent the expanded uncertainties with
coverage factor k = 2.

Figure 4.6 shows that the two methods yield results compatible within a few
parts in 107, which is the uncertainty level of both the calibration systems.

For this reason, the fully-digital bridge is a good candidate to replace the
transformer-based impedance bridges currently employed in the traceability chain
of farad.
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Chapter 5

Conclusions

This dissertation reported my work on some theoretical and experimental meth-
ods of interest for the field of resistance and impedance metrology. The work on this
methods is still ongoing and I shortly present here some possible future directions
of research.

In chapter 2, a general method to analyze complex measuring circuits is applied
to the simulation of interconnected networks of QHE elements, such as QHARS.
The method is implemented as a Mathematica application, the QHARSmachine,
which estimates the error of a QHARS as a probability distribution simulated with
a Monte Carlo analysis on the basis of the layout of the circuit network and the
set of stray resistances of all interconnections. As example, the QHARSmachine is
applied to an existing 1 MΩ QHARS fabricated by the NMIJ [1]. The result of
the simulation predicts a deviation from the nominal value of practical negligible
magnitude. The application is distributed under the GNU General Public License
in the online repository [191].

The QHARSmachine can be extended to simulate other networks, such as QHE
voltage dividers or bridges, or can be employed already in the design phase, to opti-
mize the connection layout. As example, an analytical version of the QHARSmachine
(reported in appendix A.2) was developed to analyze the quantum Hall Kelvin
bridge to evaluate the effect of the major lead and contact resistances of the
bridge [3]. The QHARSmachine can be also extended to analyze circuits in the
AC regime, both analytically and numerically.

The QHARSmachine (and its extensions) and the SPICE macro-model of a QHE
element (see section 2.5) can be employed for different types of analyses.

For example, SPICE QHE elements macro-models can be employed to perform
SPICE simulations of pn-junction graphene QHARS [2], reducing the measurement
time and simplifying the procedure needed to characterize the devices.

The macro-models can be also employed to simulate the effect of the stray
impedances of a QHE device interconnected to a measuring system in the AC
regime. Different designs can be investigated, to understand the best configurations
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which minimize the stray parameters effect.
A part of the project EMPIR 18SIB07 GIQS, Graphene impedance quantum

standard is focused on the extension of the models to real QHE elements, taking into
account its nonlinearities and stray parameters, such as the longitudinal resistance,
the stray impedances and the effect of frequency in the AC regime.

Chapter 3 presents the design and implementation of a DC quantum Hall effect
Kelvin resistance bridge for the direct calibration of four-terminal resistance stan-
dards operating at room temperature [3, 4]. The bridge-on-a-chip implementation,
based on a graphene QHARS fabricated at NIST, is simple and robust. The system
requires only few leads to connect the room temperature standard resistor and the
measuring electronics. Moreover, with this method, only two room temperature
electronic instruments of standard accuracy are necessary for the calibration of
four-terminal resistance standards operating at room temperature. The calibration
accuracy of an artefact standard resistor with nominal value RH is at the level of
a few parts in 109 (standard uncertainty). The calibration results are compatible
within a few parts in 109 with that of the state-of-the-art calibration bridge, the
CCC.

With respect to a calibration performed with a CCC against a QHR, the quan-
tum Hall Kelvin bridge operates in a single cryogenic environment. The bridge can
thus operate in a dry cryocooler, even of small size when graphene is adopted for
the QHE elements. Moreover, depending on the voltmeter, the noise rejection is
expected to be significantly higher than that of the DCC or CCC instruments.

The usage of QHARS can extend the operation of the quantum Hall Kelvin
bridge to resistance standards of arbitrary nominal value.

Resistance standards with nominal values different from RH (for istance, equal
to decadal values) can be directly calibrated by modifying the quantum Hall Kelvin
bridge-on-a-chip. A QHE element can thus be replaced by a QHARS in one or more
arms of the bridge. If a QHARS is employed in each bridge arm, the number of the
required QHE elements is reduced with respect to a resistance comparison with a
single QHARS.

Chapter 4 presents a four terminal-pair fully-digital impedance bridge operating
in a 1 : 1 ratio configuration for the direct calibration of an 8 nF standard capac-
itor against a QHR standard at 1541 Hz. The evaluated uncertainty is of about
2 × 10−7. The current Italian traceability chain for the farad employs transformer-
based impedance bridges and requires thus long time and trained personnel to
operate. The uncertainty of the system is about 2 × 10−7. The bridge performance
is preliminarily validated by comparing the 8 nF capacitance standard calibration
performed with the four-terminal-pair fully-digital impedance bridge and that per-
formed with the transformer-based impedance bridges currently employed in the
traceability chain of farad at INRIM. The two systems result to be compatible
within few parts in 107.

The four-terminal-pair fully-digital impedance bridge ensure a semi-automated
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balance procedure, reducing the time and the experience required to calibrate a
standard. The purpose-coded software that balance the bridge semi-automatically
is developed from that developed in the framework of the project EMPIR 17RPT04
VersICaL, A versatile electrical impedance calibration laboratory based on digital
impedance bridges.

The obtained result is a further proof that digital bridges are mature for primary
impedance metrology and, in particular, that the 1 : 1 ratio four-terminal-pair fully-
digital impedance bridge here presented is suitable for the realization of the farad
from the AC QHR. The bridge is implemented in the framework of the project
EMPIR 18SIB07 GIQS, Graphene impedance quantum standard, as a possible new
Italian traceability chain of the farad. The traceability chain will implement a
graphene ACQHR experiment, which is being developed at INRIM.
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Appendix A

Mathematica notebooks

A.1 QHARSmachine
The complete Mathematica notebook QHARSmachine [1], available in the online

repository [191], is reported below. It is based on the DC analysis method presented
in section 2.2 and on the workflow of the modelling procedure of figures 2.1 and 2.2.

A.1.1 Initialization
At first, the notebook is initialized, according to the code presented in figure A.1.

This clears the notebook parameters and defines the functions constructing the
indefinite admittance matrices Ȳi for the cw and ccw ideal QHE elements (2.4) and
(2.5), respectively. It also defines a few useful matrix manipulation functions.

ClearAll[file, n, m, l, , T, rQn, a, b, c, d, s, wp, rightCirculantMatrix, qheCwIdeal, qheCcwIdeal, takeOperator,

complementaryIndices, wp, i, rnSign, epsilonLim, deltaLim, epsilon, delta, result, , g, , n, gn, τ, meanResult,

stdDevResult, h, qheType];

(*The function below is useful for the following definitions*)

rightCirculantMatrix[l_List?VectorQ] := NestList[RotateRight, RotateRight[l], Length[l] - 1]

(*These operators define the Yi IAM matrices of an ideal QHE element (clockwise and counterclockwise)*)

qheCwIdeal[x_Integer] := rightCirculantMatrix[PadLeft[{-1, 1}, x]] /; x ≥ 2

qheCcwIdeal[x_Integer] := rightCirculantMatrix[Join[{-1}, ConstantArray[0, x - 2], {1}]] /; x ≥ 2

(* The operators below are taken from http://stackoverflow.com/a/5300892/2522705 *)

takeOperator[w_?MatrixQ, rows_List, cols_List] := w[[rows, cols]]

dropOperator[w_?MatrixQ, rows_List, cols_List] := w[[##]] & @@ complementaryIndices[w, rows, cols]

complementaryIndices[w_?MatrixQ, rows_List, cols_List] := Complement @@@ Transpose@{Range /@ Dimensions@ w, {rows, cols}}

Figure A.1: Initialization of the QHARSmachine Mathematica notebook.
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A.1.2 Converter
The electrical LTspice schematic of the QHARS (see figure 2.3 for an example),

saved in a file, is imported by the QHARSmachine, by means of the commands
shown in figure A.2. The converter, as described in section 2.3.1, extracts the
parameters a, b, c, d and p/q from the comment line of the LTspice schematic, derives
the parameters N, M and L, and constructs the interconnection matrix A (for
the corresponding code, see figure A.3). The program requires the user to insert
the sample size S and the working precision wp, which are set as S = 1 and
wp = 4MachinePrecision by default.

Module{fileNetlist = "",

qharsSchematic = "",

qharsList = "",

qharsNetlist = "",

qheNodes = {},

resistorNodes = {},

qharsNodes = {},

rows = 0},

Button"Load QHARS Schematic",

n = 0;

m = 0;

l = 0;

 = {};

rQn = 1/1;

wp = 4 MachinePrecision;

s = 1;

a = 0;

b = 0;

c = 0;

d = 0;

file = SystemDialogInput["FileOpen", {NotebookDirectory[], {"LTspice schematic" -> {"*.asc"}, "All files" -> {"*.*"}}},

WindowTitle → "Choose the QHARS schematic"];

Iffile =!= $Canceled,

qharsSchematic = Import[file, "Text"]; (*The program imports the QHARS schematic.*)

(*The program extracts the parameters a,b (volage nodes) and c,d (current nodes),

and p/q (nominal resistance value normalized to RH) from the schematic.*)

ToExpression[StringReplace[StringCases[qharsSchematic, RegularExpression["p/q\\s*=.+|a\\s*=.+|b\\s*=.+|c\\s*=.+|d\\s*=.+"]],

{"p/q" → "rQn"}]];

(*The program runs LTspice XVIIx64 (in both Windows or Unix OS) and imports the LTspice netlist.*)

Switch$OperatingSystem, "Windows", RunProcess[{"XVIIx64.exe", "-netlist", file}], "Unix",

RunProcess[{"wine", "XVIIx64.exe", "-netlist", TemplateApply["`StandardOutput`", RunProcess[{"winepath", "-w", file}]] // StringTrim}];

fileNetlist = FileNameJoin[{FileNameDrop[file], FileBaseName[file] <> ".net"}];

qharsNetlist = Import[fileNetlist, "Text"];

(*The program extracts the list of the QHE element and resistance nodes. The type of the QHE element (CW or CCW) is

also taken into accout.*)

qharsList =

SortBy[ToExpression@StringSplit[StringReplace[StringCases[qharsNetlist, StartOfLine ~~ RegularExpression["XU[^\n]+\n"]],

{"qhecw" → "N0", "qheccw" → "N1"}], {"XU", Whitespace ~~ "N"}], First][[All, 2 ;;]];

qheType = qharsList[[All, -1]];

qheNodes = qharsList[[All, 1 ;; -2]];

resistorNodes =

SortBy[ToExpression@StringSplit[StringCases[qharsNetlist, StartOfLine ~~ RegularExpression["R[^\n]+\n"]], {"R", Whitespace ~~ "N"}][[

All, 1 ;; -2]], First][[All, 2 ;;]];

n = Dimensions[qheNodes][[1]]; (*The number of QHE elements in the QHARS.*)

m = Dimensions[qheNodes][[2]]; (*The number of the QHE element terminals.*)

l = Dimensions[resistorNodes][[1]]; (*The number of resistances in the QHARS.*)

qharsNodes = Join[qheNodes, resistorNodes]; (*The list of the QHARS nodes.*)

rows = n m + 2 l; (*The number of nodes.*)

(*The program creates the interconnection  matrix.*)

 = ConstantArray[0, {rows, Max[qharsNodes]}];

Table[[[k]][[Flatten[qharsNodes][[k]]]] = 1, {k, rows}];

CreateWindow[CreateDialog[{

Column[{

Row[{"sample size ", InputField[Dynamic[s], Number, ImageSize → 70]}],

Row[{"working precision ", InputField[Dynamic[wp], ImageSize → 150]}]

}], CancelButton["OK", DialogReturn[], ImageSize → 100]

}], WindowFloating → True, WindowSize → Fit, WindowTitle → "Choose the parameters"

],

ImageSize → 180, Background → Orange, BaseStyle → {14, Bold, White},

Method → "Queued"

Figure A.2: First portion of the converter. The electrical LTspice schematic of
the QHARS (see figure 2.3 for an example), saved in a file, is imported by the
QHARSmachine.

A.1.3 Import of the stray parameters spreadsheet
The spreadsheet containing the experimental stray parameters distributions (ex-

ample portions of the spreadsheet are shown in figure 2.6) is imported, as shown in
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Module{fileNetlist = "",

qharsSchematic = "",

qharsList = "",

qharsNetlist = "",

qheNodes = {},

resistorNodes = {},

qharsNodes = {},

rows = 0},

Button"Load QHARS Schematic",

n = 0;

m = 0;

l = 0;

 = {};

rQn = 1/1;

wp = 4 MachinePrecision;

s = 1;

a = 0;

b = 0;

c = 0;

d = 0;

file = SystemDialogInput["FileOpen", {NotebookDirectory[], {"LTspice schematic" -> {"*.asc"}, "All files" -> {"*.*"}}},

WindowTitle → "Choose the QHARS schematic"];

Iffile =!= $Canceled,

qharsSchematic = Import[file, "Text"]; (*The program imports the QHARS schematic.*)

(*The program extracts the parameters a,b (volage nodes) and c,d (current nodes),

and p/q (nominal resistance value normalized to RH) from the schematic.*)

ToExpression[StringReplace[StringCases[qharsSchematic, RegularExpression["p/q\\s*=.+|a\\s*=.+|b\\s*=.+|c\\s*=.+|d\\s*=.+"]],

{"p/q" → "rQn"}]];

(*The program runs LTspice XVIIx64 (in both Windows or Unix OS) and imports the LTspice netlist.*)

Switch$OperatingSystem, "Windows", RunProcess[{"XVIIx64.exe", "-netlist", file}], "Unix",

RunProcess[{"wine", "XVIIx64.exe", "-netlist", TemplateApply["`StandardOutput`", RunProcess[{"winepath", "-w", file}]] // StringTrim}];

fileNetlist = FileNameJoin[{FileNameDrop[file], FileBaseName[file] <> ".net"}];

qharsNetlist = Import[fileNetlist, "Text"];

(*The program extracts the list of the QHE element and resistance nodes. The type of the QHE element (CW or CCW) is

also taken into accout.*)

qharsList =

SortBy[ToExpression@StringSplit[StringReplace[StringCases[qharsNetlist, StartOfLine ~~ RegularExpression["XU[^\n]+\n"]],

{"qhecw" → "N0", "qheccw" → "N1"}], {"XU", Whitespace ~~ "N"}], First][[All, 2 ;;]];

qheType = qharsList[[All, -1]];

qheNodes = qharsList[[All, 1 ;; -2]];

resistorNodes =

SortBy[ToExpression@StringSplit[StringCases[qharsNetlist, StartOfLine ~~ RegularExpression["R[^\n]+\n"]], {"R", Whitespace ~~ "N"}][[

All, 1 ;; -2]], First][[All, 2 ;;]];

n = Dimensions[qheNodes][[1]]; (*The number of QHE elements in the QHARS.*)

m = Dimensions[qheNodes][[2]]; (*The number of the QHE element terminals.*)

l = Dimensions[resistorNodes][[1]]; (*The number of resistances in the QHARS.*)

qharsNodes = Join[qheNodes, resistorNodes]; (*The list of the QHARS nodes.*)

rows = n m + 2 l; (*The number of nodes.*)

(*The program creates the interconnection  matrix.*)

 = ConstantArray[0, {rows, Max[qharsNodes]}];

Table[[[k]][[Flatten[qharsNodes][[k]]]] = 1, {k, rows}];

CreateWindow[CreateDialog[{

Column[{

Row[{"sample size ", InputField[Dynamic[s], Number, ImageSize → 70]}],

Row[{"working precision ", InputField[Dynamic[wp], ImageSize → 150]}]

}], CancelButton["OK", DialogReturn[], ImageSize → 100]

}], WindowFloating → True, WindowSize → Fit, WindowTitle → "Choose the parameters"

],

ImageSize → 180, Background → Orange, BaseStyle → {14, Bold, White},

Method → "Queued"

Figure A.3: Second portion of the converter. The parameters a, b, c, d and p/q are
extracted from the comment line of the LTspice schematic, the parameters N, M
and L are derived, and the interconnection matrix A is constructed. The sample
size S and the working precision wp can be input.

the code portion of figure A.4.

A.1.4 Solver
The solver implements the analysis method developed in section 2.2 to per-

form a Monte Carlo simulation of the probability distribution of the deviation
∆RQ

ab,cd = RQ
ab,cd − RQ

nom, as shown in detail in figure 2.2 and described in sec-
tion 2.3.2. Figure A.5 shows the implementation of the solver in the QHARSmachine
Mathematica notebook.

The Monte Carlo subblock generates a random sample of length S (composed of
the {Ônm;s}s=1,...,S and {δl;s} sequences) extracted from an (NM + L)-dimensional
multivariate uniform distribution of the experimental stray parameters, defined
as uniform distributions with the endpoints [Ômin

nm , Ômax
nm ] , [δmin

l , δmax
l ] imported from

the spreadsheet. The multivariate random sample of the NM terminal resistances
and of the L lead resistances are thus obtained. The sequences of matrices {Ȳ s}
and {Ȳ

Q
s }, and the sequence of deviations {∆RQ

ab,cd;s} (representing the simulated
probability distribution of ∆RQ

ab,cd) are constructed, according to (2.12), (2.14)
and (2.15).
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Module{fileExcel = "", epsilonLimits = "", epsilonLimitsDropped = "", deltaLimits = ""},

Button"Load stray parameters Excel spreadsheet",

i = Table[If[qheType[[i]] == 0, qheCwIdeal[m], qheCcwIdeal[m]], {i, n}]; (*The IAM matrix of the N QHE elements.*)

T = ; (*Transpose of the matrix .*)

rnSign = Sign[c - d] Sign[a - b] (-1)^(1 + 1 + c + d + a + b); (*The sign operator is calculated from the parameters a,b,c and d.*)

(*The program imports the Excel spreadsheet composed of the endpointd of the stray parameter distributions.*)

fileExcel = SystemDialogInput["FileOpen", {DirectoryName[file], {"Excel Files" -> {"*.xlsx"}, "All files" -> {"*.*"}}},

WindowTitle → "Choose the Stray parameters Excel spreadsheet"];

(*The program creates a list of the enpoints of the NxM terminal resistances extracted from the data imported,

by distinguishing the voltage and current terminals.*)

IffileExcel =!= $Canceled, epsilonLimits = SetPrecision[Import[fileExcel, {"Data", 2, All, {4, 5}}], wp];

epsilonLimitsDropped = Drop[epsilonLimits, 1];

epsilonLim =

Flatten[

Table[epsilonLim = List[epsilonLimitsDropped[[1]], epsilonLimitsDropped[[2]], epsilonLimitsDropped[[3]],

epsilonLimitsDropped[[2]], epsilonLimitsDropped[[1]], epsilonLimitsDropped[[2]], epsilonLimitsDropped[[3]],

epsilonLimitsDropped[[2]]], {i, n}], 1];

(*The program creates a list of the enpoints of the L wire resistances extracted from the data imported. *)

IffileExcel =!= $Canceled, deltaLimits = SetPrecision[Import[fileExcel, {"Data", 1, All, {6, 7}}], wp];

deltaLim = Drop[deltaLimits, 1],

ImageSize → 190, Background → RGBColor[0.16, 0.58, 0.07], BaseStyle → {14, Bold, White},

Method → "Queued"

Figure A.4: Import of the spreadsheet containing the experimental stray parameters
distributions.

As shown in figure A.6, the obtained distribution is plotted as a histogram,
which is exported in the same directory of the circuit schematic together with the
obtained data (saved in a .wl file) and a copy of the notebook (saved in a .nb file).

A.2 Quantum Hall Kelvin bridge analysis
An analytical version of the QHARSmachine application [1], introduced in sec-

tion 2 and reported in appendix A.1, analyses the quantum Hall Kelvin bridge with
the method described in [9] to evaluate the effect of the major lead and contact
resistances of the bridge (see figure 3.12) [1]. The result of the analysis is the
relationship (3.15), where the leads error is defined by (3.16).

The Mathematica notebook is reported below.

A.2.1 Initialization
At first, the notebook is initialized, according to the code presented in figure A.7.

This clears the notebook parameters and defines the functions constructing the
indefinite admittance matrices Ȳi for the cw and ccw ideal QHE elements (2.4) and
(2.5), respectively. It also defines a few useful matrix manipulation functions.
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Module{epsilonRandom = "", deltaRandom = "", ϵ = "", δ = ""}, Button"Run the QHARS machine",

τ = Timing[(*The time needed to evaluate the script.*)

result = Table[

(*The program extracts a random value from each uniform distribution identified by the endpoints.*)

epsilonRandom = Table[RandomReal[{epsilonLim[[v, 1]], epsilonLim[[v, 2]]}, WorkingPrecision → wp], {v, n * m}];

deltaRandom = Table[RandomReal[{deltaLim[[w, 1]], deltaLim[[w, 2]]}, WorkingPrecision → wp], {w, l}];

epsilon = Flatten[Table[ϵ[j, k] → epsilonRandom[[(j - 1) * m + k]], {j, n}, {k, m}]];

delta = Table[δ[w] → deltaRandom[[w]], {w, l}];

(*The program creates the matrix  that identify the terminal resistances.*)

 = Table[If[qheType[[i]] == 0, RotateLeft[PadLeft[{-ϵ[i, Mod[j - 1, m] + 1] / 2 , 1 + ϵ[i, j + 1] / 2 }, m], m - 1 - j],

RotateLeft[PadLeft[{1 + ϵ[i, j + 1] / 2 , -ϵ[i, Mod[j + 1, m] + 1] / 2} , m], m - 2 - j]], {i, 1, n}, {j, 0, m - 1}] /. epsilon;

(*The program creates the matrix g that identify the wire resistances.*)

g = Table[{{2 / δ[i], -2 / δ[i]}, {-2 / δ[i], 2 / δ[i]}}, {i, 1, l}] /. delta;

(*The program creates the IAM  of the N QHE elements, that includes the terminal resistances,

and the wire resistances. This is a block diagonal matrix and each block represents an element of the QHARS.*)

 = DiagonalMatrix[Hold /@ Join[Table[Inverse[[[i]]].i[[i]], {i, 1, n}], g]] // ReleaseHold // ArrayFlatten;

n = T..; (*Calculate the QHARS IAM n.*)

(*Evaluate the 4-terminal resistance corresponding to the a,b voltage nodes and c,d current nodes,

and the relative deviation from the nominal value.*)

rn = rnSign Det[dropOperator[n, {c, d}, {a, b}]] / Det[dropOperator[n, {1}, {1}]];

rn N[Denominator[rQn] / Numerator[rQn], wp] - 1,

{h, s}]; (*The procedure is repeated S times (S is the sample size of the Monte Carlo analysis),

so that the result is a list of the S relative devitions obtained.*)

];

meanResult = Mean[result]; (*Mean value of the relative variation distribution*)

stdDevResult = If[s > 1, StandardDeviation[result], Infinity]; (*Standard deviation of the distribution*)

(*The program saves a .wl file .the containig the data obtained. The file is saved in the same directory of

the schematic and is named "schematicName_data_YearMonthDayHourMinute.wl". It can be recalled with the

command Get[file name] (or << file name). A copy of the notebook is saved in the same directory with the

name of the schematic (.nb).*)

Save[

FileNameJoin[

{FileNameDrop[file], FileBaseName[file] <> "_data_" <> DateString[{"Year", "Month", "Day", "T", "Hour", "Minute"}] <> ".wl"}],

"Global`"];

NotebookSave[EvaluationNotebook[],

FileNameJoin[{FileNameDrop[file], FileBaseName[file] <> DateString[{"Year", "Month", "Day", "T", "Hour", "Minute"}] <>

".nb"}]];

(*The distribution is plotted as an histogram. It is exported in the same directory of the circuit schematic.*)

MantExpMean = MantissaExponent[meanResult];

MantExpResult = MantissaExponent[result];

ExpMean = MantExpMean[[2]] - 1;

MantResult = result * 10^(-ExpMean);

h = LabeledHistogram[MantResult, ChartStyle → Blue], StringTemplate"× 10`a` ΔRQab,cd"[<|"a" -> -ExpMean|>], "counts",

{Bottom, Left}, RotateLabel → True;

Export[

FileNameJoin[{FileNameDrop[file], FileBaseName[file] <> DateString[{"Year", "Month", "Day", "T", "Hour", "Minute"}] <>

"_plot.png"}], h, ImageResolution → 600];

Print[h], ImageSize → 180, Background → Red, BaseStyle → {14, White, Bold},

Method → "Queued"

Figure A.5: Implementation of the solver in the QHARSmachine Mathematica
notebook.

A.2.2 Converter
The electrical LTspice schematic of the bridge (see figure 3.12), saved in a file,

is imported by the application, by means of the commands shown in figure A.8.
The converter extracts the parameters a, b (voltage terminals of VD), c, d (current
terminals), and e, f (voltage terminals of V ) from the comment line of the LTspice
schematic, derives the parameters N, M and L, and constructs the interconnection
matrix A, by means of the commands shown in figure A.9. The working precision
wp is set as wp = 4MachinePrecision by default.

A.2.3 Solver
The solver implements the analysis method developed in section 2.2 to analyti-

cally evaluate the leads error ∆xleads that affect the quantum Hall Kelvin bridge.
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A – Mathematica notebooks

Module{epsilonRandom = "", deltaRandom = "", ϵ = "", δ = ""}, Button"Run the QHARS machine",

τ = Timing[(*The time needed to evaluate the script.*)

result = Table[

(*The program extracts a random value from each uniform distribution identified by the endpoints.*)

epsilonRandom = Table[RandomReal[{epsilonLim[[v, 1]], epsilonLim[[v, 2]]}, WorkingPrecision → wp], {v, n * m}];

deltaRandom = Table[RandomReal[{deltaLim[[w, 1]], deltaLim[[w, 2]]}, WorkingPrecision → wp], {w, l}];

epsilon = Flatten[Table[ϵ[j, k] → epsilonRandom[[(j - 1) * m + k]], {j, n}, {k, m}]];

delta = Table[δ[w] → deltaRandom[[w]], {w, l}];

(*The program creates the matrix  that identify the terminal resistances.*)

 = Table[If[qheType[[i]] == 0, RotateLeft[PadLeft[{-ϵ[i, Mod[j - 1, m] + 1] / 2 , 1 + ϵ[i, j + 1] / 2 }, m], m - 1 - j],

RotateLeft[PadLeft[{1 + ϵ[i, j + 1] / 2 , -ϵ[i, Mod[j + 1, m] + 1] / 2} , m], m - 2 - j]], {i, 1, n}, {j, 0, m - 1}] /. epsilon;

(*The program creates the matrix g that identify the wire resistances.*)

g = Table[{{2 / δ[i], -2 / δ[i]}, {-2 / δ[i], 2 / δ[i]}}, {i, 1, l}] /. delta;

(*The program creates the IAM  of the N QHE elements, that includes the terminal resistances,

and the wire resistances. This is a block diagonal matrix and each block represents an element of the QHARS.*)

 = DiagonalMatrix[Hold /@ Join[Table[Inverse[[[i]]].i[[i]], {i, 1, n}], g]] // ReleaseHold // ArrayFlatten;

n = T..; (*Calculate the QHARS IAM n.*)

(*Evaluate the 4-terminal resistance corresponding to the a,b voltage nodes and c,d current nodes,

and the relative deviation from the nominal value.*)

rn = rnSign Det[dropOperator[n, {c, d}, {a, b}]] / Det[dropOperator[n, {1}, {1}]];

rn N[Denominator[rQn] / Numerator[rQn], wp] - 1,

{h, s}]; (*The procedure is repeated S times (S is the sample size of the Monte Carlo analysis),

so that the result is a list of the S relative devitions obtained.*)

];

meanResult = Mean[result]; (*Mean value of the relative variation distribution*)

stdDevResult = If[s > 1, StandardDeviation[result], Infinity]; (*Standard deviation of the distribution*)

(*The program saves a .wl file .the containig the data obtained. The file is saved in the same directory of

the schematic and is named "schematicName_data_YearMonthDayHourMinute.wl". It can be recalled with the

command Get[file name] (or << file name). A copy of the notebook is saved in the same directory with the

name of the schematic (.nb).*)

Save[

FileNameJoin[

{FileNameDrop[file], FileBaseName[file] <> "_data_" <> DateString[{"Year", "Month", "Day", "T", "Hour", "Minute"}] <> ".wl"}],

"Global`"];

NotebookSave[EvaluationNotebook[],

FileNameJoin[{FileNameDrop[file], FileBaseName[file] <> DateString[{"Year", "Month", "Day", "T", "Hour", "Minute"}] <>

".nb"}]];

(*The distribution is plotted as an histogram. It is exported in the same directory of the circuit schematic.*)

MantExpMean = MantissaExponent[meanResult];

MantExpResult = MantissaExponent[result];

ExpMean = MantExpMean[[2]] - 1;

MantResult = result * 10^(-ExpMean);

h = LabeledHistogram[MantResult, ChartStyle → Blue], StringTemplate"× 10`a` ΔRQab,cd"[<|"a" -> -ExpMean|>], "counts",

{Bottom, Left}, RotateLabel → True;

Export[

FileNameJoin[{FileNameDrop[file], FileBaseName[file] <> DateString[{"Year", "Month", "Day", "T", "Hour", "Minute"}] <>

"_plot.png"}], h, ImageResolution → 600];

Print[h], ImageSize → 180, Background → Red, BaseStyle → {14, White, Bold},

Method → "Queued"

Figure A.6: Export of the obtained data as a histogram plot, a data file and a
Mathematica notebook.

ClearAll[file, n, m, l, , T, rQn, a, b, c, d, e, f, s, wp, tList, fileAnnotated, fileLog, rightCirculantMatrix, qheCwIdeal,

qheCcwIdeal, takeOperator, complementaryIndices, wp, i, rnSign, epsilonLim, deltaLim, epsilon, delta, result, , g,

, n, gn, err, τ, mean, standDev, h, qharsLog, δRQList, tPlot, qheType, ra, rDeltaV, rV, rapp];

(*The function below is useful for the following definitions*)

rightCirculantMatrix[l_List?VectorQ] := NestList[RotateRight, RotateRight[l], Length[l] - 1]

(*These operators define the Yi IAM matrices of an ideal QHE element (clockwise and counterclockwise)*)

qheCwIdeal[x_Integer] := rightCirculantMatrix[PadLeft[{-1, 1}, x]] /; x ≥ 2

qheCcwIdeal[x_Integer] := rightCirculantMatrix[Join[{-1}, ConstantArray[0, x - 2], {1}]] /; x ≥ 2

(* The operators below are taken from http://stackoverflow.com/a/5300892/2522705 *)

takeOperator[w_?MatrixQ, rows_List, cols_List] := w[[rows, cols]]

dropOperator[w_?MatrixQ, rows_List, cols_List] := w[[##]] & @@ complementaryIndices[w, rows, cols]

complementaryIndices[w_?MatrixQ, rows_List, cols_List] := Complement @@@ Transpose@{Range /@ Dimensions@ w, {rows, cols}}

Figure A.7: Initialization of the Mathematica notebook for the quantum Hall Kelvin
bridge analysis.

Figure A.10 shows the implementation of the solver in the Mathematica note-
book.

The indefinite admittance matrix Ȳ
Q of the network is constructed, according

to (2.14). The ratio between VD and V is calculated as

VD

V
= Vab

Vef

= Vab/Icd

Vef/Icd

= Rab,cd

Ref,cd

. (A.1)

106



A.2 – Quantum Hall Kelvin bridge analysis

Module[{fileNetlist = "",

qharsSchematic = "",

qharsList = "",

qharsNetlist = "",

qheNodes = {},

resistorNodes = {},

qharsNodes = {},

rows = 0},

Button["Load QHARS Schematic",

n = 0;

m = 0;

l = 0;

 = {};

wp = 4 MachinePrecision;

a = 0;

b = 0;

c = 0;

d = 0;

e = 0;

f = 0;

file = SystemDialogInput["FileOpen", {NotebookDirectory[], {"LTspice schematic" -> {"*.asc"}, "All files" -> {"*.*"}}},

WindowTitle → "Choose the QHARS schematic"];

If[file =!= $Canceled,

qharsSchematic = Import[file, "Text"]; (*The program imports the QHARS schematic.*)

(*The program extracts the parameters c,d (current nodes), a,b (volage nodes of VD) and e,

f (voltage nodes of V) from the schematic.*)

ToExpression[StringCases[qharsSchematic, RegularExpression["a\\s*=.+|b\\s*=.+|c\\s*=.+|d\\s*=.++|e\\s*=.+|f\\s*=."]]];

(*The program runs LTspice XVIIx64 (in both Windows or Unix OS) and imports the LTspice netlist.*)

Switch[$OperatingSystem, "Windows", RunProcess[{"XVIIx64.exe", "-netlist", file}], "Unix",

RunProcess[{"wine", "XVIIx64.exe", "-netlist", TemplateApply["`StandardOutput`", RunProcess[{"winepath", "-w", file}]] //

StringTrim}]];

fileNetlist = FileNameJoin[{FileNameDrop[file], FileBaseName[file] <> ".net"}];

qharsNetlist = Import[fileNetlist, "Text"];

(*The program extracts the list of the QHE element and resistance nodes. The type of the QHE element (CW or CCW)

is also taken into accout.*)

qharsList =

SortBy[ToExpression@StringSplit[StringReplace[StringCases[qharsNetlist, StartOfLine ~~ RegularExpression["XU[^\n]+\n"]],

{"qhecw" → "N0", "qheccw" → "N1"}], {"XU", Whitespace ~~ "N"}], First][[All, 2 ;;]];

qheType = qharsList[[All, -1]];

qheNodes = qharsList[[All, 1 ;; -2]];

resistorNodes =

SortBy[ToExpression@StringSplit[StringCases[qharsNetlist, StartOfLine ~~ RegularExpression["R[^\n]+\n"]],

{"R", Whitespace ~~ "N"}][[All, 1 ;; -2]], First][[All, 2 ;;]];

n = Dimensions[qheNodes][[1]]; (*The number of QHE elements in the QHARS.*)

m = Dimensions[qheNodes][[2]]; (*The number of the QHE element terminals.*)

l = Dimensions[resistorNodes][[1]]; (*The number of resistances in the QHARS.*)

qharsNodes = Join[qheNodes, resistorNodes]; (*The list of the QHARS nodes.*)

rows = n m + 2 l; (*The number of nodes.*)

(*The program creates the interconnection  matrix.*)

 = ConstantArray[0, {rows, Max[qharsNodes]}];

Table[[[k]][[Flatten[qharsNodes][[k]]]] = 1, {k, rows}];

Figure A.8: First portion of the converter of the application, which imports the
electrical LTspice schematic of the bridge.
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A – Mathematica notebooks

Module[{fileNetlist = "",

qharsSchematic = "",

qharsList = "",

qharsNetlist = "",

qheNodes = {},

resistorNodes = {},

qharsNodes = {},

rows = 0},

Button["Load QHARS Schematic",

n = 0;

m = 0;

l = 0;

 = {};

wp = 4 MachinePrecision;

a = 0;

b = 0;

c = 0;

d = 0;

e = 0;

f = 0;

file = SystemDialogInput["FileOpen", {NotebookDirectory[], {"LTspice schematic" -> {"*.asc"}, "All files" -> {"*.*"}}},

WindowTitle → "Choose the QHARS schematic"];

If[file =!= $Canceled,

qharsSchematic = Import[file, "Text"]; (*The program imports the QHARS schematic.*)

(*The program extracts the parameters c,d (current nodes), a,b (volage nodes of VD) and e,

f (voltage nodes of V) from the schematic.*)

ToExpression[StringCases[qharsSchematic, RegularExpression["a\\s*=.+|b\\s*=.+|c\\s*=.+|d\\s*=.++|e\\s*=.+|f\\s*=."]]];

(*The program runs LTspice XVIIx64 (in both Windows or Unix OS) and imports the LTspice netlist.*)

Switch[$OperatingSystem, "Windows", RunProcess[{"XVIIx64.exe", "-netlist", file}], "Unix",

RunProcess[{"wine", "XVIIx64.exe", "-netlist", TemplateApply["`StandardOutput`", RunProcess[{"winepath", "-w", file}]] //

StringTrim}]];

fileNetlist = FileNameJoin[{FileNameDrop[file], FileBaseName[file] <> ".net"}];

qharsNetlist = Import[fileNetlist, "Text"];

(*The program extracts the list of the QHE element and resistance nodes. The type of the QHE element (CW or CCW)

is also taken into accout.*)

qharsList =

SortBy[ToExpression@StringSplit[StringReplace[StringCases[qharsNetlist, StartOfLine ~~ RegularExpression["XU[^\n]+\n"]],

{"qhecw" → "N0", "qheccw" → "N1"}], {"XU", Whitespace ~~ "N"}], First][[All, 2 ;;]];

qheType = qharsList[[All, -1]];

qheNodes = qharsList[[All, 1 ;; -2]];

resistorNodes =

SortBy[ToExpression@StringSplit[StringCases[qharsNetlist, StartOfLine ~~ RegularExpression["R[^\n]+\n"]],

{"R", Whitespace ~~ "N"}][[All, 1 ;; -2]], First][[All, 2 ;;]];

n = Dimensions[qheNodes][[1]]; (*The number of QHE elements in the QHARS.*)

m = Dimensions[qheNodes][[2]]; (*The number of the QHE element terminals.*)

l = Dimensions[resistorNodes][[1]]; (*The number of resistances in the QHARS.*)

qharsNodes = Join[qheNodes, resistorNodes]; (*The list of the QHARS nodes.*)

rows = n m + 2 l; (*The number of nodes.*)

(*The program creates the interconnection  matrix.*)

 = ConstantArray[0, {rows, Max[qharsNodes]}];

Table[[[k]][[Flatten[qharsNodes][[k]]]] = 1, {k, rows}];

Figure A.9: Second portion of the converter of the application imports the electrical
LTspice schematic of the bridge. The parameters a, b (voltage terminals of VD),
c, d (current terminals), and e, f (voltage terminals of V ) are extracted from the
comment line of the LTspice schematic, the parameters N, M and L are derived,
and the interconnection matrix A is constructed.

i = Table[If[qheType[[i]] == 0, qheCwIdeal[m], qheCcwIdeal[m]], {i, n}]; (*The IAM matrix of the N QHE elements.*)

T = ; (*Transpose of the matrix .*)

rnSign1 = Sign[c - d] Sign[a - b] (-1)^(1 + 1 + c + d + a + b); (*The sign operator is calculated from the parameters a,b,c and d.*)

rnSign2 = Sign[c - d] Sign[e - f] (-1)^(1 + 1 + c + d + e + f); (*The sign operator is calculated from the parameters c,d,e and f.*)

(*The program creates the matrix g that identify the wire resistances.*)

g = Table[{{2 / (δ[i] t), -2 / (δ[i] t)}, {-2 / (δ[i] t), 2 / (δ[i] t)}}, {i, 1, l}];

(*The program creates the IAM  of the N QHE elements and the wire resistances. This is a block diagonal matrix

and each block represents an element of the QHARS.*)

 = DiagonalMatrix[Hold /@ Join[Table[i[[i]], {i, 1, n}], g]] // ReleaseHold // ArrayFlatten;

n = T..; (*Calculate the QHARS IAM n.*)

(*Evaluate the 4-terminal resistance corresponding to the a,b voltage nodes and c,d current nodes,

and the one corresponding to e,f voltage nodes and c,d current nodes.*)

rDeltaV = rnSign1 Series[Det[dropOperator[n, {c, d}, {a, b}]] / Det[dropOperator[n, {1}, {1}]], {t, 0, 2}];

rDeltaVs = Normal[rDeltaV] /. {t → 1};

rV = rnSign2 Series[Det[dropOperator[n, {c, d}, {e, f}]] / Det[dropOperator[n, {1}, {1}]], {t, 0, 2}];

rVs = Normal[rV] /. {t → 1};

(*Evaluate the ratio between the two 4-terminal resistances.*)

rapp = Normal[rDeltaV / rV] /. {t → 1};

], ImageSize → 180, Background → Orange, BaseStyle → {14, Bold, White},

Method → "Queued"]]

Figure A.10: Implementation of the solver in the Mathematica notebook.
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