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Summary  

Industry is progressively moving towards complex 3D architectures and using 
advanced materials and heterogeneous systems, which includes both organic and 
inorganic materials.  Obviously, the performance of such complex 3D systems is 
also determined by the 3D elemental distributions, e.g. dopant distributions, or 
chemical compositions at the nanometric scale. Thus, 3D metrology should 
provide an accurate elemental and chemical measurement solution with a 3D 
spatial resolution (both lateral and depth) down to the nanometric scale in 
accordance with the needs of the industry (e.g. down to sub nanometer scale for 
the semiconductor industry).  In this content, time-of-flight secondary ion mass 
spectrometry (ToFSIMS), grazing incidence X-ray fluorescence (GIXRF) and 
atom probe tomography (APT) are among the potential enablers to resolve such a 
3D spatial resolution. Despite the recent improvements to push ToFSIMS and 
GIXRF as the reliable 3D measurement techniques, the metrological assessment 
of such analyses has not been yet well evaluated. This is mainly due to the 
absence of the 3D reference materials and the calibration standards. On the other 
hand, APT is an inherent three-dimensional technique, which enables elemental 
identification and quantification at a near-atomic resolution. However, similar to 
the other aforementioned techniques, the metrological assessment of the APT 
analysis is also hampered due to the absence of the suitable reference materials.  

In this project, we have developed several well-characterized organic-
inorganic 3D microstructures as the potential reference material (RM) for 3D 
ToFSIMS. To prepare the 3D nanostructures with the characteristic dimensions 
below 20 nm as a test vehicle for GIXRF analysis, we exploited the self-assembly 
of di-block copolymers (DBCs) as the lithography mask.  We have also studied in 
detail the pattern transfer at sub 20 nm scale into the Si substrate. 

In order to develop a potential reference material for APT, we have studied in 
detail the different aspects of the APT analysis, including ion trajectories, field-of-
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view (FOV) and the calibration of the different reconstruction parameters. We 
have studied in detail the FOV for both hemispherical and the UV laser induced 
asymmetric tip shape. In addition, we suggested a new design for an APT 
specimen, which maximizes the FOV and allows to probe the entire specimen 
volume in APT (full tip imaging). We have proven the feasibility of full tip 
imaging both numerically (finite element analysis) and experimentally. To do so, 
a specimen preparation process was developed based on standard lithography and 
etching technique which allows to prepare multiple APT specimens in a 
repeatable fashion and with a minimized tip to tip variations in view of the tip 
radius and the shank angle. The developed full tip imaging feature can pave the 
way for the uncertainty assessment for all the reconstruction parameters and 
potentially enables a more reliable 3D data reconstruction in APT with the 
quantifiable uncertainties. In the absence of the certified reference material for 
APT, we have developed a well-characterized (i.e. traceable) B doped SiGe 
reference system (i.e. piece of wafer). Relying on this reference, the accuracy and 
the repeatability of APT analysis in view of Ge and B quantification over the 
specimen volume have been evaluated using UV and green lasers as well as in the 
different experimental conditions (electric field).  

In addition, the feasibility of APT analysis of an organic-inorganic system 
based a polyaniline (Pani) - porous silicon (PSi) nanocomposite was evaluated in 
detail. We demonstrated that such a complex system could be analyzed by APT, 
whereby the 3D compositional distribution (lateral and depth distribution) was 
identified according to the distribution of monoatomic ions. The remained 
challenges for such an analysis were addressed and a potential solution was 
proposed.
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Figure 26: Arrhenius plots for field evaporation of at three different electric 
fields (F1 > F2 > F3). The vertical axis shows the logarithmic scale of the 
evaporation rate in layer per second. The experimental data points are indicated 
by black dots on the figure. At each electric field, the data points were 
interpolated by two linear functions: Blue (tunneling regime) and red (Thermally 
activated regime). The corresponding barrier height Qb at each electric field (F1, 
F2 and F3) is also reported in the figure. The transient between thermally activated 
regime and tunneling regime can be seen at low temperature (T < 40 K) for F1 and 
F2 plots. Reproduced from the reference [100]. ..................................................... 50 
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Figure 27: Schematic representation of various combinations of electric field 
and temperature which can result in field evaporation at three different 
evaporation rates Φ1 > Φ2 > Φ3. The  Φ2 curve corresponds to a calibration 
curve of field and temperature for tungsten tip at fixed detection rate of 0.005 
[104]. The schematic view of the pulsing modes at a constant base temperature 
(Voltage pulsing) or constant DC field (Thermal pulsing) is also depicted in blue.
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Figure 28: The absorption map of Al tip in the incident laser with axial 
polarization obtained by finite difference simulation in time domain. (a) laser 
wavelength equal to 355 nm (b) laser wavelength equal to 1200 nm. (c) 
Normalized absorption density profile along the tip axis for λ=360 nm (blue), λ 
=515 nm (green), λ =800 nm (red), and λ =1200 nm (brown). In the inset, the 
zoom of absorption profiles at the apex for λ=360 nm (blue) and 515 nm (green) 
is shown. Reproduced from the reference [111]. ................................................... 55 

Figure 29: Schematic representation of photon absorption in the silicon for 
three different wavelengths. Reproduced from [113]. ........................................... 56 

Figure 30: Electron and lattice excitation and relaxation mechanism for a 
direct band-gap material, excited by the laser photons. (a) multiphoton absorption, 
(b) free-carrier absorption, (c) impact ionization, (d) carrier distribution, (e) 
carrier-carrier scattering, (f) carrier-phonon scattering, (g) radiative 
recombination, (h) Auger recombination, (i) diffusion of excited carriers, (j) 
thermal diffusion, (k) ablation and (l) resolidification or condensation. (m) The 
timescales for all the aforementioned processes involved. Reproduced from [114].
 ............................................................................................................................... 57 

Figure 31: The absorption map computed by finite-difference time domain 
simulation for a silicon tip with apex radius of 35 nm and a shank angle of 4°, 
using three difference wavelengths (a) IR at the wavelength of 1030 nm, (b) 
Green at the wavelength of 515 nm, (c) UV at the wavelength of 345 nm. The 
laser comes from top (vector k) and it is polarized parallel to the tip axis (vector 
Fopt). The unit for the colorbar is J/m3. The insets show the zoom view of the first 
450 nm (in Z direction) of the absorption maps. Reproduced from [113]. ............ 59 

Figure 32: Schematic representation of the reduction in the band-gap under 
the presence of an intense electric field within the semiconductor bulk material. 
The dotted rectangles are the schematic of the new band structure, where the new 
band-gap (𝐸𝑔𝑎𝑝′) is shown by a dotted red arrow. The required photon energy to 
be absorbed by the material in the presence and absence of the electric field is 
indicated by black and dotted red arrow. Reproduced from [82]. ......................... 60 

Figure 33: (a) Mass spectrum of 𝑆𝑖282 + peak analyzed by APT at 𝝀=650 
nm. The fast and delayed evaporation processes are indicated on the spectrum. (b) 
the conversion of the mass spectrum in time, where t=0 corresponds to the 
maximum intensity of 𝑆𝑖282 + peak. The fast evaporation mechanism (black dash 
line) is interpolated by a Gaussian function with a standard deviation of 150 ps.  
The delayed evaporation (black solid line) starts with a leading edge of about 1.5 
ns and ends with a trailing edge which takes about 3 ns. The maximum of the 
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slower process has a delay of about 3 ns respect to the fast evaporation process. 
Reproduced from [82]. ........................................................................................... 63 

Figure 34: SEM images of specimens after APT analysis using (a) UV laser 
and (c) Green laser. In (b) and (d) The numerically predicted absorption map for 
UV and green laser are shown respectively. The laser direction was from left to 
right for all the figures. Reproduced from reference [128]. ................................... 65 

Figure 35: The standard specimen preparation using FIB based technique. (a) 
deposition of a Pt capping layer over the region of interest. (b) Ion milling around 
the side of the region of interest, which is covered by Pt cap, and the successive V 
shape milling and preparation of cantilever wedge (lamella). (c) Removal of the 
lamella by in-situ micromanipulator. (d) Fine positioning of the lift-out lamella on 
top of the career micropost. (e) Welding the one side of the lamella to the career 
post using Pt deposition and cut the rest of the lamella. (f)  Welding the other side 
of V-shaped wedge.  (g) Realigning the region of interested to start the tip 
sharpening step. (h) Annular milling the chunk of material into the cylindrical 
shape. (i) Further milling with the annular pattern while the diameter of the 
pattern is progressively reduced. (k) Final cleaning step with low energy beam (2 
or 5 keV) without any pattern to reduce the tip diameter and remove the FIB 
induced damages. (m) low and (n) high magnification image of the final specimen 
for APT analysis. Reproduced from the reference [133]. ...................................... 68 

Figure 36: SEM images of a commercially available array of career 
microposts from Cameca (a) and single tungsten wire (b). ................................... 68 

Figure 37: The comparison among the extent of Ga implantation in steel 
predicted by Monte Carlo simulation (dash lines) and measured by APT (solid 
lines) for two different milling conditions (30 kV in red and 5kV in black). 
Reported from reference [83]. ............................................................................... 69 

Figure 38: An example of APT mass sepctar for C60-doped P3HT polymer, 
obtained from an APT tip prepared by dip coating (a) and FIB lift-out technique 
(b). The molecular peaks for the polymers are absent in case of FIB lift-out 
sample prep. The spectra are reported from reference [136]. ................................ 70 

Figure 39: Schematic representation of electric field direction (a) and the 
uniform charge density (b) at the surface of metallic sphere having a radius of R. 
Reproduced from reference [82]. ........................................................................... 76 

Figure 40: Local field enhancement and charge distribution for different Au 
(110) surfaces obtained from quantum calculations: (a) 1x1, (b) 1x2, and (c) 1x3 
missing-raw surface reconstruction. The positions of the ions are indicated by 
black dots and the positive and negative contours for charges are plotted in red 
and green respectively. Reproduced from reference [152]. ................................... 78 

Figure 41: (a) Distribution of electric field in the vicinity of <001> terrace for 
a specimen having a simple cubic lattice structure. The inset shows the relative 
intensity of electric field above the first terrace as a function of the distance from 
the terrace center (indicated by r). The intensity of the electric field progressively 
increases toward the terrace edge. (b) The local field enhancement factor γ, 

computed on the 3D apex surface of hemispheric metallic tip with FCC structure. 
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The γ maximizes at the edge positions of crystalline terraces. Reproduced from 
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Figure 42: Schematic representation of voltage drop along the APT specimen 
height for insulating material. At the presence of strong electric field, the band 
bending causes voltage drop in the vicinity of the apex. The ion emission 
(evaporation event) can cause career generation and the corresponding electric 
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drop along the specimen depth is shown: in the absence of ion emission and no 
laser illumination (dashed black line), in the presence of ion emission and no laser 
illumination (solid blue line), in the presence of ion emission and laser 
illumination (solid red line). Reproduced from reference [82]. ............................. 80 

Figure 43: Schematic representation of boundary condition problem and the 
system design for finite element analysis using COMSOL multi physics software 
package. To reduce the computational power, only a part of chamber volume (x = 
100 µm) is considered in our analysis, where the distribution of the electric field is 
unaffected from the choice of x. The defined boundary conditions are as the 
follows: zero-charge (in black), fixed applied potential (in red), equipotential (in 
blue) and internal axisymmetric boundary (in green). The specimen is assumed to 
be a tall cylinder having a small radius r and height of L. The actual dimension for 
the local electrode aperture and the specimen to detector distance in LEAP 5000 
APT instrument has been considered in our study. Please note that the figure is 
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Figure 44: Generated triangular mesh for the two-dimensional control volume 
described in Figure 43. A fine mesh size was employed in the vicinity of tip apex 
to capture the variation of the electric field close to the apex (inset). The tip 
diameter and height were fixed to 60 nm and 50 µm respectively. ....................... 83 

Figure 45: Finite element simulation of electric field around the APT 
specimen (diameter: 60 nm, height: 50 µm) at 1 kV applied potential. The color 
bar indicates the magnitude of the electric field in V/m.  The magnitude of electric 
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Figure 46: Validity assessment of finite element analysis (FEA) of the electric 
field at the specimen apex. (a) the expected linear trend between the magnitude of 
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has been calculated for different tip dimensions (different diameters and heights) 
as described in this reference. A good agreement between the simulated data and 
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below 1%. .............................................................................................................. 84 

Figure 47: Finite element analysis of ion trajectories and electric field lines 
for a 50 µm long nanowire with a diameter of 60 nm. The apex was uniformly 
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the release of particles in the presence of the calculated electric field, their 
trajectories towards local electrode were tracked and reported in (a). The color bar 
indicates the magnitude of the ion velocity at each stage of the flight. The inset (b) 
shows the enlarged view of the particle trajectories in the vicinity of the tip apex 
with the same color code as the main plot (a). The electric field lines, generated 
from the tip apex are also reported in (c), where the color map shows the 
magnitude of the electric field at the applied potential of 1000 V. ....................... 87 

Figure 48:  Schematic representation of point-projection model and the 
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Figure 49: (a) Detector hit map (desorption image) for pure Al after collection 
of 300,000 events. The main poles are indexed by red color on the hit map. The 
schematic representation of the image compression factor (ξ) as a function of the 
angle between the major crystallographic planes (θcrys) and the corresponding 
angle between the indexed poles on the desorption image. The figure is 
reproduced from the references [83] and [163]. .................................................... 90 

Figure 50: Relation between image compression factor (ξ) and field factor 
(kf). (a) numerically obtained trend by finite element analysis of a hemispheric tip 
shape with different shank angles (1 to 30 degrees) and specimen-to-detector 
distances (0.03 to 1.8 m) [164]. (b) Experimental observation of the relation 
between ξ and kf, extracted from different measurements on Al alloys (different 
colors codes) for a range of radius of curvatures. The expected power law is also 
indicated with a dashed line. Reproduced from reference [165]. .......................... 91 

Figure 51: Variation of the magnitude of electric field and image compression 
factor (ξ) as a function of launch angle θ (angular distance from the specimen 

axis). The analysis was obtained by finite element simulation of a truncated 
hemispheric cap with 60 nm tip radius and 10° shank angle. Reproduced from 
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Figure 52: The accuracy of radial projection with angular compression model 
versus point-projection model to describe the projection of ions and formation of 
desorption map for pure Al. The distance between the poles on the desorption map 
(D) is plotted against the crystallographic angles on the specimen (planes 
direction) in degrees. The markers are the angular distances of the poles from the 
origin of the projection, while the radial projection with angular compression 
model is plotted in dash line and point-projection in solid line. Reproduced from 
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Figure 53: Schematic representation of the correction factor to account for tip 
curvature instaed of the tangent plane. Reported from reference [83]. ................. 96 

Figure 54: Schematic representation of some common artefacts which degrade 
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Figure 55: Evolution of tip shape for a metallic multi-layer system consisting 
of species with different evaporation field. (a) Schematic representation of the 
layers. (b) to (i) evolution of tip shape for different sequences of evaporation 
obtained by finite element simulation. (j) TEM image of the specimen apex shape 
after several sequences of evaporation. Different radii of curvature have been 
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 xxiv 

reconstructed volume from the simulated data, whereby a considerable distortion 
is predicted due to the induced artefacts by trajectory aberration. (l) 3D 
reconstructed volume obtained from the APT measurement, whereby similar to 
the predicted shape the trajectory aberration caused an artefact in the 
reconstructed volume. The inset shows atomic plains in the FeCo layer. 
Reproduced from reference [172]. ....................................................................... 102 

Figure 56: (a), (b) Trajectory aberration and formation of zones with high and 
low density on the desorption map for the same multilayer system reported in the 
Figure 55. (a) The position of the dense ring on the desorption map, is assigned to 
the local dips on the tip shape. The TEM image of the tip shape is also reported. 
Each desorption map contains 10,000 events.  Reproduced from reference [83].
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Figure 57: Representation of field-of-view (FOV) in atom probe microscopy 
for Al (face centered cubic lattice). (a) Desorption image of the surface atoms 
measured in field ion microscopy. (b) 3D representation of surface atoms for FCC 
lattice of Al. FOV is depicted with orange dash line, crystallographic directions 
are indicated by green <011> and blue <002> arrays and finally zones axis are 
indicated by solid lines, following the color code of crystallographic directions. 
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Figure 58: Schematic comparison between field-of-view (FOV) and solid-
angle-of-detector for a hemispheric apex shape. The trajectory of the last ion 
within the FOV is schematically represented in red. The corresponding image 
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Figure 59: TEM images of a prepared APT specimen according to the 
developed FIB based sharpening protocol, where as a the thick amorphized shell 
was induced by the FIB damage (Ga ions) around the crystalline core of the 
specimen. (a) schematic representation of the wafer used for the preparation of the 
APT specimen. (b) TEM image of the prepared specimen using the developed 
protocol. Each material on the image is labeled based on the image contrast. (c) 
zoom view of the interface between amorphized and crystalline interface in bulk 
Si. (d) and (e) the fast Fourier transform of a part of the TEM image shown in (c), 
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for the slice of specimen from a height of 80 to 96 nm (b) and 130 to 146 nm. (d) 
The 2D Ge atomic concentration and Si density maps are plotted at the interface 
between SiGe and bulk Si, corresponding to a slice of specimen with a height 
from 170 to186 nm. The lateral position (in x direction) of the observed ring and 
its diameter are compared for different 2D maps by drawn dash line in (b) and (c). 
The APT measurement was carried out in LAWATAP tool using UV laser 
wavelength at a laser power corresponding to Si CSR of about 20 %. ............... 110 
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Figure 61: Estimation of local apex curvature from the TEM image of the 
APT specimen, which its APT measurement was stopped at SiGe/Si interface. (a) 
Calculated tangent vector at each pixel P of the apex boundary by fitting a line to 
81 pixels centered at the pixel P. (b) Identification of apex boundary on the TEM 
image of the specimen apex. (c) A zoom view of the apex border defined on the 
binary TEM image. A fitted line centered at the pixel P over 50 pixels is also 
shown in red.  (d)  High-angle annular dark-field scanning TEM (HAADF) image 
of the specimen shown in (b), where the remained SiGe at the interface is visible 
on the top most region of the specimen. .............................................................. 114 

Figure 62: TEM images of the APT specimen at different radial orientations 
respect to specimen axis: (a) The laser illuminated side (b) The shadow side. The 
direction of laser illumination has been approximately shown on the figures. (c) 
The orientation of the captured TEM images are indicated by the dash lines on the 
APT 2D density map obtained from the last 3 M detected events. The APT 
measurement was carried out in UV laser mode (Si CSR ~ 20 %) and the 
measurement was stopped at the SiGe/bulk Si interface. .................................... 117 
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measurement to the APT hit map in the corresponding direction, where the APT 
measurement was stopped at the interface between SiGe and bulk Si.  (a) A 
central slice of APT hit map for the last 300,000 detected events, where the Si+ 
ions are represented by red dots. (b) The same APT hit map shown in (a), while 
the Ge+ ions are also shown in green dots. (c) Bright-field scanning TEM image of 
the specimen after APT measurement together with high-angle annular dark-field 
scanning TEM (HAADF) image in the inset. The identification of the tip axis, 
detector center line and the interfaces are discussed in the text.  The interfaces are 
labeled as the following: Interface I: amorphized/crystalline SiGe, Interface II: 
SiGe and bulk Si and Interface III: amorphized/crystalline Si. The ion trajectories 
(Si in red and Ge in green) and the normal of the apex (in orange) are 
schematically represented at the apex for the ions evaporated from the interfaces 
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Figure 64: Schematic representation of a new APT specimen deign consist of 
a nanowire prepared on top of a cylindrical micropost. Note that the design is not 
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Figure 65: Finite element simulation of the magnitude of the electric field for 
a nanowire tip shape prepared on top of a cylindrical micropost. (a) Variation of 
the magnitude of electric field in the vicinity of tip apex depending on the 
micropost diameter and height. The applied electric potential was 1kV for all the 
simulations.  (b) Field factor kf as a function of the micropos diameter and height 
(legend value). Note that the nanowire dimension was kept constant to a diameter 
of 80 nm and height of 800 nm for all the simulations. ....................................... 124 

Figure 66: Influence of the nanowire (NW) dimension on the field 
enhancement at the tip apex as investigated by finite element analysis. (a) 
Influence of the NW diameter on kf, for a range of nanowire diameters from 40 to 
160 nm and micropost dimensions (shown in the legend), while the NW height 
was kept constant to 600 nm. (b) Influence of the NW height on kf, for a range of 
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nanowire heights (200 to 1200 nm) and micropost dimensions (shown in the 
legend), while the NW diameter was kept constant to 80 nm. In both figures, the 
calculated kf for the given range of NW dimension (diameter or height) were 
normalized to the kf obtained from the NW having (a) diameter equal to 80 nm 
with the same micropost dimension (b) NW having a height equal to 600 nm with 
the same micropost dimension. ............................................................................ 126 

Figure 67: Compression of the electric field lines created at the tip apex for 
different designs of the APT specimen. (a) The influence of the micropost 
diameter on the compression of the electric field lines is shown for two different 
diameters (D1=1 and D2=11 µm), while the post height was kept constant to 50 
µm. (b) The influence of the micropost height on the compression of the electric 
field lines for two different heights (L1=5 and L2=50µm) at a fixed post diameter 
equal to 3 µm. The nanowire height and diameter were identical for all the figures 
(diameter: 80 nm and height: 600 nm). The field lines were drawn uniformly from 
the tip apex and the magnitude of electric field is alternatively indicated by the 
color bar at 1 kV applied electric potential. ......................................................... 128 

Figure 68: Compression of the electric field lines due to the presence of a flat 
area on top of the cylindrical micropost. (a) schematic representation of the 
electric field at the tip apex, nanowire sidewalls and on the flat area of micropost. 
Distribution of the electric field lines created from the tip apex, nanowire 
sidewalls and on the flat area of the micropost was plotted for a micropost having 
a height equal to 50 µm and a diameter equal to 500 nm (a) and 11 µm (b). The 
nanowire height and diameter were identical for both figures (diameter: 80 nm 
and height: 600 nm). Note that the electric field lines were drawn uniformly from 
the specimen surface and the magnitude of electric field is alternatively indicated 
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Figure 69: Ion trajectories in between the specimen apex and the local 
electrode for the standard APT specimen (top) and the proposed specimen design 
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diameter on the compression of ion trajectories for two different micropost 
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µm. Note that the nanowire dimension is identical for all the figures (diameter: 80 
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Figure 70: Variation of field factor kf (in black) and image compression factor 
ξ (in red) as a function of the angular distance from the specimen axis (launch 

angle). The analysis was carried out by finite element simulation for a nanowire 
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having a diameter of 5 µm and a height of 20 µm. Note that the calculated ξ at 

zero angle had a relatively high error due to the propagation of the error caused in 
the calculation of the trajectory slope at the aperture position for such a straight 
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Figure 71: Image compression factor ξ calculated for different combinations 
of micropost diameter and height, which are indicated in the horizontal axis and 
the legend respectively. ξ was calculated for different micropost dimensions using 

finite element simulation of ion trajectories at 1 kV applied potential, while the 
nanowire diameter and height were kept at 80 and 600 nm respectively. ........... 134 

Figure 72: Relation between image compression factor (ξ) and field factor (kf) 
for a nanowire tip shape prepared on cylindrical micropost. ξ and kf were 
calculated for 36 different specimen dimensions by varying the micropost heights 
in a range: 5, 10, 20, 30, 40 and 50 µm and micropost diameter in a range:1, 3, 5, 
7, 9 and 11 µm. The nanowire diameter and height were kept constant to 80 and 
600 nm respectively. The finite element simulation was carried out at 1 kV 
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Figure 73: Correlation between image compression factor ξ and field factor kf 
as a function of the applied potential V for a NW tip shape on top of cylindrical 
micropost. The applied voltage was varied from 1 to 5 and 10 kV and ξ was 

calculated at 12 field factors kf corresponding to different micropost heights (5, 
10, 30 and 50 µm) and diameters (2, 5, and 11 µm), while the nanowire diameter 
and height were kept constant to 80 and 600 nm respectively. ........................... 135 

Figure 74: Influence of the nanowire dimensions on the image compression 
factor ξ plotted against the field factor kf. (a) Influence of NW diameter on ξ. The 
NW diameter was varied in a range between 40 to 160 nm, while the NW height 
was kept constant to 600 nm. The finite element simulation of the ion trajectories 
and the calculation of ξ were repeated for four different microposts having a 

height of 50 µm and diameters of 3, 5, 7 and 11 µm, corresponding to post 1 to 4 
in the legend. (b) Influence of the NW height on ξ. The NW height was varied in 

range between 200 to 1600 nm, while the NW diameter was kept constant to 80 
nm. Note that only the NW height creating a kf below 35, were reported in this 
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Figure 75: Required dimensions of the cylindrical micropost, which can create 
enough field enhancement at the NW apex and maximize the field-of-view during 
APT analysis.  This window was calculated for a NW having a diameter of 80 nm 
and height of 600 nm. The criteria for identifying the operation window were 
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Figure 76: (a) Schematic representation of the 4-inch wafer design consisting 
of 26 unit cells, shown by blue rectangles. The green rectangles are the alignment 
markers for the different lithography steps. (b) Schematic representation of a unit 
cell consisting of 8 different cells each having a fixed micropost diameter from 1 
to 11 µm. (c) The chip design consists of 16 micropost in four staggered rows. 
Each row ends to a single or double circular fiducial to facility the navigation 
among different microposts using the APT tool. ................................................. 139 

Figure 77: (a) SEM micrograph of a circular pattern of HSQ resist obtained by 
electron beam lithography (EBL). The target diameter for this pattern was 80 nm. 
(b) SEM micrograph of four different nanowires after the pattern transfer into the 
silicon (100) substrate by reactive ion etching technique. The target diameter for 
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each NW is reported on top the of the SEM image. All SEM images were taken at 
52º tilt angle using 5 kV in the immersion mode................................................. 140 

Figure 78: Preparation of a cylindrical micropost using optical lithography 
and deep reactive-ion etching (DRIE). (a) SEM micrograph of the patterned 
optical resist obtained from optical lithography process. The target diameter and 
the actual diameter of each pattern is shown in the figures. An etched micropost 
with the target diameter of 6 µm (b) and 3 µm (c) are shown. Note that due to the 
degradation of the resist at the edges of the pattern, a roughness on the micopost 
sidewalls develops and a slight reduction in the apparent micropost diameter was 
observed for tall microposts. ................................................................................ 141 

Figure 79: A final APT specimen consisting of a nanowire prepared on top of 
a cylindrical micropost with the dimensions according to the FEA. (a) Image of 
the prepared chip in the form of micro coupon consisting of 16 microposts. The 
inset shows the SEM image from the edge of the prepared chip, where the three 
microposts can be seen. (b) SEM image of one micropost with the NW prepared 
on the top.  The micropost had a diameter and a height of 5 and 35 µm 
respectively. Since the edges of the micropost were smoothened by FIB, a 
reduction in the microspost diameter (to 3 µm) on the very top part of the post is 
observed. (c) Enlarged view of the NW prepared on the top of micropost with a 
design diameter of 80 nm and height of 600 nm. The NW was cleaned by FIB to 
ensure the complete removal of the oxide resist from the top region of the NW. 
This caused a tapered shape on the first 80 nm of the NW.  All SEM images were 
taken at 52º tilt angle using 5 kV. ........................................................................ 142 

Figure 80: Laser and specimen alignment for the microcoupons with a 
nanowire tip on top of a cylindrical micropost. (a) Navigation from one micropost 
to another micropost following the standard procedure suggested by CAMECA 
for the standard micro coupons. Note that there were two missing microposts in 
the first row. (b) Alignment of 35 µm long micropost in front of local electrode. 
The laser alignment was also carried according to the standard procedure. (c) 
Difficulty in the alignment of a short micropost (14 µm long), where the local 
electrode became very close to the flat area of the micro coupon. ...................... 143 

Figure 81: The 3D reconstruction of the APT data obtained from a NW tip 
prepared on top of cylindrical micropost having a diameter of about 5 µm and 
height of 36 µm. (a) SEM image of the NW before APT measurement. Three 
different regions are highlighted on the SEM image:  Region I: the 
unreconstructed top part of NW corresponding to 1.7 M detected events before the 
auto laser alignment was completely achieved.  The height of this region was 
calculated from the SEM image. Region II and II: tapered and zero degree-shank 
angle regions of the NW corresponding to 17.3 M detected ions. The height of 
these two regions were obtained from the APT reconstructed data. (b) 3D 
reconstruction of APT data, where Si+ and Si++ ions are represented by the blue 
dots and O+ and SiO+ ions by the red dots. (c) To visualize the core central region 
of the reconstructed tip, a section cut along the y plane (with y = 0) is plotted. . 144 

Figure 82: 2D density and concentration maps plotted for a slice of the NW 
from a height of 100 nm to 150 nm (a). (b) The 2D atomic density map for all 
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Chapter 1 

1 Introduction 

The aim of this doctoral project is to develop and fabricate different 3D 
heterogeneous micro and nano structures as the potential reference materials for 
different 3D compositional/chemical analysis techniques: time-of-flight secondary 
ion mass spectrometry (ToFSIMS), Grazing incidence X-ray fluorescence 
(GIXRF) and atom probe tomography (APT). The development of the reference 
materials and calibration standards is an essential step in metrology for an 
accurate and traceable quantification and the 3D reconstruction of the measured 
volume.  

Industry is increasingly expanding the library of materials and moving 
towards advanced heteronomous systems with 3D architectures, which includes 
both inorganic materials (e.g. devices and nanolayered systems) and organic 
materials (e.g. advanced coatings and smart optical films). This is the case for a 
wide range of industries including semiconductor, steel, automotive, 3D printing 
and medical industries (e.g. pharmaceuticals and implants). For instance, the 3D 
device architecture such as SiGe based FinFETs is currently entered in the 
production at the 22 nm nodes. The next generation of devices is typically 
envisioned to include more complex 3D architectures (e.g. gate all around 
horizontal-nanowire FET) as well as the materials engineering [1]. Obviously, the 
performance of such complex 3D heterogeneous systems is also determined by 
the 3D distribution of the chemical and/or the elemental composition, e.g. dopant 
profile, at nanometric scale. The realization of such complex 3D systems/devices 
makes the 3D-metrology a crucial step in the development of the advanced 
materials and the new 3D architectures as well as for the quality control in the 
manufacturing of the final devices/products. To address this fast-growing need in 
industry, metrology should provide accurate elemental and chemical 3D 
measurements with a spatial resolution (both the lateral and the depth) down to 
the nanometric scale in accordance with the needs of the industry (e.g. down to 
sub nanometer scale for semiconductor industry).   
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Regarding the 3D chemical mapping,  time-of-flight secondary ion mass 
spectrometry (ToFSIMS) is a potential enabler for characterization of the 3D 
organic or organic-inorganic systems with a depth resolution better than 1 nm and 
a lateral resolution down to 100 nm [2],  where the other chemical mapping 
techniques e.g. X-ray photoelectron spectroscopy (XPS), typically cannot provide 
the required lateral resolution.  The extension of the ToFSIMS analysis for 
characterization of  3D micro and nanostructured systems exhibits several 
technical and metrological challenges [3]. In particular several technical 
improvements have been suggested and implemented, including the development 
of a hybrid ToFSIMS and scanning probe microscope (SPM) tool [4]. However, 
the reliability of such an analysis has not been yet metrologically evaluated 
mainly due to the absence of any 3D reference material and calibration standard 
for this technique. In Chapter 2, I will address this issue in more detail and in 
particular the preparation of the potential 3D organic-inorganic reference 
microstructures for this technique will be discussed. 

Regarding the 3D metrological in semiconductor industry, the ion based 
elemental mapping techniques such as Rutherford backscattering spectrometry 
(RBS) and secondary ion mass spectrometry (SIMS) typically do not offer the 
required spatial resolution. There are technical limitations in SIMS to further 
confine, i.e. focus/reduce, the ion beam into a smaller area and improve the lateral 
resolution [5]. Alternative, concepts such as self-focusing SIMS and 1.5D SIMS 
were introduced which enable the extraction of the composition and doping 
profile for 3D nanostructures even with the characteristic dimensions below 100 
nm [6], [7]. Although such promising techniques are shown to be capable of 
providing rich statistics on a large scale, their metrological assessments (i.e. 
accuracy) are still lacking due to the absence of a 3D reference material.  

The scanning probe microscopy (SPM)-based techniques, e.g. scanning 
spreading resistance microscopy (SSRM), are usually two-dimensional and they 
can only provide limited elemental information, e.g. carrier profiling. Although 
the extent of the SSRM analysis for the characterization of the 3D devices was 
shown to be successful [8],[5], such an analysis is still mainly limited to the 
carrier profiling.  The X-ray based techniques such as X-ray photoelectron 
spectroscopy (XPS) and X-Ray diffraction (XRD) do not provide sufficient lateral 
resolution.  The XPS is a surface sensitive technique which provides elemental 
composition and chemical information on the specimen surface. The XRD is 
typically used for the characterizing of the crystalline structure of the material.  

Grazing incidence X-ray fluorescence (GIXRF) is another analytical 
technique which is well-established for the depth profiling (1D analysis) of 
nanolayered systems. The reference-free GIXRF is currently employed for the 
traceable quantification of thin films and multi-layer systems [9]. The extension of 
this technique towards a reliable 3D characterization of irregular heterogeneous 
systems and 3D nanostructures is still under development. Obviously, such an 
improvement also requires well-characterized 3D structures.  In Chapter 2, we 
will discuss the current limitations of this technique and the preparation of the 
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potential reference structures (as a test vehicle) with the characteristic dimensions 
below 20 nm. 

Finally, transmission electron microscopy (TEM) and scanning transmission 
electron microscopy (STEM) are commonly used techniques in semiconductor 
industry for determining the layer thicknesses and some information on the 
interdiffusion profiles at the interfaces (e.g. multilayers interfaces) with sub-Å 
resolution [10]. These techniques are inherently two-dimensional, while in the 
tomography mode the 3D reconstruction can be obtained based on the several 
measurements and data fusion. The combination of STEM with energy dispersive 
X-ray spectroscopy (EDS) allows the 3D elemental mapping (mainly qualitative) 
at nanometric scale [11]. Nevertheless, the sensitivity of such techniques is 
typically not sufficient for probing the elemental composition with a concentration 
below a few percent (i.e. typical of dopants).  

In contrary to all aforementioned techniques, atom probe tomography (APT) 
is an inherent three-dimensional technique, which enables elemental identification 
and quantification at near-atomic resolution. The basic physical principle of APT 
is the controlled field evaporation and successive removal of each individual atom 
from the specimen surface. Field evaporation refers to a physical phenomenon 
which involves in the ionization, bond-breaking and finally release of the surface 
atoms from the specimen lattice in the presence of an intense electric field. The 
fundamentals of APT will be described in detail in Chapter 3.  

As the working principle of APT does not rely on the interaction between the 
electrons (e.g. TEM and EDS) or ion beam (e.g. SIMS and RBS) with the 
specimen, the sensitivity and the resolution of this technique is free from the 
fundamental limitations of such interactions.  The elemental identification with a 
sensitivity down to 10 ppm and a near-atomic spatial resolution (down to δlateral: 2-
3 Å, δdepth: 0.5 Å) has been reported for APT analysis.  In APT, each evaporated 
ion from the specimen surface is immediately accelerated towards the position 
sensitive detector. The impact position of each ion on the detector can be traced 
back to its original position on the specimen apex thus enabling to reconstruct its 
original spatial location. The elemental identification is based on time-of-flight 
mass spectrometry (ToF), using the trigger of the laser (or voltage) pulse and the 
arrival time on the detector for the calculation of time-of-flight. 

Although, the APT analysis of 3D devices such as the 3D dopant profile in a 
metal-oxide-semiconductor field effect transistor (MOSFET) [12] and the 
composition of a single SiGe Fin structure [13] were reported with the nanometric 
resolution, there are still several metrological challenges remaining for a reliable 
APT analysis in both bulk and the 3D nanostructured materials. A list of some 
major metrological challenges which currently hamper the reliability of APT 
analysis are reported as follows: 

• Lack of reference material: currently there is no available reference 
material or a calibration standard for APT analysis. This hampers the 
metrological assessments in view of the accuracy and the repeatability for 
this technique.   In addition, the absence of the reference material limits 
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the understanding of the physical mechanism underlining inaccurate 
quantifications for some compounds, e.g. quantification depending on the 
electric field, as the reference value is not well identified. Thus, such 
studies typically rely on other complementary techniques, e.g. SIMS and 
RBS, which might not be necessary a traceable measurement and makes 
such an analysis even more challenging. 

• Limited field-of-view (FOV) and its determination: in every APT 
measurement only a limited region of specimen volume can be probed and 
the rest of the specimen volume simply remains undetected. The probed 
region is typically referred as the FOV. Since, the FOV is an unknown 
parameter during the APT measurement, it acts as an additional unknown 
parameter during the reconstruction making the data reconstruction more 
complex. In addition, the FOV for non-hemispherical tip shapes, e.g. UV 
laser induced asymmetric tip shape, is not yet well understood as the 
reconstruction protocols are only designed for ideal hemispherical tip 
shapes and they are unable to accurately determine the FOV for non-
hemispherical tip shapes. 

• Calibration of the reconstruction parameters: the reconstruction of the 
original positions of the atoms in the specimen volume based on the 
detected events during the APT measurement, is referred to as the data 
reconstruction, which is typically performed according to standard 
reconstruction protocols, e.g. Bas protocol [14]. As the result, the 
reliability of the reconstructed volume (even for an ideal hemispheric tip 
shape) relies on the degree of knowledge on the reconstruction parameters, 
e.g. detection efficiency and image compression factor, these parameters 
have to be identified prior or during the data reconstruction. However, 
currently there is no traceable method to calibrate the reconstruction 
parameters, thus even for an ideal hemispherical tip shape the 
reconstruction does not have any metrological traceability and apparently 
no uncertainty can be associated to such a reconstructed volume.  

• APT analysis of organic and organic-inorganic systems: by the invention 
of the laser-assisted APT, analysis of non-metallic specimens became 
possible in APT. However, the extent of such an analysis on polymers and 
organic molecules is not yet well studied. In particular, even the technical 
challenges for such an analysis were not yet well addressed. 

In this thesis, we will try to address and potentially resolve some of the 
aforementioned limitations in the APT analysis with the focus on the development 
of a potential reference material for APT which has a maximum FOV (full tip 
imaging). The motivation for this attempt is that the full tip imaging feature (FOV 
equal to the tip size) allows a potential route for an accurate self-calibration of all 
the reconstruction parameters with the quantifiable uncertainties. Thus, such a 
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methodology can pave the way towards an accurate compositional analysis as 
well as a more reliable 3D data reconstruction in APT with the quantifiable 
uncertainties.   

In Chapter 2, I will describe the preparation of the potential reference organic-
inorganic microstructures for 3D ToFSIMS as well as the inorganic 3D 
nanostructures for GIXRF. In Chapter 3, the fundamentals of APT analysis, field 
evaporation process and the laser-tip interaction will be described in detail. In 
Chapter 4, I will first discuss the electric field distribution around the APT 
specimen (both in the near and the far field), ion trajectories and the 
corresponding FOV for a hemispherical tip shape. Then the FOV for the UV-
induced asymmetric tip shape will be experimentally evaluated. A new APT 
specimen design which can maximize the FOV (full tip imaging) in APT analysis 
will be suggested and its performance and the optimum dimensional parameters 
will be evaluated according to the finite element analysis of the electric field lines 
and the ion trajectories. Finally, the feasibility of full-tip-imaging in APT, 
following our proposed specimen design, will be experimentally demonstrated. To 
do so, we will discuss a new specimen preparation process, based on standard 
lithography and etching technique, which allows to prepare multiple APT 
specimens in a reproducible fashion and with a minimized tip to tip variations in 
view of the tip radius and the shank angle. In Chapter 5, we will experimentally 
evaluate the laser tip interaction in APT analysis with UV and green laser light. In 
particular, the local distribution of the electric field across the specimen diameter 
and its variation along the analysis depth for different experimental conditions 
will be discussed. Relying on a well-characterized B doped SiGe reference 
system, the accuracy of the APT analysis with UV and green laser light will be 
evaluated for different experimental conditions (electric field) and the optimum 
condition will be identified. Finally, the repeatability of APT analysis in view of 
the Ge and B quantification will be assessed. In Chapter 6, the state-of-the-art 
APT analysis of organics material will be described in detail. We will discuss the 
feasibility of APT analysis of an organic-inorganic system (polyaniline-porous 
silicon nanocomposite). The possible fragmentation and dissociation of the 
molecular structure in our APT measurement will be discussed and the remained 
challenges for such an analysis will be addressed.  
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Chapter 2 

2 Preparation of 3D 
organic/inorganic micro and nano 
structures for 3D ToFSIMS and 
GIXRF 

Industry is progressively moving towards complex 3D architectures 
composed of advanced materials and heterogeneous systems, which include both 
organic materials (e.g. advanced coatings) and inorganic materials (e.g. devices 
and nanolayered systems). Such 3D architectures are currently utilized in several 
industries such as semiconductor, 3D printing and medical industries (e.g. 
pharmaceutical industry). Obviously, the performance of such complex 3D 
systems is also determined by the 3D elemental distributions, e.g. dopant 
distributions, or chemical compositions at the nanometric scale. Thus, 3D 
metrology should address the need of the industry for an accurate measurement of 
the 3D elemental distributions or chemical compositions with a 3D spatial 
resolution (both lateral and depth) down to the nanometric scale.   

The development of different 3D chemical/ compositional analysis techniques 
at such a high spatial resolution has been the topic of several studies [5], [15]. In 
this content, time-of-flight secondary ion mass spectrometry (ToFSIMS), grazing 
incidence X-ray fluorescence (GIXRF) and atom probe tomography (APT) are 
among the potential enablers to resolve the 3D spatial resolution at the nanometric 
scale. The metrological evaluation of the APT analysis in view of accuracy and 
the repeatability of the compositional analysis and the reconstructed volume will 
be discussed in detail in the next chapters.  

ToFSIMS is a well-established technique for chemical/elemental mapping 
(two-dimensional analysis) as well as depth profiling (one-dimensional) of 
different organic and inorganic materials and nanolayered systems, whereby it is 
widely employed in both industrial and research laboratories for such a purpose. 
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However, the extension of such an analysis to 3D micro and nanostructured 
systems exhibits several technical and metrological challenges [3]. Several 
technical improvements have been suggested and implemented to push ToFSIMS 
as a reliable 3D analysis technique for the industrial applications, including the 
development of a hybrid ToFSIMS and scanning probe microscope (SPM) tool 
[4]. Despite the remarkable improvements in this area, the reliability of such an 
analysis has not been yet metrologically evaluated in view of accuracy and 
repeatability of the 3D reconstructed volume. This is mainly due to the absence of 
the 3D reference structures and calibration standards for this technique.  

Similarly, reference-free GIXRF is also a well-established technique for the 
traceable quantification and depth profiling of thin films and multi-layer systems 
[9]. The extension of this technique to 3D analysis of irregular heterogeneous 
systems and nanostructures is still under development. Obviously, such an 
improvement also requires the well-characterized 3D nanostructures as a 
reference sample to evaluate different aspects of such a complex analysis. 
Therefore, the absence of the 3D reference materials and the calibration standards 
is currently limiting the integration/development of the available 3D 
compositional/chemical analysis techniques as the reliable and traceable 
metrological tools. In addition, it hampers further improvements in different 
aspects of such an analysis, including the development of the reliable protocols 
and the practice guides. 

In order to address this need, in this project we have developed a range of 
well-characterized potential 3D reference structures with the ordering and the 
characteristic dimensions resembling those exploited in the industrial applications. 
In particular, these 3D reference structures consist of different constitutes having 
well-defined compositions and well-defined morphologies with different 
characteristic dimensions ranging from 50 µm down to sub 20 nm.  

The preparation and the traceable characterization of organic-inorganic 3D 
reference structures for 3D ToFSIMS will be discussed in Section 2.1. In addition, 
the preliminary ToFSIMS analysis on these developed reference structures will be 
briefly reported in Section 2.1.4. In Section 2.2, the preparation and the 
characterization of different 3D heterogeneous nanostructures with characteristic 
dimensions ranging from some hundreds of nanometers down to sub 20 nm will 
be discussed in detail. The application of such 3D nanostructures as the test 
vehicle for 3D compositional analysis in GIXRF will be also reported in Section 
2.2.4. Please note that a part of the work described in this chapter has been 
previously published [16] and [17]. 

 

2.1 Preparation of reference 3D microstructures for 3D 
ToFSIMS 

Before the detailed discussion on the preparation of different 3D reference 
structures for 3D ToFSIMS, the fundamentals of this technique will be first 
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briefly described in this section. In particular, we will briefly describe the state-of-
the-art 3D analysis in ToFSIMS and metrological issues remaining for such an 
analysis. Then the design, preparation and the traceable characterization of the 
developed 3D reference structures will be discussed in the next sections. 

2.1.1 Fundamentals of 3D ToFSIMS 

Time-of-Flight secondary ion mass spectrometry (ToFSIMS) is a highly 
surface-sensitive analytical technique, which can provide surface spectroscopy 
(i.e. composition and molecular information from the surface), surface imaging 
and chemical mapping, depth profiling (e.g. thin layers and interfaces) and 
possibly 3D analysis of a region of the specimen volume. The schematic 
representation of the different operation modes is shown in Figure 1. 

In this technique, the solid surface is bombarded by a pulsed primary ion 
beam (e.g. Cs, Ar, and Bin, where n=1…7) having an energy typically in a range 
between 1 to 30 keV. The particle energy is then transferred to the atoms of the 
solid by the so-called "billiard-ball-type" collisions. As a result, a cascade of 
colliding atoms is created within the solid in the vicinity of the initial impact. 
Some of these propagating collisions return to the surface and result in the 
emission of particles which can be atoms or atomic clusters [18]. The atoms or 
clusters which become ionized during the course of their escape from the solid 
surface, are called secondary ions.  These ionized particles are accelerated towards 
the flight tube and their mass-to-charge-ratios are determined by the time-of-flight 
mass spectrometry.  

 
Figure 1: Schematic representation of four operational modes in ToFSIMS: (a) Surface spectroscopy (b) 

Surface imaging (c) depth profiling (d) 3D analysis. Reproduced from [4]. 

To do surface analysis, typically a low energy primary beam is employed 
such that secondary particles are only created from the topmost (or two) atomic 
layers. Such a soft interaction allows large and non-volatile molecules to escape 
from the surface with a minimum degree of fragmentation. In particular, the use 
of heavy ion species such as Bi, Au or their clusters Aun, Bin (n=1…7) can result 

spectrum image

Depth profile

spectrum

3D render
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in a significant improvement in the sensitivity for molecular ions and a drastic 
reduction in the fragmentation of the polymer structures [18].  The time-of-flight 
mass spectrometry of the secondary ions identifies the detailed molecular 
fragments and the elemental composition of the specimen surface with a mass 
resolution up to 12,000 [4].  

Surface imaging is possible by focusing the pulsed ion beam into a small spot 
and rastering it over the specimen surface. Such an analysis mode can determine 
the lateral distribution of different molecules/elements on the specimen surface.  
A lateral resolution down to the sub-100 nm [2]  and 60 nm [4] was achieved by 
ToFSIMS, which is mainly determined by the primary pulsed beam and its focus 
condition. 

For depth profiling, modern instruments use a combination of two separate 
ion beams whereby one ion beam sputters the crater and the other pulsed beam 
progressively analyzes the bottom of the crater in an automated switching mode 
between the erosion and the analyzing, referred to as " dual beam depth profiling". 
This allows an accurate depth profiling of inorganic and organic films, and 
nanolayers. Under optimized operational conditions, the sputter beam erodes the 
surface at high current and low energy, whereby the process does not alter (or as 
little as possible) the surface under analysis. This is a crucial criterion for organic 
materials, which tend to decompose easily during the sputtering process which 
results in the loss of some detailed information regarding the chemical structure of 
the surface molecules. ToFSIMS is currently a well-established technique for 
depth profiling of both organic and inorganic materials and nanolayered systems, 
whereby different metrological aspects (e.g. accuracy and repeatability) of such an 
analysis has been evaluated [19]. This is supported by a range of available 
reference materials and the calibration standards for both organic and inorganic 
films and multi-layer systems by NPL [20],[21] and NIST [22].  

Finally, the qualitative 3D visualization of the specimen structure and its 
chemical distribution can be obtained by combining the spectral and depth 
information, whereby the 3D image is retrieved by stacking the 2D images 
obtained during the subsequent sputtering steps [15].  The qualitative 3D imaging 
for planar structures (e.g. multilayer systems) is a well-established technique. 
However, the 3D imaging of 3D structures exhibiting strong topography and/or 
considerable differences in the sputter yields over the specimen volume (e.g. 
mixed organic-inorganic systems) is typically challenging and different 
corrections are required [23],[24].  

In order to overcome the aforementioned limitations, a hybrid ToFSIMS and 
scanning probe microscopy (SPM) was developed by IONTOF (TOFSIMS V). 
Such a hybrid measurement setup allows in-situ SPM measurement and ToFSIMS 
analysis by transferring the sample stage back and forth. The measured surface 
topography (by SPM) at different analysis depths can be combined with the 
ToFSIMS depth profile (iteratively) to compensate for the topography 
modulations developed due to the differences in sputter yields of different 
constituents [23]. Hence, this hybrid instrument allows corrections for the 
reconstruction artefacts created due to all topography modulations, as caused by 
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the differences in the sputter yields, and/or by the original 3D topography of the 
structured specimens. As a result, the 3D reconstruction of complex 3D structured 
specimens composed of a mixture of organic and organic-inorganic constituents 
can be also realized in this configuration [25].  

However, as a recently developed methodology, different metrological 
aspects of such a complex data fusion, chemical data (by ToFSIMS) and 
topography (by SPM), have not been yet well explored.  In particular, several 
challenges still remain to metrologically assess the performance of such a 
complex analysis, in view of the accuracy and repeatability of the reconstructed 
volume. The absence of a 3D reference material is among the main limitations 
preventing such a metrological evaluation. This also hampers further 
improvements in the data fusion step and finally the development of the reliable 
reconstruction protocols for an accurate and traceable 3D imaging in ToFSIMS.  

To address this need, in this project we have developed several well-
characterized 3D organic-inorganic microstructures which can potentially be used 
as a reference material for 3D imaging in ToFSIMS. These 3D reference 
structures consist of constituents with well-defined compositions/chemistries 
(irganox, polystyrene and silicon) in well-defined 3D morphology such as a cubic 
shape repeated over a large area. The design, preparation and the characterization 
of such 3D structures are described in the following sections.  

2.1.2 Design and fabrication 

The design for the 3D reference structures in our study was in line with the 
application, metrological needs and the current limitations of 3D ToFSIMS. As 
discussed in the previous section, the hybrid ToFSIMS-SPM instrument was 
developed to overcome the challenges in the 3D analysis of irregular systems and 
3D structures exhibiting strong topography and/or strong differences in the sputter 
yields of different constituents. However, the metrological aspects of such an 
analysis still needs to be developed.  

To support this methodology, the design of the reference structures in our 
study was in the form of 3D microstructures (strong topography) composed of 
organic-inorganic constituents (strong differences in the sputter yields). 

A double layered organic system (irganox and polystyrene) confined in a 
cubic shaped structure within the inorganic 3D microstructures (Si template) was 
selected as design shape in this project. In particular, the 3D Si template was 
designed in three model-systems consisting of square cross-section holes having 
different in-plane dimensions (50×50, 30×30 and 5×5 m2) and a fixed depth 
increment of 2.3 m, repeated over an area about 0.6×1 mm2. The design of these 
three model-systems is shown in Figure 2 and Table 1. The realization of the 3D 
organic-inorganic heterogeneous microstructures was achieved by the deposition 
of the organic layers. Such a configuration allows the use of the planar organic 
layers, far from the microstructures area, as a reference for the calibration of the 
sputter yields and the chemical information. Thus, the well-defined 
chemistry/composition criterion for the preparation of the 3D reference structure 
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can be assessed by a ToFSIMS measurement on the planar organic layers on the 
same sample.  

Table 1: Design for the inorganic template (Si microstructure) in three model-systems.  

 Model #1 #2 #3 

 Template material Si Si Si 
 Sample Dimension [cm2] 1.5 × 1.5 1.5 × 1.5 1.5 × 1.5 
 Structured area [mm2] ~ 0.6 ×1 ~ 0.6 × 1 ~ 0.6 × 1 
 Square dimension [μm 2] 50 × 50 30 × 30 5 × 5 
 Pitch [μm] 50 30 5 
 Depth [μm] 2.3 2.3 2.3 

 

 
Figure 2:  Template design for the reference structures in three model-systems. The image at the bottom 

schematically represents the cross-section for one of the above square shape unit cells after the deposing of 
the organic layers 

The inorganic templates were prepared in the Si substrate according to the 
standard lithography and etch process. In particular optical lithography was used 
to pattern a Si (100) substrate and the successive pattern transfer was carried out 
by deep reactive-ion etching (DRIE). The recipe for the etch process is reported in 
Appendix A. 

The microstructured Si templates were then filled with polystyrene (10300 
g/mol) by spin coating (30s at 2000 rpm) of the toluene solution at the 
concentration of 150.0 mg/ml. The successive irganox1010 layer was deposited 
by the evaporation at NPL. The latter was the planar reference material for 
ToFSIMS developed by NPL [21]. The SEM images of the bare templates and the 
filled 3D structure is shown in Figure 3. As previously discussed, the preparation 
of both planar and 3D structured organic-inorganic systems on the same specimen 
allows the use of the planar structure as the reference for the calibration of sputter 
yields and the chemical information. In addition, irganox1010 (NPL planar 
reference for ToFSIMS [21]) was used to fill the 3D microstructures in our study, 

Model&1:&

Unit&cell&=&50&x&50&&µm2

Pitch&=&50&µm

Model&2:&

Unit&cell&=&30&x&30&&µm2

Pitch&=&30&µm

Model&3:&
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Unit cell = 50 x 50 µm2
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Pitch= 5 µm
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which allows to assess the well-defined chemistry criterion for the preparation of 
the potential reference structure for 3D ToFSIMS. 

In the next section the traceable dimensional characterization of the inorganic 
templates together with the morphological characterization of the organic layers 
will be discussed in detail. 

 
Figure 3: SEM micrographs of the microstructured Si templates prepared according to the designed 

model-systems (on top).  The SEM cross-section image for one of the 3D microstructures (model 3), filled 
with polystyrene and irganox. 

2.1.3 Traceable dimensional characterization 

A discussed in the previous section, a potential calibration sample for 3D 
ToFSIMS, has to be well characterized in terms of its chemistry/composition as 
well as in terms of its morphology and dimensions. The well-defined chemistry 
criterion for the preparation of the potential calibration sample for 3D ToFSIMS, 
has been discussed in the previous section. In this section, we will discuss the 
morphological characterization of both inorganic and organic 3D structures.  

The traceable dimensional characterization of the Si templates has been 
carried out with a calibrated optical profilometer at the department of INRIM 
(NMI of Italy). In particular, we have measured the average area and depth for the 
square shaped holes and their associated uncertainties. The traceable results of 
these measurements for all three developed model systems are shown in Table 2 
and the issued certificate is reported in Appendix A. 
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Table 2: Traceable dimensional characterization of structured Si templates using a calibrated optical 
profilometer. 

Parameter 
Model 1 Model 2 Model 3 

mean uncertainty U mean U mean U 

Average unit cell area [µm2] 2636 53 972 29 32,1 2,5 

Average depth [µm] 2,371 0,042 2,353 0,033 - - 

Depth of the top trench [µm] - - - - 2,338 0,011 

Depth of the bottom trench [µm] - - - - 2,331 0,011 

 
We did a similar morphological analysis after the deposition of each organic 

layer (polystyrene and irganox). In particular, the relative depth of the 3D 
microstructures formed after the deposition of each layer was measured with the 
optical profilometer (see Figure 4) and the average value is reported in Table 3. 
Please note that the uncertainty assessment for depth measurement of the 
structured polystyrene and irganox layers is not available at the moment due to the 
lack of the proper length standard and the established protocols.   

 

 
Figure 4: Morphological characterization of the 3D microstructures after the deposition of each organic 

layer (polystyrene and irganox). The measurements were carried out by the optical profilometer. 
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Table 3: Average relative depth, measured after the deposition of each organic layer (polystyrene and 
irganox). The measurements were carried out by the optical profilometer. 

 
Model 1 

50 × 50 µm 
Model 2 

30 × 30 µm 
Model 3 
5 × 5 µm 

Schematic 
representation 

Average depth for 3D microstructured 
Si [µm] 

2.371 2.353 2.335 
 

Average relative depth of 3D 
microstructures after the deposition of 
polystyrene [µm] 

1.5 2.5 2.5 
 

Average relative depth of 3D 
microstructures after the deposition 
polystyrene + irganox [µm] 

1.5 2.5 2.5 
 

 

2.1.4 Preliminary 3D ToF-SIMS analysis 

The preliminary ToFSIMS analyses were carried out at IMEC using 
ToFSIMS V equipped with the in-situ SPM. In this document, the preliminary 
results reported by the ToFSIMS group of IMEC will be briefly described. Please 
note that the reported results in this section were not part of this PhD work. 

As discussed in Section 2.1.2, the reference structures in this project were 
designed to have both planar organic layers and the 3D structured organic-
inorganic systems on the same specimen. This allows the use of the planar 
structure as the reference for the calibration of sputter yields and the chemical 
information. To determine the sputter yields of the different organic layers 
(polystyrene and irganox), a depth profile was acquired on the reference planar 
layer surrounding the 3D microstructures. The measurement conditions and the 
obtained profile are shown in Figure 5. In order to calculate the sputter yields, the 
crater depth was measured (by in-situ SPM) in each organic layer along the 
analysis depth at the positions indicated by the arrows in Figure 5. The calculated 
sputter yields based on the measured crater depths, for irganox and polystyrene 
are reported in Table 4. The obtained values showed a good agreement with the 
reported sputter yields for the same polymers in the literature (references in Table 
4). 
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Figure 5: Depth profile for the reference planar organic layers. The molecular fragments of the 
irganox1010 (C15H23O+, C56H83O9+) and polystyrene (C7H7+, C15H13+) are labeled in blue and green color 
respectively. The Si signal is shown in red color. Reported by the ToFSIMS group of IMEC. 

 

Table 4: Extraction of sputter yields from the planar reference organic layers. The measured crater 
depths were used to estimate the sputter yields with the reported standard deviations (S). The obtained results 
are in good agreement with the reported values in literature (see the last column). Measurement conditions 
were: 10keV Ar+5000 sputter beam (0.4 nA). Reported by the ToFSIMS group of IMEC. 

Layer 
Thickness 

[nm] 
S 

[nm] 
Sputter yield 

[nm3/PI] 
S 

[nm3/PI] 

Sputter yield  
in literature 

[nm3/PI] 

Irganox1010 712.77 2.18 73.2 0.02 71.5 (1) 

Polystyrene 
(17kDa) 170.22 5 34.5 0.1 34.6 (2) 

Si <1nm - <0.003 - - 

(1) Niehuis et al., Surf. Interface Anal. 2013, 45, 158−162. 
(2) Cristaudo et al., Surf. Interface Anal. 2014, 46, 79–82.  
 
The ToFSIMS measurement on the 3D structured systems was carried out 

with the same measurement conditions as the reference planar layers. The 
obtained depth profile for the model 3 (5 × 5 µm2) is shown in Figure 6. Due to 
the differences in the thickness of the organic layers at the bottom and top of the 
Si structures, the obtained depth profile from the 3D microstructures are complex 
and the slopes of the rising and leading edges at the interfaces are large. 
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Figure 6: Depth profile obtained from 3D microstructured organic-inorganics systems from model 3 (5 

× 5 µm2). The molecular fragments of the irganox1010 (C15H23O+, C56H83O9+) and polystyrene (C7H7+, 
C15H13+) are labeled in blue and green color respectively. The Si signal is shown in red color. Reported by the 
ToFSIMS group of IMEC. 

The chemical maps and corresponding SPM images (both topography and 
phase) were taken at four different analysis depths: in irganox, interface between 
irganox/polystyrene, interface between polystyrene/Si and at the end of the 
analysis. The comparison among the different maps is shown in Error! 
Reference source not found.. As can be seen in Figure 7, the sequences of the 
chemical maps and the SPM images can partially reassemble the actual 3D 
structure of the 3D organic-inorganic system for the model 3 (5 × 5 µm2). In 
particular, the calculated sputter yields and the SPM measurements were used as a 
model to manually estimate the thickness of each layer (irganox and polystyrene) 
at the top and bottom of the Si structures. The extracted layer thicknesses for this 
model is shown in Figure 8, which was found to be in good agreement with the 
organic layer thickness measured by SEM from the FIB cross-section (see Figure 
8). 
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Figure 7: Chemical maps obtain from ToFSIMS (first row) at different analysis depth (see the main 

text). The molecular fragments of the irganox and polystyrene are indicated in blue and green color 
respectively, while the Si signal is shown in red color.  The corresponding SPM images, topography (second 
row) and phase (third row) are also shown below the chemical images. Reported by the ToFSIMS group of 
IMEC. 

 

Figure 8: The comparison between the estimated layer thickness obtained from ToFSIMS measurement 
according to the sputter yields (irganox and polystyrene) and the SEM cross-section image of the same 
specimen model 3 (5 x5 µm2 structures). Reported by the ToFSIMS group of IMEC 

Finally, the preliminary 3D reconstructed volume obtained from the 
combination of chemical maps and the topography information (from SPM), is 
shown in Figure 9. The 3D reconstructed volume for the top organic layers 
(region between the holes) shows a good agreement with the original structure of 
the sample, while the 3D reconstructed volume for the irganox at the bottom of 
holes drifts gradually towards a conical shape. Further analysis of other model 
systems is required to understand better and evaluate the data reconstruction. 
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Figure 9: 3D reconstructed volume for the developed 3D structure in model 3 (5 × 5 µm2), according to 

the combination of the chemical maps (from ToFSIMS) and the topography (from SPM). Reported by the 
ToFSIMS group of IMEC. 

2.2 Preparation of 3D nanostructures for GIXRF 

In this section, we will briefly describe the fundamentals of GIXRF and the 
current state-of-the-art analysis of 3D structures in this technique. In particular, 
we will discuss the current limitations and the metrological challenges remaining 
for the analysis of 3D structures with GIXRF. Then, the preparation of the 3D 
nanostructures with feature sizes ranging from some hundreds of nanometers 
down to sub 20 nm will be discussed in detail. 

2.2.1 Fundamentals of GIXRF 

Grazing incidence X-ray fluorescence (GIXRF) is a non-destructive analytical 
technique, which is currently well-established for the quantification of mass 
depositions, elemental depth profiling of nanolayered materials and the analysis of 
the interfaces. We will first briefly describe the fundamentals of X-ray 
fluorescence (XRF) and then the quantification and depth profiling in GIXRF.   

X-ray fluorescence (XRF) analysis is based on the analysis of the emitted X-
rays fluorescence resulting from an ionized atom as the result of the interaction of 
a highly energetic electromagnetic radiation with the specimen surface. These 
emitted X-rays have specific characteristic (fluorescence) energies corresponding 
to the ionized elements,  while their intensity is proportional to the strength of the 
ionizing source as well as the elemental concentration [26]. These element-
specific X-rays are emitted as the result of the electron transition events. The 
physical process underlying the emitted X-rays fluorescence is discussed as 
follows.  

For a stable atom, the electrons occupy discrete energy levels (K, L1, L2, L3, 
M1, …), which are ordered according to their decrease in the binding energy. The 

binding energy is defined as the energy required to remove an electron from a 
given orbit. By the interaction of electromagnetic radiation with the atoms, the 
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ionization can occur depending on the energy of the incident radiation. In 
particular, to eject an electron from the ith shell of a specific atom, the photon 
energy must be greater than (or equal) the electron binding energy of the 
corresponding shell, which is tabulated for different elements in the textbooks 
[26]. The ionization is referred to as a process whereby an electron is ejected from 
the inner orbital of an atom leaving a vacancy behind. This vacancy is then filled 
by an electron from the outer orbitals (relaxation). Such a transition corresponds 
to an energy loss equal to the differences between the binding energies of the two 
states, which may appear as an X-ray emission (will be discussed in the next 
paragraph). Each X-ray transition has a certain probability, while the K-to-L3 
transition (k𝛼1) is known to be the most probable transition [26]. 

The X-ray emission is not the only electron relaxation mechanism and the 
Auger effect is the other competing relaxation mechanism for an ionized atom. 
The fluorescence yield 𝜔𝑖 is then defined as the ratio of the number of emitted X-
rays to the total number of ionizations events, which can be approximated as [27]:  

 

 𝜔𝑖 = 𝑍
4 (𝐴𝑖 + 𝑍

4)⁄  2.1 

where Z is the atomic number and Ai is a constant approximately equal to 106 and 
108 for K and L shell respectively. Thus, the fluorescence yield increases (for a 
given i) with the atomic number and it becomes greater than 95% for the K shell 
X-rays of atomic number > 78. 

On the other hand, the fraction of the incident photons Fp (from the radiation 
source) which can interact with the electrons of a specific element is given by 
[26]:  

 𝐹𝑃 =  1 − exp(−𝜇𝜌𝑥) 2.2 

where 𝜇 is the mass attenuation coefficient, 𝜌 and x are density and the thickness 
of the sample respectively. The mass attenuation coefficient varies as a function 
of incident photon energy, whereby it drops significantly for the incident photon 
energies below the binding energy of the specific electron states (referred to as the 
absorption edge). Finally, for a surface illuminated by an X-ray beam, the incident 
beam interferes with the reflected beam, leading to the formation of the X-ray 
standing wave (XSW) field above the specimen surface.  This XSW field can 
strongly modify the excitation intensity in the vicinity of the specimen surface. 
The characteristics of the XSW field, e.g. intensity distribution and wavelength, 
strongly depend on the incident photon energy and the incident angle [28]. In 
particular, the intensity distribution of XSW can strongly enhance the emitted 
fluorescence intensity for those atoms inside the XSW and reduce the contribution 
of others. In the conventional XRF measurement, the X-ray beam has typically an 
incident angle of 45º which results in the emitted fluorescence X-ray from the 
specimen depth (up to a few micrometer) [26]. Thus, one can identify the 
elemental compositions in this region of the specimen. This non-destructive 
analytical technique can be used for both qualitative and quantitative analysis of 
the material composition. 
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In contrast to the conventional XRF, the total-reflection XRF (TXRF) is a 
surface elemental analysis technique, which typically is used to measure the 
contaminations and impurities on the specimen surface. In TXRF the incident 
angle between the X-ray beam and the specimen surface is below the critical 
angle 𝜃𝑐𝑟𝑖𝑡 (will be defined later) for the total external reflection (typically at 70% 
of 𝜃𝑐𝑟𝑖𝑡). This results in a small penetration depth (a few nanometers) and the 
reflection of the majority of exciting photons at the surface. In particular, since the 
refractive indexes of all materials in the X-ray wavelength range are smaller than 
one, the incident beam is totally reflected for the incident angles smaller than a 
critical angle 𝜃𝑐𝑟𝑖𝑡 [29]. This critical angle depends on both material parameters 
(e.g. atomic number and the atomic density) and the photon energy [30].  

In the grazing incidence XRF (GIXRF), the incident angle between the X-ray 
beam and the specimen surface is varied around the critical angle 𝜃𝑐𝑟𝑖𝑡 (typically 
from 0º to 35º). This angular scan enables depth profiling of the mass deposition 
along the specimen depth [31]. For instance, the fluorescence signals of the 
nanolayers show different angular dependencies, which allow their accurate 
elemental depth profiling by GIXRF [31]. In addition, GIXRF gains from the 
enhancement of the emitted fluorescence intensity caused by the XSWs in view of 
signal level. The quantification and depth profiling in GIXRF are described as 
follows. 

 
Quantification in GIXRF 
 
The quantification in the standard XRF relies on an appropriate reference 

material (i.e. calibration standard) that has an elemental matrix as similar as 
possible to that of the specimen, to compensate for the unknown instrumental 
parameters as well as the atomic fundamental parameters [32]. Besides the limited 
availability of reference materials as compared to the rapidly growing material 
libraries, the potential differences in the spatial elemental matrix may cause the 
inaccuracy in such an analysis. 

Vice versa, the reference-free XRF spectrometry relies on radiometrically 
calibrated instrumentation and the knowledge of the atomic fundamental 
parameters [32], whereby the uncertainty (both type A and B) of the 
quantification can be calculated according to the available analytical expressions 
and the known uncertainties. The quantification in reference-free GIXRF is 
performed according to the Sherman equation [33], which correlates the mass 
deposition per unit area of an element i to the measured fluorescence intensities 
for that element. The detailed description of such an analysis can be found in 
reference [34]. 

The high sensitivity of GIXRF for the determination of mass deposition and 
elemental composition even at very low content, combined with its traceable 
quantification in reference-free methodology, makes the reference-free GIXRF a 
promising technique for the calibration and assessment of the reference materials 
for other analytical techniques. 
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Depth profiling in GIXRF for planar structures 
 
The angular scan of the incident beam with respect to the specimen surface 

allows the depth profiling of the elemental composition by GIXRF, whereby the 
analysis depth can vary from a few nanometers down to hundreds of nanometers 
[32]. Since the intensity of the fluorescence emission, at a given incident angle, is 
determined by the XSW field, the in-depth variation of the XSW field intensity is 
used as a sensor to probe the elemental depth profiling. The XSW field intensity 
(for a given incident angle and beam energy) depends on the material structure 
and the optical constants of the material [28]. Therefore, to improve the reliability 
of  GIXRF analysis, the X-ray reflectometry (XRR) measurement is typically 
carried out simultaneously with the GIXRF measurement to provide additional 
information about the optical constant, layers thicknesses and the density 
variations along the specimen depth [35]. Finally, the elemental depth profiling in 
GIXRF is based on the forward calculation of the XSW field intensity and the 
angular dependent fluorescence emission at a given depth profile and compare the 
simulated data with that of the experiment. Further details of such an analysis can 
be found in reference [34]. 

 
GIXRF analysis of 3D structures 
 
As previously discussed, the accurate knowledge of the distribution of the 

XSW field and the effective excitation intensity allows the traceable depth 
profiling of the deposited mass and the elemental composition by the reference-
free GIXRF analysis. For homogeneous planar systems, the XSW field can be 
calculated by the available software packages, such as IMD [36].  Such a 1D 
calculation of XSW has been reported to yield a reliable calculation of XSW 
intensity distributions even for isolated nanoparticles deposited on the flat surface 
[37]. However, for a high deposition density, the interaction among the 
nanoparticles starts to influence the calculated XSW. Despite the use of factors 
suggested to also take into account the surface condition (e.g. defining a 
roughness), the calculated  1D intensity distributions typically have large errors 
for such non-planar systems [38], [39].  

To overcome this limitation of 1D XSW calculations for nanoparticles,  a 
complementary Geometrical Optics (GO) technique was developed [40]. This 
approach is based on the calculation of each X-ray path within the specimen 
volume, taking into account the refraction, reflection and transmission at the 
different interfaces (both vertical and horizontal).  In the GO approach, the 
geometrical boundary conditions and different periodicities can be taken into 
account [41] and the feasibility of such an analysis by GIXRF has been 
demonstrated for several 3D structures [39], [40]. One of the main limitations of 
the GO approach is that this technique requires accurate knowledge of the 
morphology of the 3D structures as an input parameter. Thus, other 
complementary analyses are required (e.g. GISAXS) to morphologically 
characterize the 3D structured specimen under the investigation.  
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To date, GIXRF is not yet well-established for the compositional analysis of 
3D nanostructures and irregular heterogeneous layers, mainly due to the 
complexity in the calculation of XSW field intensities. To further develop and 
assess the reliability of the XSW field intensity calculations for 3D 
nanostructures, 3D reference materials are needed as a test vehicle.   

In this project, we have developed different 3D nanostructures with a high 
degree of uniformity with respect to their composition and dimension (e.g. shape 
and size) and different characteristic dimensions ranging from some hundreds of 
nanometers down to sub 20 nanometer. We have well characterized the prepared 
3D nanostructures in terms of the structural dimensions and their uniformity over 
a large area. These well-characterized 3D nanostructures can potentially also be 
utilized as a test vehicle for other 3D analytical techniques such as 3D ToFSIMS 
and APT. The preparation and characterization of the 3D nanostructures will be 
discussed in detail in the following sections. 

2.2.2 3D structures with sub micrometer scale 

In order to investigate the sensitivity of GIXRF analysis of the lateral ordering 
of 3D nanostructures, we have prepared several Cr and Al based nanostructures 
with different lateral ordering and dimensions in collaboration with the 
Physikalisch-Technische Bundesanstalt (PTB). In particular two groups of Cr 
nanostructures were prepared with an identical structural shape and dimension, 
while their lateral ordering were completely different: one in the form of an 
ordered array and the other one randomly distributed (see Figure 10). Both Cr 
nanostructures had an identical square shaped unit cell, with the dimension of 300 
× 300 × 20 nm³ (length  width  height), repeated over an area about 1 × 15 mm2 
and an identical lateral density (number of repeated structures per unit area). In 
addition, an array-like ordered Al nanostructures was also prepared with a smaller 
lateral dimension of 200 × 200 × 20 nm³ (length  width  height). 

The Al nanostructures were prepared on a Si (100) substrate. Electron beam 
lithography (EBL) was used to pattern the deposited resist (130 nm thick PMMA) 
on the cleaned substrate. Then a 20 nm thick film of Al (by sputtering) was 
deposited uniformly over the samples. Finally, the realization of 3D 
nanostructures was obtained by the lift-off process. The preparation of the Cr 
nanostructures was carried out with a similar procedure on a silicon (100) 
substrate with a 300 nm thick thermally grown SiO2 at Physikalisch-Technische 
Bundesanstalt (PTB). 
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Figure 10: SEM image of the 3D Cr and Al nanostructures: (a) Cr randomly distributed, (b) Cr array-

like ordered, (c) Al array-like ordered. 

2.2.3 3D nanostructures at sub 20 nm scale 

We have developed different 3D nanostructures with structural ordering and 
dimensions comparable to industrial applications (e.g. technology node), with 
feature sizes from 19 nm down to 13 nm.  

The ISO 35:2017 guide defines reference material (RM) as "material, 
sufficiently homogeneous and stable with respect to one or more specified 
properties, which has been established to be fit for its intended use in a 
measurement process". This requires the 3D reference nanostructures to have a 
high degree of uniformity, in view of structural ordering and dimensions, over a 
large area (i.e. entire patterned sample). To overcome the current limitations of 
the conventional lithography techniques in patterning sub 20 nm features and to 
be aligned with the aforementioned requirements for the preparation of reference 
material, the 3D nanostructures in this study were prepared by exploiting the self-
assembly of di-block copolymers (DBC) as a lithography mask as discussed in 
detail in the next section.  We have also studied the pattern transfer of sub 20 nm 
feature sizes into the different substrates (Si, SiO2 and Ge). In particular, we 
studied in detail the influence of DBC feature size (from 19 nm down to 13 nm) 
on the pattern transfer into Si.  

Self-assembly of DBC 

The di-block copolymers (DBCs) are a special class of macromolecules 
composed of two incompatible and chemically distinct polymeric blocks. By a 
proper thermal process, at a temperature above their glass transition temperature, 

300 nm2 µm
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these blocks can phase-separate and self-assemble into a highly ordered pattern 
over a large area (e.g. entire sample area).  

The phase-separation of the polymeric blocks can be realized in different 
morphologies (cylinders, spheres, lamella and gyroid) mainly depending on the 
relative fraction of the two polymeric blocks [42], while for a given morphology, 
the short-range characteristic dimensions (e.g. periodicity) are determined by the 
molar mass of the block copolymer (BCP) [43]. 

Among the different morphologies, the perpendicularly oriented cylinders 
have a particular structural ordering in a hexagonally packed order, which is also 
suitable for the lithography applications. In that case by selectively removing one 
of the constituent blocks, well-ordered pillars or holes structures can be obtained 
[43]. The short-range characteristic dimensions, diameter (d) and center-to-center 
distance (L0), of such a morphology, can be finely tuned by the molar mass of the 
BCP as shown in Figure 11.  

 
Figure 11: SEM images of the perpendicularly oriented cylinders (at bottom) and the distribution of 

pore diameter (on top) calculated for different PS-b-PMMA BCP on a large area.  The BCPs have molar 
masses ranging from 39 to 205 kg/mol. The reported values for pore diameter (d) and center-to-center 
distance (L0) were rounded to the nearest integer. Reproduced from [43]. 

The capabilities of DBCs in perpendicularly oriented cylindrical morphology, 
make DBCs strongly appealing for the preparation of reference structures in our 
study. In particular, the compatibility of self-assembly of DBCs with pattern 
transfer application allowed us to overcome the limitation of other conventional 
lithography techniques (e.g. EBL) in patterning the dense structures at sub-20 
feature sizes over a large area. 

For a properly neutralized substrate, the pore diameter (d) and center-to-
center distance (L0) have a small dispersity (see Figure 11) over a large patterned 
area, especially for BCPs having molecular weights of 54, 67 and 82 kg/mol [43]. 
This is compatible with the degree of the uniformity required for the preparation 
of the reference structures in our study, where the average parameters (e.g. pore 
diameter and center-to-center distance) and their distributions (i.e. standard 
deviation) must be known.  

Different aspects of DBCs for achieving well-ordered perpendicularly 
oriented cylinders were widely studied in the literature for the polystyrene-block-
poly (methyl methacrylate) (PS-b-PMMA) BCP, including the surface 
neutralization [44], the influence of the film thickness [45] and the thermal 
processing [46], [47]. However, the pattern-transfer of DBC structures into the 
underneath substrate (e.g. Si and SiO2) was not well-explored yet. To prepare 
different 3D reference structures in this project, the pattern-transfer of the DBC 
mask (e.g. into Si and SiO2) was an essential step to realize the 3D nanostructures.  
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In this project, to study the pattern-transfer of the DBC masks into Si 
substrate, we have prepared several PS-b-PMMA DBC masks in the 
perpendicularly oriented cylinders with different characteristic dimensions (i.e. 
diameter of cylinders). A brief description of the procedures used for the self-
assembly of DBCs, will be described as follows. In this project, the self-assembly 
of PS-b-PMMA DBCs in perpendicularly oriented cylinders were carried out 
according to the procedure developed by Ferrarese L.F., et al [43]. This procedure 
is schematically depicted in Figure 12. 

 

 
Figure 12: Schematic representation of the experimental procedures used for the self-assembly of PS-b-

PMMA DBCs in perpendicularly oriented cylinders on the Si substrate and its successive pattern transfer. (a) 
Substrate cleaning and functionalization. (b) Deposition and grafting of random copolymer (RCP). (c) 
Deposition of block copolymer (BCP). (d) Phase-separation and self-assembly of PMMA (in yellow color) in 
perpendicularly oriented cylinders. (e) Selective removal of the PMMA cylinders. (f) Removal of RCP from 
the bottom of the cylinders. (g) Pattern transfer into the Si substrate. (h) Removal of the residuals of PS mask. 

A (100) Si substrate with a dimension of 1×1 cm2 was selected for the 
preparation of all the specimens in this study. In order to clean the substrates and 
promote the concentration of hydroxyl groups on the surface, a bath in Piranha 
solution H2SO4/H2O2 (3:1) at 80 °C for 40 min) was carried out. Then, the 
samples were rinsed in H2O, cleaned in an ultrasonic bath of isopropanol and 
finally dried by N2 flow. To achieve well-ordered perpendicularly oriented 
cylinders, surface neutralization by a brush layer of P(S-r-MMA) random 
copolymer (RCP) was reported to be an effective method by many authors [47] as  
such a brush layer can balance the surface interaction and interfacial energy [48]. 
In this study, a RCP solution (9 mg in 1 ml Toluene) was deposited on the cleaned 
surface by spin coating (30 s at 3000 rpm). Then, the grafting of the RCP chains 
was obtained by annealing the specimens using the rapid thermal processing 
(RTP) at 250 °C for 300 s according to the procedure described in [43]. Finally, 
the excess non-grafted chains were removed (ultrasonic bath of Toluene) and 
about 3.3 nm thick grafted RCP layer (measured by ellipsometry) was obtained on 
top of the Si substrate.  

To prepare different DBC masks having each a different pore diameter (i.e.  
cylinder diameters), we have selected three asymmetric PS-b-PMMA DBCs (i.e. 
three different molar masses), which according to reference [43] allow a better 
uniformity in view of the characteristic dimensions (pore diameter and center-to-
center distance) with respect to other molar masses. These three asymmetric PS-b-
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PMMA DBCs had the molar masses of Mn = 54, 67, 82 kg/mol and their 
characteristics are reported in Table 5. For the sake of simplicity, each DBC was 
labeled according to its molar mass as B54, B67 and B82.  

The deposition of DBCs on the grafted RCP, was carried out by spin coating 
(30 s at 3000 rpm) of each DBC solution (9 mg in 1 ml Toluene). As the result, 
we obtained about 30 nm thick layer of DBC on top of the grafted RCP for all the 
DBC groups. To achieve the self-assembly of DBCs in the perpendicularly 
oriented cylinders (Figure 12d), all the specimens were annealed in RTP tool, 
according to the conditions suggested in reference [43]. 

 
Table 5: Characteristic of  DBC masks: DBC molar mass (Mn), polystyrene block molar mass (Mn 

styrene), polystyrene volume fraction (f), polydispersity Index (PDI), average cylinder diameter (d), average 
center-to-center distance  (L0), DBC film thickness (h). The aspect ratio was calculated as h/d. 

Sample 
Mn 

[kg/mol] 

Mn Styrene 

[kg/mol] 
f PDI 

d 

[nm] 

L0 

[nm] 

H 

[nm] 

Aspect 

ratio [-] 

Porosity 

[%] 

B54 53.8 37.0 0.71419 1.07 13.0 ± 1.0 28.8 ± 0.5 30 2.3 18.5 

B67 67.1 46.1 0.71353 1.09 17.1 ± 1.0 35.0 ± 1.0 30 1.8 21.4 

B82 82.0 57.0 0.72121 1.07 19.0 ± 1.0 42.9 ± 0.7 30 1.6 17.7 

 
The removal of the PMMA cylinders was carried out by the UV exposure and  

immersion of the specimens in the acetic acid bath according to the procedure 
described in [43]. Finally, to obtained the DBC masks, an isotropic oxygen 
plasma treatment was carried out to remove the thin RCP layer from the bottom of 
the pores and cross-link the PS chains in the structured PS masks (see Figure 
12d). Please note that, a long oxygen plasma treatment can result in a pore 
enlargement, as discussed in reference [49]. Thus, to minimize the pore enlarging, 
a thin RCP layer (~ 3 nm) has been utilized in this study, whereby we expect the 
pore enlarging to remain much less than 1 nm according to the erosion rate 
suggested in [49].   

In Figure 13, the SEM image of one of the self-assembled DBCs (molar mass: 
82 kg/mol) is shown which confirms the formation of the perpendicularly oriented 
cylinders in a hexagonally packed in-plane ordering. The in-plane morphology of 
the same specimen after the removal of the PMMA cylinders and the RCP thin 
film was investigated by the atomic force microscope (AFM). As the AFM tip (tip 
diameter ~10 nm) cannot deeply penetrate in such narrow pores (diameter ~19 
nm), the reported depths of the pores by the AFM measurements are not accurate. 
Indeed, we investigated the in-plane morphology of the PS mask in the area 
between the pores (see Figure 13b) by this technique. We observed an arithmetic 
average surface roughness (Ra) of ~ 2 nm over the analyzed area (250 x 250 nm2).  

In the next section, the pattern transfer of the prepared DBC masks into the Si 
substrate will be discussed in detail.  
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Figure 13: (a) SEM image of the self-assembled DBC (B82) before the selective removal of the PMMA 
cylinders. (b) AFM height map of the same sample after the removal of the PMMA cylinders and the RCP 
thin film. 

Pattern transfer at sub 20 nm scale 

In this section, we will briefly describe the current state-of-the-art pattern 
transfer into the Si substrate for feature sizes at sub 20 nm. Then we will discuss 
in detail our study on the influence of DBCs pore diameter (from 19 to 13 nm) on 
the pattern transfer into the Si substrate.  

The successful transfer of sub 20 nm patterns into the Si substrate, was 
reported by several authors, where typically a sacrificial hard mask was used to 
improve the etch selectivity during this process [50], [51], [52]. The hard mask 
can be either realized by an intermediate pattern transfer step, e.g. metal or an 
oxide (typically Al2O3, SiO2 and Cr) [53], or alternatively by a sequential 
infiltration synthesis (SIS) technique [54], [55], [56]. For low aspect ratio etch 
applications, this methodology (i.e. hard mask) is redundant and can potentially 
become detrimental for the overall process through introducing additive materials 
and increasing the process complexity. Alternatively, the use of a soft mask (e.g. 
DBC mask) combined with a highly selective etch process (e.g. reactive-ion 
etching) is a viable strategy for the low aspect structures.  

The reactive ion-etching (RIE) of Si for micrometric and nanometric patterns 
(typically features> 50 nm) has been extensively studied in the literature for both 
shallow and deep etch applications. The latter is typically referred to as deep 
reactive-ion etching (DRIE), which requires also a special RIE tool. Several 
aspects of this process for different plasma chemistries and different aspect ratios 
were well investigated including: aspect ratio dependence etch  (ARDE) [57],[58] 
, influence of feature size on the apparent etch depth (commonly referred to as 
RIE-lag) [59]  and influence of pattern density (MICRO-loading) [60],[61]. These 
"RIE effects" will be discussed later in this section.  

The extension of the RIE process for pattern transfer applications at sub 20 
nm features is still largely unknown and all the aforementioned effects are still not 
well evaluated in this scale. In addition, improvement in the sidewall 
characteristics for etch applications at sub 20 nm scale, e.g. FinFet fabrication, are 
still required [62]. 

In this project, we have studied several RIE etch processes and chemistries 
which can potentially be utilized for Si etch applications at sub 20 nm scale. In 
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particular three main chemistries are currently used in the DRIE and RIE of Si, 
including F, Cl and Br-based plasmas. The Cl and Br-based etch chemistries were 
demonstrated to etch high-aspect ratio Si structures even for features sizes below 
15 nm [63]. Alternatively, F-based etch chemistries (e.g. SF6 and CHF3) are 
commonly used in most laboratories and industry owing to the higher safety level 
as compared to the other chemistries. The Bosch process, fluorocarbon mixing 
mode (also referred as to Pseudo Bosch [64]) and the Cryogenic process are 
among the widely used F-based etch processes for the DRIE application. We will 
briefly discuss these processes and their potential capabilities to etch sub 20 nm 
patterns. 

The Bosch process (also referred to as gas-chopping process) is a well-
developed process for the high aspect ratio Si etch applications and it is used 
widely in micro electro-mechanical systems (MEMS). This process was first 
introduced by Lärmer [65] and has been developed further during the last two 
decades. The Bosch process is an alternating etch process based on the switching 
of the plasma between the etch step (e.g. SF6 gas) and passivation step (e.g. C4F8 
gas).  The main limitation of this process to etch the nanostructures is the 
scalloping shape of the sidewalls, i.e. saw-teeth shape, which is created due to the 
alternating nature of this process. Although, this process was demonstrated to be 
capable of etching high aspect ratio nanopillars (diameter ~ 50) [66], the extension 
of this technique to etch sub 20 nm features is still challenging.  

The mixing mode process (also referred to as Pseudo Bosch [64]), is another 
fluorocarbon based etch chemistry (typically SF6 and C4F8 gases), whereby both 
etching and passivation are done simultaneously in single plasma chemistry. This 
process is capable of etching high aspect ratio Si structures with smooth vertical 
sidewalls. Therefore,  this process is a viable candidate for Si etch through the 
nanometric patterns [67]. The drawback of this process is its relatively high 
degree of physical etching required to eliminate the passivation formed at the 
bottom of etch (e.g. bottom of trenches). As a result, the selectivity of this etch 
process (between Si and polymeric mask) is typically poor, thus this process is 
mostly suitable for etch applications using a hard mask (e.g. Al2O3).  

In the Cryogenic etch process, both etching and passivation are done 
simultaneously using  SF6-O2 chemistry [68]. By cooling the wafer to a 
temperature between -100° and -140° C, the reactivity of Si and O to form a thin 
film of SiOxFy (as the passivator) increases and very smooth vertical sidewalls 
can be obtained at this temperature range [69]. In contrast to fluorocarbon based 
chemistries, in the Cryogenic etch process the reactive neutrals (F and SFX, x=1 to 
5) are the etchant specious instead of F-based ions [69]. As a result, this process is 
predominantly a chemical etch, whereby only a low degree of physical milling is 
required to remove the inhibitor layer and the etch products from the horizontal 
surfaces (i.e. bottom of etch) [59].  This makes the Cryogenic process a highly 
selective Si etch for pattern transfer applications using a soft mask,  whereby a 
selectivity up to 100:1 (Si - optical photoresist) was reported for this process [70]. 
The capabilities of the Cryogenic process to etch Si with high selectivity, smooth 
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sidewalls and very thin inhibitor layer makes this process extremely suitable for 
etch applications at sub 20 nm pattern size [71]. 

In this project, we have investigated the application of the Cryogenic etch of 
Si for pattern transfer of a 30 nm thick nanopatterned PS masks, obtained by self-
assembly of DBC, with the pore diameters below 20 nm. We will discuss that the 
narrow pores of DBC masks reduce significantly the Si etch rate at the bottom of 
the pores and hamper the selectivity of the etch process (Si to PS) even for the 
very low aspect ratio structures.  

The patter transfer in this project was carried out by Plasmalab 100 RIE tool 
and the recipe is reported in Appendix A. In order to compare the Si etch rate 
through the nanopatterned PS mask, i.e. B82 DBC mask having the largest pore 
diameter, and a bare Si substrate, we processed the B82 DBC sample with a bare 
half masked Si substrate (by an optical resist) together in the RIE tool. We have 
repeated the RIE process for different etch durations (tRIE) ranging from 20 to 240 
s. After the etch process, the residuals of polymeric masks were stripped by 
oxygen plasma. The etch depth for the nanopatterned Si structures were measured 
by ellipsometry (M-200U spectroscopic ellipsometer) using the one-layer model 
(Si-void), according to the procedure described in [49]. The etch depth for half 
masked bare Si samples was measured by a stylus profilometer (Tencor P10).  

In Figure 14 the evolution of the measured etch depth as a function of etch 
duration is reported for both the nanostructured and the bare Si substrates. For the 
bare substrates, we observed a linear increase of the etch depth as a function of the 
etch time (tRIE) with the slope corresponding to an etch rate about 60.2 nm/min.  
Vice versa, for the nanostructured Si, using the B82 DBC mask, we observed two 
distinct trends in the etch depth (see Figure 14 b), whereby for the etch durations 
20 < tRIE < 120 s, etch depth increased up to 27 nm (at 120 s), corresponding to an 
etch rate about 14.9 nm/min. For tRIE > 120 s, we observed a quasi-linear decrease 
in the etch depth with a slope slightly lower than that of the ascending region. 

 
Figure 14: The measured etch depth as a function of RIE etch time (tRIE) for the bare Si substrates (a) 

and the nanostructured Si by the B82 DBC pattern (b). 
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This implies that for 20 < tRIE < 120 s, the etch rate through the nanopores of 
the B82 DBC mask was about 25 % slower than that of bare Si.  

To better understand these two distinct etch trends for the B82 DBC mask, we 
investigated the surface morphology of the nanostructured Si by AFM. As shown 
in Figure 15, our analysis indicated that for 20 < tRIE < 120 s, the region of 
substrate between the adjacent pores had a smooth surface with a roughness 
comparable to that of unprocessed Si wafer (Ra ~ 0.2 nm), while we observed an 
increase in the surface roughness (Ra ~ 0.6 nm) for the specimen etched at tRIE = 
170 s. Please note that the region between the adjacent pores were initially 
masked by the PS (DBC mask), whereby we expect to have a surface roughness 
comparable to that of unprocessed Si wafer in this region of the specimen, similar 
to what observed for those specimens processed at 20 < tRIE < 120 s. 

For the specimen etched at tRIE = 200 s, a certain degree of waviness (Ra > 3 
nm) was developed on the specimen surface (the area between the adjacent pores) 
during the etch process, which suggests that the DBC mask was completely 
degraded and the substrate was etched without any mask.  As the AFM tip cannot 
deeply penetrate in the narrow pores of the Si nanostructures, the reported depth 
values in Figure 15 cannot be used to extract the etch depth. 

 

Figure 15: Surface morphology of nanostructured Si after the pattern transfer from B82 DBC mask: (a−d) 

AFM micrographs, (e−h) transversal AFM depth profiles. The measured area was 250 × 250 [nm]2 for all the 
samples. Note that the measured depth of pores by AFM cannot be used to extract the depth of etch, due to 
the limitation of the AFM tip to deeply penetrate inside the narrow pores. 

To investigate the influence of DBC pore diameter on the pattern transfer into 
Si, we have processed also the B67 and B54 DBC masks, having pore diameters 
of 17 and 13 nm respectively, according to the process window obtained from 
B82 mask (20 < tRIE < 120 s).  In Figure 16a, the obtained etch depths as a 
function of etch time are reported for different DBC masks. Our analysis clearly 
indicated that at each tRIE, the depth of etch in nanostructured Si was higher for the 
larger pore diameter. Please note that, for the short etch durations (tRIE ≤ 30 s), the 

pattern transfer into Si was not yet realized. Thus, the measured etch depths by 
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ellipsometry (using one-layer model) were not reliable for this range of tRIE, which 
is also highlighted in grey colour in Figure 16a. This will be discussed later by 
SEM images in Figure 18. 

Based on the obtained linear relation between the etch depth and etch time for  
20 < tRIE < 120 s (see Figure 16a), we have calculated the etch rate for each DBC 
mask and the results are compared in Figure 16b. As can be seen, the etch rate 
was slightly higher for the DBC masks with the larger pore diameter, whereby the 
etch rate for the B82 mask was higher than the B67 (by about 6 %) and the B54 
(by about 16 %). Vice versa,  the etch rates through all the DBC masks were 
significantly lower than that of the bare Si (see Figure 16a), whereby the etch rate 
obtained from the bare Si was about 4 times higher than the one obtained from the 
B82 DBC mask which has the largest pore diameter.  

 

Figure 16: (a) Etch depth in Si as a function of RIE etch time (tRIE) for the DBC masks having different 
pore diameters. (b) The calculated etch rates for the different DBC masks as a function of their pore 
diameters. The etch rate for the bare Si is also indicated by a green dashed line.  

 
In order to explore different aspects of the pattern transfer of DBC masks, we 

have compared the in-plane morphology of the nanostructured Si with the original 
pattern of the DBC masks by calculating the pore diameter for all the Si 
nanostructures, processed at tRIE < 120 s. The calculation of the pore diameters 
was carried out by analyzing the SEM images taken on a large area, using ImageJ 
software. As shown in Figure 17, the pore diameter in all the three groups of 
nanostructured Si was enlarged as the etch duration was increased. We observed 
that the pore diameters of the nanostructured Si were smaller than that of DBC 
mask for B82 and B67 groups by operating at a tRIE range shorter than 55 and 70 s 
respectively. This can potentially be assigned to an incomplete pattern transfer, 
while for B54, the pore diameter of the nanopatterned Si was reached to that of 
DBC mask only for tRIE > 110 s. 
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Figure 17: Evolution of the pore diameter in Si as a function of etch time for the three groups of DBC 

masks.  The mask diameter for each DBC group is also indicated by a dashed line in the figure. The reported 
pore diameters were calculated from the SEM images. For tRIE < 50 s, due to the insufficient contrast in the 
SEM images, the pore diameters were not reported.  

Finally, by combining the in-plane morphological analyses performed by the 
SEM and the AFM on the Si nanostructures, we classified four operational 
windows as a function of tRIE, as shown in Figure 18. These operation windows 
are: (A) Incomplete pattern transfer, (B1) Good pattern transfer, (B2) Appearance 
of roughness surface and (C) Distorted zone.  

For tRIE ≤ 30 s (operation window A in Figure 18), the SEM images clearly 
indicate that the hexagonally packed pattern of the DBC masks is partially absent 
by the missing pores, thus the pattern transfer was incomplete. This also explains 
the unreliable ellipsometry measurement (poor R2 fit) observed in Figure 16 for 
tRIE ≤ 30 s. The operation window classified as B1 was determined according to 
two criteria:  the complete realization of the original hexagonally packed pattern 
of the DBC masks (from SEM images) and a negligible change in the surface 
roughness of the Si substrate in between adjacent pores (from AFM). For tRIE > 
120 s, the surface roughness of the Si substrate in between adjacent pores, was 
increased gradually (according to AFM analysis), which implies that the mask 
degradation was started at this stage of the etch process.  In addition, we observed 
also a slight decrease in the etch depth (see Figure 14) for tRIE > 120 s. Please note 
that for both B1 and B2 operational windows, the DBC pattern was completely 
transferred into the Si substrate, while in B2 the Si substrate in between adjacent 
pores was partially etched. Finally, for a longer etch duration, tRIE > 200 s for B82, 
tRIE > 170 s for B67 and tRIE > 150 s for B54, we observed distortion in the surface 
morphology in both SEM images and the AFM maps, thus this region of the 
process was classified as the distorted zone C.   
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Figure 18: SEM image of the nanopatterned Si structures after the pattern transfer of the DBC masks 

using different etch durations. Four operation windows were identified (see the main text for the criteria) as: 
(A) Incomplete pattern transfer. (B1) Good pattern transfer. (B2) Appearance of roughness surface. (C) 
Distorted zone. 

Our analysis suggests that the main limitation to achieve a higher etch depth is 
the apparent selectivity between the Si and the PS mask (i.e. DBC mask), which is 
also influenced by the pore diameter of the DBC masks. To evaluate whether a 
thicker mask can allow a higher maximum achievable etch depth, we prepared a 
series of 40 nm thick DBC masks form the B54 family, which corresponds to 
about 33 % increase in the mask thickness. It is worth noting that the 
characteristic dimensions of the 40 nm thick masks, pore diameter (d) and the 
lattice spacing (L0), were identical to that of 30 nm thick DBC masks. Finally, we 
repeated the same RIE etch process on the thicker masks and the results for both 
mask thicknesses are compared together in Figure 19. 

 

 
Figure 19: Comparison between etch behavior of B54 DBC masks having different thicknesses: 30 nm 

and 40 nm. The horizontal axis shows the etch duration.  
 
Our analysis clearly indicates that for the thicker DBC mask (40 nm thick), 

the pattern transfer was started with a short delay (~ 50 s) and the observed etch 
rate was about 40% slower than that of 30 nm thick mask (7.6 versus 12.8 
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nm/min). Therefore, the increase in the mask thickness resulted in a drop in the 
etch rate and negatively impacted the maximum achievable etch depth. 

To physically understand and explain the observed feature-dependent etch 
behavior through the narrow pores of DBC masks, several aspects of the RIE etch 
process must be taken into account. The RIE etch performance for pattern features 
down to 50 nm, has been studied in the literature [59], [72], [73], while the 
influence of smaller features (e.g. at sub 20 nm) is still not well explored. 
Typically at that scale (features > 50 nm), the influence of the mask feature size 
on the etch rate is referred to RIE-lag [74]. Beside the minimum mask feature 
size, another main difference between the presented DBC pattern and the 
aforementioned studies is the pattern density, whereby our DBC pattern is densely 
distributed over a large area of the sample, while the reported nanometric patterns 
in the literature, typically obtained by EBL, were distributed over a smaller area 
with much lower pattern density. These differences in the patterns (coverage area 
and the density) can result in a sensible variation of etch rate, which is known as 
MACRO-loading and MICRO-loading effects. This will be discussed in detail for 
our DBC masks in the next paragraphs. 

The MACRO-loading in RIE process describes the commonly observed drop 
in the etch rate as the overall amount of exposed Si (unmasked area) increases. 
This is due to the higher consumption of fluorine-based reactive species (radicals 
for Cryogenic process) for higher Si loads [69]. To avoid the influence of 
MACRO-loading in our experiments, all the specimens were prepared in the same 
dimension (1×1 cm2) and for each etch process, the samples from the different 
DBC groups (B54, B67 and B82) were loaded together on a 6-inch Si carrier 
wafer. 

The MICRO-loading is another RIE effect which can influence the etch rate 
and limit the final achievable etch depth. This effect accounts for the local Si load 
(unmasked areas) according to the mask pattern, thus the MICRO-loading strictly 
depends on the pattern density and can cause the local depletion of reactive 
species [58]. This can result in the appearance of the different etch depths across 
the area of a  processed wafer according to the local densities of the pattern 
[61],[75]. We have investigated the potential influence of MICRO-loading caused 
by the differences in the porosities of the different DBC masks (see Table 5).  

 As can be seen from Table 5,  the B67 DBC mask had the highest porosity (~ 
21.4%) as compared with the other DBCs, where the B54 and the B82 have a 
porosity about 18.5% and 17.7% respectively. The achieved etch rate and the 
maximum etch depth for the B67 were in between the other two masks (see Figure 
16). Our analysis clearly indicates that there is no distinct relation between the 
obtained etch rates and the porosities of the DBC masks (i.e. pattern density), thus 
the observed systematic variation of etch rates for the different DBC masks cannot 
originate from the MICRO-loading.  

We have investigated other known RIE effects which can potentially 
influence the etch rate and the maximum achievable etch depth. For the high 
aspect ratio Si structures, a gradual decrease in the etch rate is typically observed 
as the etch depth increases (for a given feature size). This effect is commonly 
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referred to as "aspect ratio dependent etch (ARDE)"[66].  Thus, the ARDE can be 
characterized by plotting the etch rate as a function of the aspect ratio of the 
structure (or etch depth) for a given pattern size.  

However, in our experiments, the measured etch rates for all the DBC masks 
were constant along the different process (in different etch depths). Indeed, our 
low aspect ratio Si nanostructures can be classified in the very first region of 
ARDE Plot (etch rate versus aspect ratio), where the variation of the etch rate, for 
each individual pattern size, is not yet noticeable. Thus, also ARDE could not 
have any influence on the observed etch behavior in our study.  

Finally, by excluding the contribution of the aforementioned RIE effects, we 
attributed the observed trend of the etch rate for the different DBC masks to a 
purely feature size-dependent etch process. As discussed previously, the feature 
size-dependent etch, also referred as RIE-lag, is not yet well evaluated for sub 50 
nm feature sizes, while, for larger features, this effect was reported to be caused 
by the similar physical sources as ARDE [69]. The latter has been widely studied 
in the literature, due to its vital impact on the fabrication of the high aspect ratio 
structures for MEMS. The four main physical sources for these RIE effects are 
typically reported as: Knudsen transport of neutrals/ions, neutral/ions shadowing 
(also referred as ion angular distribution (IAD)) and image force (IF). [74], 
[76],[77]. Nevertheless, the type of etch process (mixing mode or alternating), 
etch recipe (type of gases, temperature, pressure, etc) and the feature size (e.g. 
pore diameter) can greatly impact the role of the aforementioned phenomena, thus 
there are many controversies about the main source of the ARDE and feature size-
dependent etch process.  

In this study, we used the Cryogenic etch process (using SF6 and O2) to etch 
all the specimen. This process is known to be predominantly based on a chemical 
etch rather than on ion milling.  Opposite to the Bosch process, in the Cryogenic 
etch process neutrals are the reactive species instead of reactive ions [69]. For 
high aspect ratio structures, the depletion of fluorine-based reactive neutrals at the 
bottom of etch (e.g. bottom of Si pores) was reported to be the main source of 
ARDE effect in the Cryogenic [78]. Since the mean free path of neutrals in a 
plasma (typically in mm range) are much larger than the DBC pores, the transport 
of the fluorine-based neutrals and the etch products through the narrow channels 
of DBC masks/nanostructures are described by Knudsen transport [58]. This 
transport model, described the probability of fluorine-based neutrals to reach the 
bottom of  the etch (e.g. bottom DBC pores), which depends on several 
parameters of both plasma (e.g. pressure and temperature) and the characteristic 
of the channel (e.g. DBC pore diameter), which is typically expressed as the 
aspect ratio of the channel [78]. 

Finally, according to the described studies from literature, we attribute the 
observed feature size-dependent etch from the different DBC masks to the 
Knudsen transport of the fluorine-based neutrals through the narrow channels of 
the DBC mask/Si nanostructures. Similar to what suggested by Blauw, M. A., et 
al [78], the simulation of the neutral transport through the narrow channels of 
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DBC can help a better understanding of this process and potentially overcome the 
observed limitations by improving the plasma parameters accordingly.  

Realization of 3D heterogeneous nanostructures 

In the previous section, the pattern transfer of DBC masks into the Si 
substrate has been discussed in detail. By combining the capabilities of the self-
assembly of DBCs and a precise pattern transfer by RIE, we were able to prepare 
different 3D Si nanostructures in the form of a holey Si with high control over the 
pore diameter, periodicity and the structure depth. We have extended our pattern 
transfer process also to SiO2, Ge and SiGe substrates, whereby the DBC patterns 
can be also realized in form of 3D nanostructured SiO2, Ge and SiGe with feature 
sizes down to 13 nm. 

These well-developed etch processes can be applied to transfer the DBCs 
patterns also to multi-layer systems (e.g. SiGe/Si), thus 3D heterogeneous 
nanostructures can be also realized with the high control over the dimensional 
parameters. As the test samples, we have prepared several 3D heterogeneous 
nanostructures by the deposition of Al (~ 10 nm, by evaporation) over the 
nanostructured Si, SiO2 and DBC mask (B67). The schematic representation of 
the prepared specimens together with the SEM images of a B67 DBC mask before 
and after the Al deposition are shown in Figure 20.  

 
Figure 20: (a) Schematic representation of the prepared 3D heterogeneous nanostructures by the 

deposition of Al over the nanostructured Si, SiO2 and the B67 DBC mask. (b) The SEM image of a self-
assembled DBC mask (B67) before the deposition of Al. (c) The SEM image of the same mask after the 
deposition of Al. 

2.2.4 Preliminary GIXRF analysis 

In this section, we will briefly report the preliminary reference-free GIXRF 
analysis of the prepared 3D nanostructures. The reference-free GIXRF analysis 
was carried out at Physikalisch-Technische Bundesanstalt (PTB) using the 

(b)

100 nm

(c)

(a)
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synchrotron facility of BESSY II. Please note that the reported results in this 
section were not part of this PhD work. 

The reference-free GIXRF measurements for both array-like ordered and 
randomly distributed Cr reference nanostructures, were carried out at a photon 
energy of 7 keV. The obtained angular fluorescence profiles from the Cr-K signal 
are reported in Figure 21. The X-ray standing wave (XSW) field and its angular 
dependency was calculated for both Cr nanostructures according to the procedure 
described in [31], whereby each Cr block was assumed to have a perfect cubic 
shape with a nominal dimension of 300 × 300 × 20 nm3. The modeled 
fluorescence angular profile and the experimental profile (GIXRF measurement) 
are compared together in Figure 21b, for the randomly distributed Cr 
nanostructures.  

 
Figure 21: (a) Experimental GIXRF curve for array-like ordered Cr nanostructures as a function of the 

incident angle for the different in-plane orientations indicated by φ angle (see the inset). (b) The comparison 

between the experimental fluorescence signal with GIXRF (black) and calculated model (red). The green-
dotted curve indicates the fraction of GIXRF signal by the XSW excitation. The blue-dotted curve describes 
the direct excitation at the sides of the structures. 

In addition, the  GIXRF angular fluorescence profiles for the different in-
plane incident angle φ were measured by rotating (in-plane) the specimen with 
respect to the incident beam (see Figure 21a). For the array-like ordered 
structures, a strong dependency of the angular fluorescence profiles as a function 
of the in-plane incident angle φ, has been observed (see Figure 21a), while for the 
randomly distributed structures, the angular fluorescence profiles at the different 
in-plane incident angles φ were identical. The successful modeling of XSW 
combined with reference-free quantification is expected to reveal more 
characteristic dimensions for the Cr nanostructures.  

For each reference Cr nanostructure, the nominal Cr mass deposition was 
estimated according to the Cr density and the morphology of nanostructures 
(cubic shape with the dimension of 300 x 300 x 20 nm3). In Table 6, the 
quantified Cr mass deposition by GIXRF for both reference nanostructures are 
compared to the nominal values.   

 

(a) (b)



 38 

Table 6: Comparison between the nominal Cr mass deposition, calculated according to the Cr density 
and the structural morphology, and the quantified value obtained from the reference-free GIXRF analysis. 

Sample Nominal Cr mass deposition 
[nm/mm2] 

Quantified Cr mass deposition 
[nm/mm2] 

Cr nanostructure 
array-like ordered 12.9 12.7 ± 1.3 

Cr nanostructure 
Randomly distributed 12.9 12.0 ± 1.2 

 
For the 3D nanostructures with characteristic dimensions below 20 nm, the 

calculation of XSW fields were not available as the moment and GIXRF analysis 
of those specimens can only provide the deposited mass of Al. The experimental 
GIXRF angular fluorescence profiles for the 3D heterogeneous structures shown 
in Figure 20 (nanostructures Al on top of the nanostructured SiO2 or the DBC 
mask), are reported in Figure 22. The labeled numbers on the figure (#1 and # 2) 
correspond to the GIXRF measurements carried out on two different specimens 
prepared according to the same procedure.   

 
Figure 22: Comparison among GIXRF angular fluorescence profiles (Al-K signal) for different 

nanostructures obtained from DBC masks (see the inset). 

The calculation of XSW fields for the 3D nanostructures are still ongoing 
research activity in PTB, whereby the successfully calculated angular 
fluorescence profiles can be compared to that of GIXRF measurements to 
determine all the morphological characteristics of the measured specimens. 

2.3 Conclusion 

In this chapter, we have briefly described the current state-of-the-art 
ToFSIMS and GIXRF analysis of 3D micro and nanostructures, in view of their 
reliability and traceability.  Regarding 3D ToFSIMS analysis, we discussed that 
the recently developed hybrid ToFSIMS-SPM instrument allows corrections for 
the reconstruction artefacts created due to both topography modulations, caused 
by the differences in the sputter yields, and the original 3D topography of the 
structured specimens and its evaluation along the analysis depth. However, huge 
challenges still remain to metrologically assess the performance of such a 
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complex analysis, in view of the accuracy and repeatability of the 3D 
reconstructed volume. In particular, the absence of any 3D reference material and 
the calibration standard is among the main limitations, which prevents such a 
metrological evaluation and hamper the further improvements in the data fusion 
and development of more reliable reconstruction protocols. 

We discussed that GIXRF is not yet a well-established technique for the 
compositional analysis of 3D nanostructures and irregular heterogeneous layers, 
mainly due to the complexity in the calculation of X-ray standing wave (XSW) 
field. To further develop the calculation of XSW field for 3D structures and 
experimentally assess its reliability, the 3D reference materials are needed as a 
test vehicle. 

In this project, we have developed several well-characterized potential 
organic-inorganic 3D reference microstructures for 3D ToFSIMS. These 3D 
microstructures composed of a double-layered organic system (irganox and 
polystyrene) confined within the microstructured Si template in three different 
model-systems. The traceable dimensional characterization of the Si templates 
was carried out by a calibrated optical profilometry and the results were reported 
by the associated uncertainties and the issued certification from the Length 
Department of INRIM (NMI of Italy). Similarly, the morphology of each organic 
layer was measured by the optical profilometer. The design of the reference 
material in this project allows the use of the planar organic layers, far from the 3D 
microstructured region, as a reference for calibration of the sputter yields and the 
chemical information. 

To prepare 3D nanostructures for GIXRF (as test vehicle) with structural 
ordering and dimensions comparable to those industrial applications (e.g. 
technology node), we exploited the self-assembly of di-block copolymers (DBCs) 
as a lithography mask.  The DBCs in the perpendicularly oriented cylindrical 
morphology allow the preparation of a well-ordered lithography mask on a large 
area (e.g. entire sample area) with the tunable characteristic dimensions at sub 20 
nm scale.  

We have studied in detail the pattern transfer of DBC masks into the Si 
substrate by reactive-ion etching (RIE) using the Cryogenic process. In particular 
the feature size-dependent etch of Si at sub 20 nm scale has been investigated in 
detail using PS-b-PMMA DBC masks with different pore diameters, ranging from 
19 to 13 nm. Our results clearly indicate that the etch rate on the bare Si substrate 
(unmasked substrate) was about 450% higher than that obtained through the 
narrow pores of all the DBC masks. This corresponds to a remarkable decrease in 
the etch selectivity (Si to PS) from 15:1 to less than 1:1. In addition, the Si etch 
rate through the pores of DBC masks dropped about 14% as the pore diameter 
reduced from 19 to 13 nm. Furthermore, our analysis revealed that by increasing 
the thickness of DBC masks by 33%, the etch rate dropped about 40%, which 
implies that a thicker DBC mask cannot improve the maximum achievable etch 
depth, vice versa it has a negative impact on etch rate and the maximum 
achievable etch depth. We attributed the observed etch behavior to the Knudsen 
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transport of fluorine-based neutrals through the narrow channels of DBC masks/Si 
nanostructures. 

By combining the capabilities of self-assembly of DBCs and the precise 
pattern transfer by RIE, we were able to prepare different 3D nanostructures in 
form of holey Si, SiO2, Ge and SiGe with characteristic dimensions below 20 nm 
and high control over the pore diameter, periodicity and the depth of the 
structures. The developed 3D nanostructures are suitable as the test sample for 
GIXRF analysis, where the characteristic dimensions and their distributions over a 
large area are known.  
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Chapter 3 

3 Fundamentals of atom probe 
tomography 

This chapter aims to introduce atom probe tomography (APT) and to discuss 
the basic physical principals of this technique. Atom probe tomography is an 
inherently three-dimensional microscopy technique, which enables elemental 
identification and quantification with a sensitivity down to 10 ppm, as well as to 
determine the atomic distribution of different elements in the material at near-
atomic spatial resolution (down to δlateral: 2-3 Å, δdepth: 0.5 Å). The basic physical 
principal of APT is the controlled field evaporation and successive removal of 
each individual atom from the specimen surface. Field evaporation refers to the 
physical phenomenon of the release of surface atoms from the lattice in the 
presence of an intense electric field. This process involves ionization, bond-
breaking and finally release of the surface atoms. Typically, the electric field 
required to field evaporate an atom from the surface is on the order of a few 
volts/nm.  

To induce such an intense electric field, the APT specimen needs to be 
prepared as a sharp needle with a tip radius typically below 100 nm. Due to the 
small tip radius, any applied electric potential (typically 1-10 kV) leads to a strong 
field enhancement at the tip apex such that the required electric field can be 
generated. The schematic of the APT measurement chamber is depicted in Figure 
23. 
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Figure 23: Schematic representation of APT measurement setup in laser mode using local electrode. 

Since field evaporation is a probabilistic phenomenon and to avoid multiple 
ion generation at the same time, the removal rate of surface atoms is finely 
controlled using an additional voltage pulse or laser pulse, such that only a few 
atoms are evaporated every hundred pulses. Upon evaporation, each evaporated 
ion is immediately accelerated towards the positive sensitive detector, following 
trajectories determined by the electric field lines. The impact position of each ion 
on the position sensitive detector can be traced back to its original position on the 
specimen apex thus enabling to reconstruct its original spatial location. Obviously, 
the calculated position only reflects the original atom location provided that no 
migration of surface atoms occurs prior or during the field evaporation. Hence, the 
specimen is cooled down to a temperature typically below 70 K to minimize the 
surface migration and thus improve the lateral resolution of an APT measurement. 
Given the small radius of the APT tip (< 100 nm) relative to the detector (∼10 cm 
in diameter), a magnification in the order of ~106 is usually observed in APT. 
Furthermore, element identification is based on time-of-flight mass spectroscopy 
(ToF), using the trigger of the laser (or voltage) pulse and the arrival time on the 
detector for the calculation of time-of-flight. With present instrumentation, a mass 
resolving power up to 1200 can be achieved in APT.  

Finally, after the evaporation of all atoms of the specimen (more specifically 
limited to the depth of interest), the original three-dimensional distribution of all 
the atoms is calculated following a reconstruction protocol whereby the impact 
position of all the ions on the detector is translated into the original atomic 
positions on the specimen (laterally) and the evaporation sequence is used to 
calculated the depth distribution. Hence, APT can enable elemental identification 
of 3D structures and devices with atomic resolution. 

In this chapter, I will explain different models that describe the physics of the 
field evaporation process in Section 3.1. These models will be compared together 
and their limitations and capabilities to describe the experimentally observed 
evaporation behaviour will be discussed in detail. In Section 3.2, the theory of 
post ionization will be discussed. This theory predicts the successive ionization of 
evaporated ions at the initial stage of their flight path in the vicinity of tip apex, in 
the presence of an intense electric field. Then in Section 3.3, the evaporation 
probability and evaporation rate will be discussed based on the introduced field 
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evaporation models and post ionization theory. I will continue by describing the 
laser tip interaction and explaining the physical phenomenon behind laser assisted 
APT in Section 3.4. Finally, the requirements for the APT specimen and the 
current available specimen preparation techniques for semiconductor and organic 
materials will be discussed in Section 3.6. 

3.1 Theory of field evaporation 

Field evaporation is the physical phenomenon by which a surface atom is 
ionized and subsequently removed from its own lattice under the application of an 
intense electric field. Once a DC bias is applied to a needle-shaped specimen, the 
induced electric field causes the polarization of the surface atoms. If this electric 
field is sufficiently intense, then field evaporation can happen.  

There are two main theories for field evaporation which will be discussed in 
this session. The first theory is the image hump model by Müller [79]. This theory 
suggests that the atom is fully ionized before it is removed from the surface. 
While in the theory of the charge-exchange model, proposes by Gomer [80], the 
atom is gradually ionized while it is escaping from the surface. Despite the 
differences between these two models, both are based on thermodynamic 
considerations and suggest that field evaporation happens when the thermal 
agitation energy overcomes an energy barrier. This energy barrier is the energy 
which bonds an atom to the surface and is reduced by the application of an 
electric field. 

The physical mechanism underlying the field evaporation can be visualized 
using one-dimensional potential energy diagrams as shown in Figure 24. In the 
neutral state, the potential energy of the surface atoms can be approximately 
described by Lennard-Jones potential model [81]. Depending on the distance 
between the atom and the surface, the interaction force (and the corresponding 
potential energy) varies from a repulsive or attractive force which can be 
explained by Pauli repulsion and Van der Waals force. At a certain distance 
(equilibrium bond length) the repulsive and attractive forces are balanced and the 
potential energy is minimum (potential well) [81]. In the absence of an electric 
field the surface atoms, in the neutral state, are located within the potential well 
and the energy to remove on atom from the surface is the supplementary (Λ).  
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Figure 24: 1D potential energy diagram versus distance from the surface. (a) In the absence of electric 

field, atoms are bonded to the surface with cohesive energy Λ, while ions are attracted to the surface by 

image force. The required energy to n-times ionize and remove an atom from the surface is Q0,n. (b) In the 
presence of electric field and by considering only the electrostatic repulsive force eF (neglecting other 
intrinsic repulsive forces), an energy barrier Qb must be to overcome to n-times ionize and remove an atom 
from the surface. This diagram shows the classical description of barrier height in the original Müller model. 
(c) The quantum description of barrier height Qb which is known as charge-exchange model. In this model, 
the electrostatic Maxwell stress is also taken into account which can pull out the atom from the surface. The 
corresponding energy barrier Qb in this model is lower than the approximated value by Müller model (b). 
Reproduced from the reference [82]. 

While, for an atom in the ionic state, the potential curve is shifted upward by 
the ionization energy required to transfer an atom from the neutral state to n-fold 
charge (∑ 𝐼𝑖

𝑛
1 ), mines the energy gained by the surface (material) due to the 

release of n electrons (𝑛𝜙𝑒), where ϕe is the work function of the surface (see 
Figure 24a) [82]. Hence, the required energy (Q0,n) to both n-times ionize and 
remove an atom from the surface can be estimated by Born–Haber cycle as [82]: 

 
 

𝑄0,𝑛 =  𝛬 +  ∑𝐼𝑖

𝑛

1

− 𝑛𝜙𝑒 3.1 

Where Λ is the sublimation energy, Ii is the ith ionization energy and ϕe is the work 
function of the surface. The values of these energies are tabulated for most 
elements and can be found in the textbooks [83]. Having a higher potential energy 
for the ionic state relative to the atomic state, implies that ionic state (in the 
absence of an electric field) is metastable. In the presence of an electric field, the 
ionic potential curve and the corresponding energy to ionize and remove the atom 
are influenced by the repulsive force between the ion and the surface [82]. In the 
following sections the two theories for field evaporation under the application of 
electric field are discussed in detail. 

3.1.1  Image hump model (Müller model) 

The image hump model was proposed by Müller et al. [79].  In this model, the 
field evaporation is described as a thermally activated process over an energy 
barrier which is reduced by the application of an electric field. At low temperature 
(zero Kelvin), the energy barrier Qb is defined as the difference between the 
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binding energy and the maximum of the ionic potential energy 𝑈𝑖(𝑧) as shown in 
the Figure 24b. Hence, atoms are assumed to be fully ionized before the 
evaporation and their removal from the surface. By assuming the electrostatic 

image force as the attractive force, corresponding to  − 𝑛
2𝑒2

16𝜋 ε0𝑧
 , and the 

electrostatic coulomb force as the repulsive force, corresponding to –  𝑛𝑒𝐹𝑧 ( 
where n is the ionization state, e is the electron charge, ε0 is the dielectric 
permittivity of the vacuum and F is the electric field strength), the potential 
energy of n-fold ionized atom in the presence of the electric field can be 
approximately written as: 
 

 
𝑈𝑖
𝑛(𝑧) ≈ (∑𝐼𝑖

𝑛

1

− 𝑛𝜙𝑒) − 
𝑛2𝑒2

16𝜋 ε0𝑧
− 𝑛𝑒𝐹𝑧 3.2 

 
where Ii is ith ionization energy, ϕe is the work function of the surface. The 
distance where 𝑈𝑖𝑛(𝑧) is maximum (zmax) can be calculated from: 
 

 
𝑑(𝑈𝑖

𝑛(𝑧))

𝑑𝑧
= 0       

𝑀𝑎𝑥𝑖𝑚𝑢𝑚
⇒          𝑧𝑚𝑎𝑥 = √

𝑛𝑒

16𝜋ε0F 
 3.3 

Then the maximum of this potential energy is given by: 
 

 
𝑈𝑖,𝑚𝑎𝑥
𝑛 = −√

𝑛3𝑒3𝐹

4𝜋ε0 
 4.4 

 
Then the barrier height Qb for field evaporation is given by: 
 

 𝑄𝑏(𝐹) =  𝑄0 –𝑈𝑖,𝑚𝑎𝑥
𝑛  

𝑄𝑏(𝐹) =  𝛬 +  ∑𝐼𝑖

𝑛

1

− 𝑛𝜙𝑒  − √
𝑛3𝑒3𝐹

4𝜋ε0 
 

3.5 

The value of the electric field strength which reduces the barrier energy Qb to zero 
is called evaporation field, Fevap which can be written as: 

 
 

𝐹𝑒𝑣𝑎𝑝 = 
4𝜋 ε0
𝑛3𝑒3

  (𝛬 +  ∑𝐼𝑖

𝑛

1

− 𝑛𝜙𝑒) 3.6 

Although for a given material, depending on the ionization-state n, different 
values of fields can be extracted from Equation 3.6, the lowest value of the 
obtained field is defined as the evaporation field. This classical approach to 
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predict the low-temperature evaporation field (Fevap) does not match the 
experimental values for most materials. This discrepancy is addressed later in this 
section. The experimentally observed Fevap for most materials are tabulated in the 
textbooks [83]. For most metals, Fevap varies in the arrange of 10 to 60 V nm-1. 
Finally, the barrier height Qb (F) for the electric fields close to the Fevap can be 
approximated by a linear relation: 

 
 

𝑄𝑏(𝐹) ≈  
1

2
𝑄0  (1 −

𝐹

𝐹𝑒𝑣𝑎𝑝
) 3.7 

This linear relation has been experimentally validated only for the electric field 
between 0.8Fevap to 0.95Fevap and deviations out of this range were reported [84]. 
In general, the agreement between the original Image hump model (Equation 3.7) 
and the experimental barrier height Qb is poor for most materials. This 
discrepancy is mainly due to the neglect of many phenomenological parameters in 
the definition of the ionic potential energy (Equation 3.2). Different authors tried 
to improve the original Müller model by implementing additional terms to the 
definition of potential energy. For instance, Tsong [85] proposes an additional 
energy term − 1

2
𝛼𝑝𝐹

2  to the potential energy (Equation 3.2) to consider the 
polarization effect of surface atoms, whereby αp is the surface polarizability of the 
ions and F is the strength of the electric field. Also the predicted distance for the 
Schottky hump (Zmax) is too small to ignore the contribution from the ion-core 
repulsive forces [82]. As this model basically neglects the real potential energy of 
atoms and ions in the first few nanometers of the surface under the strong electric 
field (strong cohesive forces), it is not surprising that the Image hump model 
cannot accurately predict the field evaporation mechanism of all materials.   

3.1.2  Charge-exchange model (Gomer model) 

This model was initially proposed by Gomer et al. [80] to overcome some of 
the limitations of the image hump model. Unlike the Image hump model, in the 
charge-exchange model the atoms are gradually ionized, while they are escaping 
from the surface. Although the original proposed model by Gomer has not been 
experimentally assessed, it triggered further discussions on the nature of the 
evaporation process which finally lead to a better understanding of this process 
[86]. Later, the field evaporation was accepted to be based on charge-drain 
process [87]. This process describes the gradual drain of the charge from the 
evaporating atom to the specimen surface, during the field evaporation process.  

McMullen [88] proposed an quantum-based approach to describe the charge-
drain and field evaporation process. Using one-dimensional density functional 
theory (1D DFT) for a metallic specimen, McMullen [88] explained that the 
charge and the field are concentrated on the protruding surface atoms. This 
implies that under the application of intense electric field, surface atoms are not 
neutral and they can be considered in a partially ionized state. This partially 
ionized behaviour of surface atoms has been confirmed by many other authors 
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[89], [90]. The local concentration of surface charges results in a local 
enhancement of the electric field according to Gauss’s law. This local 

enhancement of the electric field is discussed in detail in the next chapter.  
Furthermore, this concentrated surface charge implies a repulsive force on the 

corresponding surface atom and cause electrostatic stress, which is known as the 
local Maxwell stress, on the surface. The intensity of the Maxwell stress can be 
simply expressed as: 

 𝑇 =  
1

2
ε0𝐹

2 3.8 

where T is the force per unit area of the surface (stress), ε0 is the dielectric 
permittivity of the vacuum and F is the magnitude of the electric field. The 
intensity of the Maxwell stress can easily reach the yield strength of most metals 
(around 500 MPa) [82]. Hence the charge drain process can be explained as 
follows. The Maxwell stress is sufficiently intense to pull out the atoms from the 
surface. This gives rise to the local field enhancement and once the strength of the 
local electric field becomes sufficiently intense, the complete ionization and 
successive escape of the atom from the surface (field evaporation) becomes 
possible (see in Figure 24c).  

Kreuzer and Nath [91] analytically estimated the energy barrier using Morse 
potential. The Morse potential energy of the atoms at the surface, U(z), in the 
absence of the electric field is reported as:  

 
 U(𝑧) = 𝑛𝐷 (𝑒𝑥𝑝 [−2 (

𝑧

𝑙𝑚
)] − 2𝑒𝑥𝑝 [−(

𝑧

𝑙𝑚
)]) 3.9 

where z is the distance to the atom position, n is number bonds, D is bounding 
energy of the pair of atoms (similar to sublimation energy Λ), lm is the scaling 
length (similar to steepness of the potential well in bonding energy curve). Then 
the maximum adhesion force fm which holds the atom to the surface is given by: 
 

 𝑓𝑚 =
𝑛𝐷

2𝑙𝑚
 3.10 

In the presence of average electric field F on the surface, the potential energy of 
the surface atoms is modified by the application of Maxwell stress: 
 

 U𝐸(𝑧) =  U(𝑧) −
1

2
𝑠ε0(𝛾𝐹)

2z 3.11 

where s is the surface area, ε0 is the dielectric permittivity of the vacuum, γ is 

local field enhancement factor on the protruded atoms which is discussed in 
Section 4.1.1. Indeed, if the induced Maxwell stress is smaller than maximum 
adhesion force (fm), a barrier energy Qb is predicted for the field evaporation. For 
a certain applied electric field, the induced stress becomes larger than the fm and 
the barrier energy disappears. The strength of the electric field at low temperature 
(0 K), which leads to a zero-barrier height for the field evaporation, is given by: 
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 𝐹𝑒𝑣𝑎𝑝 =
1

𝛾
(
𝑛

𝑠
)
1/2

× (
𝐷

ε0𝑙𝑚
)
1/2

 3.12 

where Fevap is called evaporation field. For the electric fields lower than 
evaporation field (F < Fevap), the energy barrier Qb was analytically calculated 
[84], [91] and the results are reported here: 
 

 𝑄𝑏(𝐹)
𝑄0

= √1 − (
𝐹

𝐹𝑒𝑣𝑎𝑝
)

2

+
1

2
× (

𝐹

𝐹𝑒𝑣𝑎𝑝
)

2

× 𝑙𝑛
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 1 − √1 − (

𝐹
𝐹𝑒𝑣𝑎𝑝

)
2

1 + √1 − (
𝐹
𝐹𝑒𝑣𝑎𝑝

)
2

)

 
 
 

 

3.13 

where Q0 is the barrier height at zero field (F=0). This expression has been 
reported to have a good agreement with experimental observations [92]. For 
electric field between 0.8Fevap to 0.95Fevap, this expression can be approximated by 
the classical linear relation, previously reported in Equation 3.7. 

3.2 Post-ionization 

As described in the previous sections, the theory of field evaporation (image-
hump or charge-exchange model) predicts the required electric field to evaporate 
an atom depending on the degree of ionization. However, the experimentally 
observed degree of ionization, the so-called charge state ratio (CSR), is usually 
higher than the predicted value. The charge state ration (CSR) of the element x is 
defined as  𝑥𝑖+/∑ 𝑥𝑖+𝑛

1 , where xi+ is the frequency of the ith ionization (i=1, 2, 
…). This discrepancy is explained by the theory of post-ionization.   

The proposed model by Haydock and Kingham [93] suggests that ions leave 
the surface mainly in the single charged state and while they are passing through 
the intense electric field, they may re-ionize again in the vicinity of the apex by 
tunneling of an electron back to the specimen surface.  The probability of electron 
tunneling (so post-ionization) can be modeled based on the potential distribution 
at the given electric field and the distance of the ion from the surface using the 
Schrödinger Equation [94]. Finally, for most elements, the relative frequency of 
different charge states at various electric fields were calculated and the results are 
available in textbooks (so-called Kingham curve) [83]. For instance, the Kingham 
curve of Silicon is shown in Figure 25.  
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Figure 25: Kingham curve for Si. The vertical axis indicates the CSR of the Si (Si2+/(Si2+ + Si1+)) ×

100 and the horizontal axis shows the intensity of electric field. Reproduced from the reference [94]. 

Alternatively, a robust procedure was proposed in the reference [95] to 
experimentally obtain the Kingham curve for a given material (originally for Si). 
The methodology is based on the Equation 4.5 (which will be discussed in the 
next chapter), whereby the electric field Fi at the specimen apex is known to be 
proportional to the applied voltage Vi. Thus, a known set of F0 and V0 allows the 
experimental determination of the field Fi at every given applied voltage Vi 
through the ratio  𝑉𝑖

𝑉0
=
𝐹𝑖

𝐹0
 . Whereby F0 and V0 are known values referred to as the 

electric field and the voltage required for the evaporation of a given element (e.g. 
Si) at 0 K. The value of F0 can be found in the literature for many elements. To 
estimate V0, the author suggested a set of APT measurements at different laser 
powers, whereby V0 can be extrapolated at the zero laser power. This procedure 
allows the experimental determination of the electric field Fi and CSRs for a range 
of applied voltages Vi, thus the Kingham curve can be plotted accordingly. The 
experimentally obtained Kingham curve following this methodology showed a 
very good agreement with the theoretical curve for Si [95]. 

Furthermore, it has been experimentally shown that CSR and the post-
ionization theory are independent from the temperature [95]. This makes post-
ionization an extremely powerful tool to determine the local electric field at each 
instance of the APT measurement. Indeed, the extraction of the local electric field 
from the applied voltage is not straightforward due to the number of unknown 
parameters playing a role in the field enhancement mechanism, including: tip 
geometry, local apex shape and atomic roughness. Hence, through the 
experimentally extracted CSR and the use of the Kingham curve, one can estimate 
the local electric field at each instance of the APT measurement.  

In this thesis work, the extracted CSR is used to compare the experimental 
conditions of APT measurements and assess the repeatability of the measurement.  

3.3 Evaporation rate 

For an atom to field evaporate and to successively escape the surface, it must 
cross the previously described energy barrier Qb (Equation 3.5 or 3.15). This can 
be done either by a thermally activated process (thermal fluctuation) or by 
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tunneling through the barrier whereby the atom is ionized at the same time. As 
suggested by Brandon [96], at sufficiently low temperature tunneling through the 
barrier becomes the more probable evaporation mechanism leading to an almost 
temperature independent mechanism. Hence, at a given Qb, a transient 
temperature can be defined at which the transition from tunneling to a thermally 
activated evaporation process occurs [97]. Kingham [98] suggested that this 
transition temperature is about 40 K for most elements (except very light 
element), which matches the experimental observations by other authors [99], 
[100]. The presence of such a temperature transient which differentiates the two 
mechanisms of evaporation is depicted in Figure 26. 

 
Figure 26: Arrhenius plots for field evaporation of at three different electric fields (F1 > F2 > F3). The 

vertical axis shows the logarithmic scale of the evaporation rate in layer per second. The experimental data 
points are indicated by black dots on the figure. At each electric field, the data points were interpolated by 
two linear functions: Blue (tunneling regime) and red (Thermally activated regime). The corresponding 
barrier height Qb at each electric field (F1, F2 and F3) is also reported in the figure. The transient between 
thermally activated regime and tunneling regime can be seen at low temperature (T < 40 K) for F1 and F2 

plots. Reproduced from the reference [100]. 

Although the base temperature is typically around 40-50K, the temporarily 
(picosecond)  temperature increase as induced by the laser pulse [101] implies that 
the field evaporation in laser-assisted APT is usually based on the thermally 
activated process. The thermal agitation vibrates the atoms on the surface, where 
the component of this oscillation normal to the surface pushes the atoms towards 
the outside with a frequency ν0. The probability for an atom during such an 
oscillation to overcome the barrier Qb, which holds the atom on the surface, and 
successively leave i.e. the evaporation event, is called the probability of field 
evaporation, Pevap. This probability can be modelled by the Maxwell-Boltzmann 
equation: 

 
 

Pevap ∝  exp (−
𝑄𝑏(𝐹)

kBT
) 3.14 

where kB is the Boltzmann constant and T is the absolute temperature of the 
surface. To simplify, Qb(F) can be assumed as the classical term in Equation 3.7:  
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𝑄𝑏(𝐹) =  
1

2
𝑄0  (1 −

𝐹
𝐹𝑒𝑣𝑎𝑝⁄ ). Once the vibration frequency ν0 and the 

probability of field evaporation Pevap are described, the evaporation rate Φevap, 
defined as the number of atoms evaporated per second, can be described by the 
Arrhénius law: 

 Φevap = ν0 exp (−
𝑄𝑏(𝐹)

kBT
) 3.15 

where ν0 is the frequency of the normal component of ion vibration in its bonding 
well. Note that in reality, the evaporation rate needs to be calculated taking into 
account the laser pulse length, temporary temperature evolution and laser 
frequency. The Equation 3.15 has been experimentally evaluated by several 
authors and the deviation is reported only at low temperature, corresponding to 
tunneling regime [102],[100]. As expected, the vibration frequency ν0 depends on 
the temperature, while it has been also reported that ν0 decreases as the strength of 
the electric field increases. For instant by 10 % increase in the field, ν0 is reported 
to drop from 1013 Hz to about 1011 Hz [92]. Hence, the evaporation rate in 
Equation 3.15 strongly depends on both electric field (through ν0 and Qb) and 
temperature (through ν0 and T). Hence, various combination of electric field 
(barrier height) and temperature can lead to a similar evaporation rate for a given 
element. To derive a relation between the electric field and temperature, the 
quantum description of barrier height in Equation 3.15 can be approximated by a 
linear term: 

 

 
𝑄𝑏(𝐹) ≈  𝑄0  (1 −

𝐹

𝐹𝑒𝑣𝑎𝑝
) 3.16 

Then, by combining the Equations 3.15  and 3.16, at a given evaporation rate 
Φevap, an approximately linear relation between the field (F) and temperature (T) 
can be obtained as: 

 
 𝐹

𝐹𝑒𝑣𝑎𝑝
≈ 1 + ln (

Φevap

ν0
)
kBT

𝑄0
 3.17 

This linear relation is shown in Figure 27 and it has been experimentally observed 
for a wide range of materials with a good reproducibility [103], [104]. For a given 
element, the slope of the field-temperature curve mainly depends on the 
evaporation rate Φevap. This implies that any further increase/decrease in the 
electric field or temperature while keeping the other parameter constant, results in 
an increase/decrease in the evaporation rate Φevap (see Figure 27).  
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Figure 27: Schematic representation of various combinations of electric field and temperature which can 

result in field evaporation at three different evaporation rates (Φ1 > Φ2 > Φ3). The  Φ2 curve corresponds 
to a calibration curve of field and temperature for tungsten tip at fixed detection rate of 0.005 [104]. The 
schematic view of the pulsing modes at a constant base temperature (Voltage pulsing) or constant DC field 
(Thermal pulsing) is also depicted in blue. 

Hence, the field evaporation can be controlled and triggered either by pulsing 
the temperature (laser pulse) or the electric field (voltage pulse), while the other 
parameter is kept constant. Thus, with the right choice of base temperature and 
pulsing energy, field evaporation is only triggered during the (voltage or laser) 
pulse and no evaporation is expected in between the pulses. Such a process is 
required to provide a trigger for the time-of-flight calculation and also to 
minimize the unwanted DC evaporation as this leads to unidentified species 
causing a signal background and a loss in sensitivity. Moreover, in multielement 
samples, DC evaporation of the species with the lower evaporation fields causes a 
compositional bias. 

3.4 Laser-tip interaction 

In this section, I will briefly introduce the historical background and the 
improvement in laser-assisted atom probe (LA-AP) technique. Then the state-of-
the-art in the physical understanding of the interaction between the pulsed laser 
light and APT tip will be discussed in more detail. 

The idea of using laser pulses to evaporate a field emitter was already 
introduced by the group of E. W. Muller in the 60’ties. However, due to the 
instability of the lasers at that time, the first laser-assisted atom probe analysis was 
only reported about a decade later (end of 1970s) by Block and Tsong [105]. The 
analysis at that time suffered from poor mass resolution (due to the long laser 
pulse) and reproducibility (need to focalize the laser in view of the low energy per 
pulse). At the end of 1980s, Tsong successfully demonstrated the use of ultrashort 
laser pulses (psec to nsec)  for the analysis of metallic and nonconductive 
specimens (i.e. silicon, Silica, III-V semiconductors) [106].  Finally, at the 
beginning of 2000, ultrafast lasers (femtosecond) combined with high energy 
(amplified laser system) became available, which eliminated the need for strongly 
focalized laser. As a result, the analysis of metallic and semiconducting specimens 
with better mass resolution was reported [107].   
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As mentioned earlier a laser-assisted atom probe enables the analysis of 
nonconductive and semiconductor materials which are usually not feasible using 
the voltage pulses. Indeed, the high electrical resistivity of nonconductive 
materials broadens the voltage pulse such that the amplitude of the electric field at 
the apex is reduced and its time dependence enlarged. This then leads to a poor 
mass resolution in the ToF spectrometry. Furthermore, it appears that the laser-
assisted atom probe also improves the analysis of metallic specimens from many 
aspects. For instance, by using the laser pulsed APT, the induced mechanical 
stress on the tip is less as compared to the case of voltage pulsing since a smaller 
electric field is required whereby also the induced stress is no longer cyclic 
causing mechanical fatigue. This reduces the risk for rupture of brittle or fragile 
specimens such as multilayers [108]. Beside broadening the field of application to 
nonconductive and semiconductor materials, laser pulsing generally improves the 
performance of APT analysis in terms of mass resolution, signal to noise ratio 
through decreasing the evaporation time and the energy spread during the pulses 
[109]. Some of these aspects are discussed in more detail in this section.  

Although, the interaction of light with matter is well studied and explained for 
materials with known optical properties (known refractive index), the physical 
interaction between the laser pulse and the APT tip is not yet fully understood at 
this moment. This is mainly due to the nanometric dimension of the specimen 
which necessitates to consider effects as field enhancement, diffraction and 
plasmonic excitation as well during the laser-tip interaction.  In general, the 
framework for describing the contribution of laser pulse in the evaporation 
process is based on Maxwell-Boltzmann equation for evaporation probability 
Pevap, introduced in Section 3.3:   

 
 

Pevap~ exp (−
𝑄𝑏
kBT

) 3.18 

where Qb is the height of the energy barrier, kB is the Boltzmann constant and T is 
the apex temperature at the instant of the evaporation process. Hence, the effect of 
the laser pulse on the evaporation process must be through a temperature rise (T) 
or via reduction of the barrier height Qb, through further enhancement of the 
electric field.  Although it is wildly accepted that a temperature rise (thermal 
pulse) is the main mechanism of field evaporation, the possible reduction in the 
barrier height is also discussed in this thesis.  
Three potential mechanisms of laser-assisted field evaporation process are: 
Thermal pulsing, photo ionization and optical pulsing. These possible field 
evaporation mechanisms are discussed in detail in the following sections. 

3.4.1 Thermal pulsing 

In laser-assisted APT, thermal pulsing is currently accepted to be the main 
mechanism for field evaporation of both metallic and nonconductive materials. In 
principle, the obvious result of the laser-tip interaction is the absorption of a part 
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of the laser energy by the specimen and is transformation in the thermal energy. 
This laser induced heating combined with the constant cooling of the tip (cfr the 
heat sink at the tip bottom) leads to an increase and successive decrease of the 
apex temperature. The resulting temperature evolution at the tip apex, commonly 
referred to as “thermal pulsing”, triggers the field evaporation process.  

In this section, the physical phenomena besides the laser absorption are first 
discussed for both metallic and semiconductor materials. Then the formation of 
temperature pulse and the cooling mechanisms will be briefly explained. 
 

Laser absorption in metals: when a laser interacts with a metallic 
substrate (bulk material), the photons from the laser interact with the electrons in 
the conduction band and excite them to higher energy levels. Then, these hot 
electrons relax their energy through electron-electron scattering (femtosecond 
time scale) and electron-phonon scattering (picosecond time scale) which leads to 
a temperature rise in the metal lattice [82]. The real laser-tip interaction for a 
nanometric tip is more complex and other effects need to be taken into 
consideration, including the laser polarization, the diffraction of the incoming 
light, the collective excitation of surface electrons. For instance, the apex of a tip 
(as a discontinuity between the metal and the vacuum) diffracts the incoming light 
in all directions. Then this diffracted beam interacts with the incident and 
reflected beams and enhances the oscillating surface current on the laser side of 
the tip surface [82]. The hemispheric apex of the tip can give rise to the absorption 
of the incident beam at the apex by collective excitation of surface electrons 
(surface plasmonic) for certain excitation wavelengths [110].  
The 3D map of the absorption efficiency for an Al tip at two different laser 
wavelengths was simulated by numerically solving Maxwell’s equations for the 

3D tip shape using finite difference method in the time domain [82] and the 
results are reported in Figure 28. The figure indicates the presence of some local 
maxima of absorption on the laser side of the tip by a distance equal to the laser 
wavelength λ.  For a larger wavelength, the first local maximum is located at the 
distance equal to the λ/4 from the apex as shown in Figure 28c. While, for shorter 
wavelengths (λ=515 nm and 360 nm), the first absorption maximum is located 
very close to the apex (Z=20 mm) which corresponds to excitation of surface 
plasmon resonance (Figure 28c inset). This absorption map indicates that the 
incident beam is either strongly absorbed (at the local maxima) or completely 
transmitted (for other positions) depending on the tip radius. The presence of the 
maxima is interpreted as the interference between the diffracted beam from the 
apex with the incident and reflected beam enhancing the oscillating surface 
current at the shank surface. In addition, the absorption density decays rapidly 
along the depth (~ 1

√𝑍
) as shown in Figure 28c. 
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Figure 28: The absorption map of Al tip in the incident laser with axial polarization obtained by finite 
difference simulation in time domain. (a) laser wavelength equal to 355 nm (b) laser wavelength equal to 
1200 nm. (c) Normalized absorption density profile along the tip axis for λ=360 nm (blue), λ =515 nm 
(green), λ =800 nm (red), and λ =1200 nm (brown). In the inset, the zoom of absorption profiles at the apex 
for λ=360 nm (blue) and 515 nm (green) is shown. Reproduced from the reference [111]. 

Laser absorption in semiconductors: the optical properties (refractive 
index) of semiconductor materials depends on the band structure which varies 
according to the doping level and defects. At cryogenic temperature (below 40 K) 
the conduction band is empty and the laser photons can only interact with the 
electrons in the valence band. Hence, depending on the photon energy, this 
interaction can either lead to an absorption event, which promotes an electron to 
the conduction band and creates an electron-hole pair, or the material is 
transparent to this laser light.  In case of a bulk direct band-gap semiconductor, if 
the photon energy (Ephoton) is larger than the direct band-gap (𝐸𝑝ℎ𝑜𝑡𝑜𝑛 > 𝐸𝑔𝑎𝑝𝑑𝑖𝑟𝑒𝑐𝑡), 
the laser light is strongly absorbed at the surface (penetration depth of a few 
nanometers) and all the photon energy is transferred into carrier energy, while for 
(𝐸𝑝ℎ𝑜𝑡𝑜𝑛 < 𝐸𝑔𝑎𝑝

𝑑𝑖𝑟𝑒𝑐𝑡), the absorption probability of photons becomes negligible 
and the material becomes transparent to the laser energy [112]. The indirect band-
gap semiconductors show a similar behaviour whereby for a photon energy well 
above the indirect band-gap (𝐸𝑝ℎ𝑜𝑡𝑜𝑛 ≫ 𝐸𝑔𝑎𝑝𝑖𝑛𝑑𝑖𝑟𝑒𝑐𝑡) the photon absorption is 
assisted by the phonons (to conserve the momentum). Vice versa for a photon 
energy below or close to the indirect band-gap (𝐸𝑝ℎ𝑜𝑡𝑜𝑛 < 𝐸𝑔𝑎𝑝𝑖𝑛𝑑𝑖𝑟𝑒𝑐𝑡), the 
absorption probability reduces to a much lower value and the laser can penetrate 
deeply inside the bulk material (up to 1 mm) [112].   
This behaviour is schematically depicted for silicon illuminated with three 
different photon energies in Figure 29. The photon energy for IR laser (1.2 eV) is 
just above the indirect band-gap of silicon (1.15 eV) which enables a small 
transition window for phonon interaction in the momentum space, hence the 
absorption is weak. For the green laser, the photon energy is higher which also 
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corresponds to a wider window for phonon interaction giving rise to the photon 
absorption.   For the UV laser, the photon energy (3.6 eV) is just above the direct 
band-gap of silicon (3.4 eV) which leads to a strong absorption at the surface with 
small penetration depth.   

 

Figure 29: Schematic representation of photon absorption in the silicon for three different wavelengths. 
Reproduced from [113]. 

After the absorption of the photon energy, a semiconductor experiences 
several excitation and relaxation mechanisms before reaching the equilibrium 
state. As mentioned earlier, the photon energy is first transferred to the valence 
electrons and then to the semiconductor lattice through the relaxation 
mechanisms. As suggested in reference [114], the electron and lattice processes 
involved in the laser excitation, can be classified in four main regimes: carrier 
excitation, thermalization, carrier removal and thermal and structural effects. The 
list of possible processes and their corresponding timescales are reported in Figure 
30. For direct band-gap semiconductors, the carrier excitation is mainly the result 
of a single or multiphoton photon absorption (Figure 30a), which take place in a 
few femtoseconds timescale. For indirect band-gap semiconductors, a phonon-
assisted absorption mechanism is required. After the excitation, the carriers are 
redistributed by carrier-carrier and carrier-phonon scattering in both the valence 
and conduction bands (Figure 30d to f). By considering the small carrier energy of 
the emitted photons, many scattering events take place before reaching the 
thermal equilibrium. This leads to a thermalization within a few picoseconds.  At 
this point, both carriers and lattice are at the same temperature and the material is 
considered to have a well-defined temperature. 
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Figure 30: Electron and lattice excitation and relaxation mechanism for a direct band-gap material, 
excited by the laser photons. (a) multiphoton absorption, (b) free-carrier absorption, (c) impact ionization, (d) 
carrier distribution, (e) carrier-carrier scattering, (f) carrier-phonon scattering, (g) radiative recombination, (h) 
Auger recombination, (i) diffusion of excited carriers, (j) thermal diffusion, (k) ablation and (l) 
resolidification or condensation. (m) The timescales for all the aforementioned processes involved. 
Reproduced from [114]. 

By considering the timescale for field evaporation mechanism, which is in the 
order of few picoseconds [92], one can expect the complete thermalization of 
carriers-phonon before the field evaporation process.  

Once the thermalization is completed, there is an excess of free carriers 
compared to that of thermal equilibrium. These additional carriers are removed by 
either diffusion or recombination process, including radiative recombination or 
Auger, surface and defect recombination (Figure 30g to i) in a timescale longer 
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than the field evaporation process (hundreds of nanoseconds to microseconds). 
Finally, after the removal of the excess carriers, the material is at the same 
condition as when heated by conventional means and it can experience various 
thermal and structural effects, as reported in Figure 30j to l. It is worth mentioning 
that the various processes involved in the electrons and phonon excitation took 
place simultaneously and they overlap in time spanning over femtoseconds up to 
microseconds. 

Similar to metallic specimen, the absorption map for semiconductors with a 
real three-dimensional tip shape can be computed by solving Maxwell’s equations 

using finite-difference time domain.  The absorption maps for a silicon tip with an 
initial radius of 35 nm and a shank angle of 4° using three different laser 
wavelengths is reported in Figure 31, from the reference [113]. The laser light 
propagates along the x direction from the top (k vector) with a linear polarization 
parallel to the tip axis (vector Fopt). As mentioned earlier in the case of IR laser, 
𝐸𝑝ℎ𝑜𝑡𝑜𝑛 < 𝐸𝑔𝑎𝑝

𝑖𝑛𝑑𝑖𝑟𝑒𝑐𝑡 and the penetration depth of the laser can be much deeper 
than the thickness of the APT tip. Hence, the laser light experiences a series of 
reflection and diffraction events inside the 3D volume of the tip, which can 
obviously interfere. As a result, absorption maxima appear within the tip volume. 
Moreover, the absorption maxima are far from the tip apex (Figure 31a inset), 
which corresponds to an absorption of the energy in the depth (in z direction) of 
the tip. For the Green laser (Figure 31b), a similar absorption pattern can be seen, 
where the photon energy is manly absorbed in the 3D volume of the tip. However, 
using the green laser the absorption maxima are much closer to the apex of tip 
(Figure 31b inset). This is favorable in APT, since the ideal scenario is just to heat 
the apex of the tip and leave the 3D volume remain cold even during the laser 
pulse. This will be discussed in more detail later in this section.  

Finally, for a UV laser, the photon energy is larger than the direct band-gap of 
the silicon (𝐸𝑝ℎ𝑜𝑡𝑜𝑛 > 𝐸𝑔𝑎𝑝𝑑𝑖𝑟𝑒𝑐𝑡). This leads to a strong absorption of the photon 
energy at the tip surface in the direction of laser incident light (Figure 31c). This 
absorption map is very similar to the one reported for metals (Figure 28). The  
presence of local absorption maxima on the silicon tip surface using UV laser is 
clearly reported in reference [82], similar to the one of reported for metallic 
specimen. The main important difference between the absorption map obtained 
from the UV laser compare to the Green or IR is that the photon absorption is very 
strong on the tip apex (mainly the laser side) which gives to stronger rise of the 
local apex temperature even for the similar amount of absorbed energy. The 
practical impact of this effect will be discussed in more detail later in this section. 
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Figure 31: The absorption map computed by finite-difference time domain simulation for a silicon tip 
with apex radius of 35 nm and a shank angle of 4°, using three difference wavelengths (a) IR at the 
wavelength of 1030 nm, (b) Green at the wavelength of 515 nm, (c) UV at the wavelength of 345 nm. The 
laser comes from top (vector k) and it is polarized parallel to the tip axis (vector Fopt). The unit for the 
colorbar is J/m3. The insets show the zoom view of the first 450 nm (in Z direction) of the absorption maps. 
Reproduced from [113]. 

 
In addition, it has been reported that the optical properties of semiconductors 

can be affected by the presence of an intense electric field [115]. For instance, 
once a strong DC electric potential is applied to an insulator (semiconductors at 
cryogenic temperature typically acts as an insulator), an intense electric field is 
generated inside the specimen [116]. This results in the formation of free carriers 
(by field-assisted ionization process [116]), which are then moved toward the 
specimen surface in the direction of the applied electric field (screening process). 
Hence, the generated electric field, inside the specimen, only appears in a narrow 
skin from the specimen surface [82]. This generated electric field modifies the 
band structure [115] and causes band-bending [117], which  enables subband-gap 
photon absorption  (𝐸𝑝ℎ𝑜𝑡𝑜𝑛 < 𝐸𝑔𝑎𝑝), as it  reduces the band-gap to lower value 
(𝐸𝑔𝑎𝑝
′ ), as schematically represented in Figure 32. This subband-gap photon 

absorption can improve the absorption probability versus photon energy. 
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Figure 32: Schematic representation of the reduction in the band-gap under the presence of an intense 
electric field within the semiconductor bulk material. The dotted rectangles are the schematic of the new band 
structure, where the new band-gap (𝐸𝑔𝑎𝑝′ ) is shown by a dotted red arrow. The required photon energy to be 
absorbed by the material in the presence and absence of the electric field is indicated by black and dotted red 
arrow. Reproduced from [82].  

Temperature pulse and cooling process: as discussed previously, by the 
interaction of a femtosecond laser pulse with a nanometric AP tip, part of the laser 
energy is absorbed and transformed into the thermal energy (thermalization) on a 
few picoseconds timescale. The maximum temperature that can be reached at the 
specimen surface depends on various parameters linked to the specimen (tip 
geometry and material) and the laser pulse (i.e. laser wavelength, spot condition 
and its focus). Kellogg [102] experimentally measured the peak temperature of a 
few hundred Kelvin (60-500 K) through the analysis of the electric field to 
generate field evaporation at a given evaporation rate. The peak temperature up to 
800 K has been also reported for W under 5 ns laser pulse [118].  
By assuming that thermal pulsing is the only mechanism for field evaporation, 
one can assume that barrier height Qb remains constant during and after the laser 
pulse and rewrite the evaporation probability Pevap(t) at the given time t as a 
function of apex temperature T(t): 

 
Pevap(𝑡) ~ exp (−

𝑄𝑏
kBT(𝑡)

) 3.19 

where kB is the Boltzmann constant. As described earlier, a few picoseconds after 
the laser pulse, the complete thermalization of carrier-phonon is expected for 
semiconductors. Hence, after this timescale, the temperature evolution and the 
field evaporation only depend on the cooling dynamics, which is similar to the 
case of a specimen heated by a conventional means. By considering the 
magnitude of the peak temperature, the cooling process mainly relies on the 
conductive heat transfer towards the specimen bottom (radiation can be neglected) 
[104].  According to Fourier’s law, the heat flux is proportional to the gradient of 

temperature. Hence the cooling mechanisms strongly depend on the initial 
absorbed map of the photon energy, size of the laser spot, thermal properties of 
the material and the shank angle.  If only the tip apex was heated by the laser, the 
cooling process would have been very quick (picoseconds timescale). While, as it 
was demonstrated in Figure 31, depending on the laser wavelength and the 
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absorption properties of the APT tip (material and tip shape), the laser energy can 
be absorbed deeply in the volume of the APT tip which heats up a large volume of 
the tip and reduces the local temperature gradient along the tip axis. The variation 
of temperature can be obtained by solving the thermal diffusion equation in the 
medium:  

 
𝜕𝑇

𝜕𝑡
 −  α(𝑇) ∇2𝑇 = 0 3.20 

where α is the thermal diffusivity at the given temperature T: α =  k 𝜌𝐶𝑝
⁄  and k is 

thermal conductivity, 𝜌 is the density and Cp is the specific heat capacity. For a 
zero shank angle tip (wire) and assuming one-dimensional problem, Vurpillot et 
al. [119] reported an analytical solution for the Fourier’s law by assuming an 

initial  Gaussian temperature distribution centered on the tip apex. Then by 
assuming also a constant thermal diffusivity, the apex temperature at the time t, 
Tapex(t), was reported as: 

 

𝑇𝑎𝑝𝑒𝑥(𝑡) = 𝑇0 + 
𝑇𝑟𝑖𝑠𝑒

√1 +
2𝑡

𝜏𝑐𝑜𝑜𝑙𝑖𝑛𝑔

 
3.21 

where, T0 is the base temperature, Trise is the peak temperature during the 
temperate rise and 𝜏cooling is the cooling time constant given by the size of heated 
zone σ and thermal diffusivity α: 

 𝜏𝑐𝑜𝑜𝑙𝑖𝑛𝑔 = 
𝜎2

𝛼
 3.22 

The experimental investigation of cooling behavior of W tip using two pump-
probe lasers by Vurpillot et al. [120] suggested a very fast temperature decay at 
the apex surface (less than 1 ns). Further, investigation of the cooling dynamics, 
by considering the three-dimensional tip shape, is required to better understand 
the dynamics of this process. 

The direct extraction of apex temperature T, during the course of evaporation,  

from Equation 3.15, Φevap = ν0 exp (−
𝑄𝑏(𝐹)

kBT
), is not trivial as the absolute values 

of the barrier height Qb and the evaporation rate Φevap  are not directly available. 
Alternative,  in reference [95], a methodology to indirectly estimate the apex 
temperature from the variation of the evaporation flux Φevap (and the detection 
flux Φdet) as a function of the applied voltage V, was suggested. The authors 

indicated that the voltage ratio V𝑖 𝑉0⁄  , where V0 is the voltage required for 

evaporation at 0 K, can be experimentally measured and expressed as the ratio of 

barrier heights Q𝑖 𝑄0⁄ , where Qo and is the barrier height at zero field. Then the 

apex temperature can be calculated based on the slope of the variation of detection 
flux Φ𝑑𝑒𝑡 versus the variation of barrier height as [95]: 
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𝑇 =  

−1

kB
𝑑𝑙𝑛Φ𝑑𝑒𝑡
𝑑𝑄

|
𝑇

 3.23 

The above equation was obtained from  Equation 3.15, assuming that the variation 
of Φdet is a good representative of the variation of Φevap, for the well-designed 
experiment (tip shape) [95]. Using that methodology, A.Kumar et al [95] 
demonstrated that the temperature rise at the tip apex is ~ 200-400 K depending 
on the laser power used. 

3.4.2  Photoionization 

Tsong et al. [121] proposed a model to describe the photon-assisted field 
evaporation (photoionization) through the interaction between the laser photons 
and the electrons on the specimen surface. Although he experimentally validated 
his model for Si at a very low laser power [122], there was a controversy about 
the generalization of this model as the main physical model for the field 
evaporation [123], [82]. For instance, field evaporation by the photoionization 
process for metallic specimens has never been observed [106], [83]. 

Moreover, the contribution of the photoionization process on field 
evaporation, can only be observed when the thermal pulsing contribution is 
negligible [82]. This is the case where an extremely low laser power (small laser 
fluence) is used, which typically results in a lower evaporation rate in comparison 
to the thermal pulsing process. In another words, typically the field evaporation is 
dominated by the thermal pulsing mechanism and the photoionization process, if 
present, only has a very small contribution.   

3.4.3 Optical pulsing 

Laser light as an electromagnetic wave has an inherent electric field, which 
thanks to APT tip shape, can reach a few volts per nanometer [123]. Hence, it 
could potentially cause an additional field enhancement at the tip apex and reduce 
the barrier height required for the field evaporation process [124]. The oscillation 
frequency for the laser light is on order of 1015 Hz (𝜈 = 𝑐/𝜆), which corresponds 
to a time period of about few femtoseconds. While, as mentioned earlier, the 
typical timescale for field evaporation mechanism, is on order of a few 
picoseconds [92].  Such a short oscillation period could not reduce the mean value 
of the barrier height in the time scale required for the field evaporation process 
[82]. Hence, the effect of optical pulsing on the field evaporation is often 
excluded. 

In case of metallic specimens, the optical rectification effects at the surface of 
the apex can lead to an ultrafast electric pulse which can potentially contribute to 
the field evaporation [125]. Optical rectification is a physical phenomenon based 
on nonlinear second-order processes which can occur by the interaction of laser 
pulses with non-centrosymmetric materials and the surface of metals, where there 
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is a discontinuity in the electronic density of the states (nonlinear effect) [82]. 
This effect generates a second-order polarization in the material which leads to the 
generation of an electric field (based on electric dipole radiation). In case of a 
femtosecond laser pulses, the optical rectification can create an electric pulse with 
a period of a few picoseconds [125] which lies in the same timescale of field 
evaporation and could potentially play a role in this process by reducing the 
energy barrier.   By recalling Equation 3.5, the reduced barrier height (Qb) by the 
impact of optical rectification can be approximately written as:  

 

 𝑄𝑏 =  𝛬 +  ∑𝐼𝑖

𝑛

1

− 𝑛𝜙𝑒 −  𝛾(𝐹𝐷𝐶 + 𝐹𝑂𝑅) 3.24 

where 𝛾 is a material dependent parameter described by [126], FOR is the 
generated temporal electric field at the surface of the specimen by optical 
rectification effect, FDC is the generated electric field by DC voltage . Although, 
the role of optical rectification in field evaporation of metals has been 
experimentally demonstrated [125], further investigation is still required to better 
understand the contribution of this effect in field evaporation process.   

As discussed earlier although thermal pulsing is accepted to be the main 
mechanism of field evaporation for semiconductors, there are still some 
experimental observations which cannot be explained by thermal pulsing. For 
instance, by looking at the mass spectra obtained from semiconductors using La-
APT, two evaporation processes can be identified: a fast evaporation process 
followed by a delayed evaporation process with a delay time of about a few 
nanoseconds. The appearance or the relative contribution of these two processes 
strongly depends on the experimental parameters used during the experiment (i.e. 
laser parameters and tip shape) [109]. These two evaporation processes (fast and 
the delayed evaporation) for a 𝑆𝑖282+ are depicted in Figure 33. 

 

 
Figure 33: (a) Mass spectrum of 𝑆𝑖282+ peak analyzed by APT at 𝝀=650 nm. The fast and delayed 

evaporation processes are indicated on the spectrum. (b) the conversion of the mass spectrum in time, where 
t=0 corresponds to the maximum intensity of 𝑆𝑖282+ peak. The fast evaporation mechanism (black dash line) is 
interpolated by a Gaussian function with a standard deviation of 150 ps.  The delayed evaporation (black 
solid line) starts with a leading edge of about 1.5 ns and ends with a trailing edge which takes about 3 ns. The 
maximum of the slower process has a delay of about 3 ns respect to the fast evaporation process. Reproduced 
from [82]. 

The physical origin of the fast evaporation process is not yet well understood. 
Although some hypotheses have been suggested, such as thermal ejection for the 
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confined absorption pattern at the apex, the physical understanding of this fast 
evaporation is still lacking.  

The slow evaporation process originates from the thermal pulsing mechanism. 
The rising edge of the peaks in a mass spectrum corresponds to the heating 
process and the time duration it takes for the apex to reach its maximum 
temperature (1.5 ns in Figure 33b). Typically, the trailing edge of the peaks have a 
longer decay, which corresponds to the cooling process (3 ns in Figure 33b). 
Hence, all the aforementioned parameters which have an impact on the cooling 
dynamics can also strongly influence the peak shapes in the APT mass spectrum. 
Indeed, in time-of-flight mass spectrometry, time is equivalent to mass and thus a 
delayed (prolonged) emission will appear as a tail on the mass spectrum. For 
instance, in case of a Si specimen illuminated with a high laser power in the range 
of Green or IR wavelength, peaks can decay over several Daltons on the mass 
spectrum. This corresponds to the absorption of the photon energy in the volume 
of the Si tip and poor cooling dynamics due to the poor temperature gradient 
along the tip axis (absorption of the laser in tip volume). 

3.5 Field emitter apex shape  

As discussed earlier, APT specimens are typically prepared in the form of a 
sharp needle having a small tip diameter (<100 nm) to generate the intense 
electric field required to field evaporate the atoms from the specimen surface 
(~10-60 V nm-1). In this section we will briefly discuss the field emitter apex 
shape after APT analysis for those specimens composed of a single element or 
diluted systems. The apex shape for heterogeneous or 3D structured specimen will 
be discussed latter in Section 4.4.3. 

Typically, the specimen shape after an APT measurement in voltage mode is 
considered to be a truncated cone terminated by a hemispheric cap, while the 
actual apex shape after APT analysis (in voltage mode) is reported to have an 
ellipsoidal shape with a higher curvature towards the specimen edge [127]. The 
formation of such an apex shape in voltage mode relies on the quasi uniform 
probability of evaporation for all the atoms across the specimen surface. In other 
words, the specimen apex is shaped gradually through the evaporation sequences 
to create a uniform electric field across the specimen surface. In this project, we 
used the term “hemispheric apex shape” to describe the emitter apex shape after 

APT analysis in voltage mode.  However, in laser mode, the probability of field 
evaporation for each individual surface atom is determined by the combination 
electric field and local temperature during the laser pulse (see Equation 3.19). 
Hence, the apex shape is also determined by the combination of both the 
temperature and field distribution across the specimen surface.  

As discussed in the previous section, the penetration depth of UV laser light is 
very shallow (for both metallic and semiconductor materials), and the photon 
energy is absorbed and transformed to thermal energy at the specimen surface in 
the direction of laser light incidence (laser side of the tip). As a result, UV laser 
pulse typically causes preferential evaporation on the illuminated side of the tip 
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apex and may consequently lead to a significant flattening on this region of the 
tip. Hence, the specimen apex shape will deviate from the hemispheric shape and 
become highly asymmetric. In Figure 34 a SEM image of a Si specimen after 
APT analysis using UV laser together with the numerically predicted absorption 
map (Figure 34b) are reported from reference [128]. Please note that this 
deviation from the hemispheric tip shape can be minimized by adopting a lower 
laser power during APT analysis (i.e. thus having a dominance of the voltage 
related evaporation process) though the asymmetry in the apex shape (flattening) 
may not be completely avoided in case of low field materials (e.g. AlGaN), where 
measurements are typically performed at an extremely low laser power ( < 0.1 pJ) 
[129]. 

In contrary, for IR and green laser the penetration depth of the photons is 
much larger than APT specimen thickness. Hence, after several reflection and 
diffraction events, the laser energy is absorbed within the specimen volume 
according to the absorption map determined by the specimen material and 
geometry. In addition, the local maxima of the absorptions are all predicted to be 
located within the specimen far from the specimen surface. Hence, the apex 
temperature typically is predicted to be quasi-uniform  [128]. As a result, the 
probability of the evaporation across the tip is mainly determined by the 
distribution of electric field and is similar to what is discussed for the voltage 
mode. Hence, for an APT specimen analyzed under IR or Green laser pulses, 
regardless of the choice of laser power, a quasi-truncated hemispheric apex shape 
has been predicted and also experimentally observed [128]. The symmetrical 
shape is confirmed by the SEM image of a Si specimen after APT analysis using 
Green laser light in agreement with the predicted absorption map. (Figure 34c and 
d). 

 
Figure 34: SEM images of specimens after APT analysis using (a) UV laser and (c) Green laser. In (b) 

and (d) The numerically predicted absorption map for UV and green laser are shown respectively. The laser 
direction was from left to right for all the figures. Reproduced from reference [128]. 
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3.6 Specimen preparation 

Specimen preparation is an essential step though challenging as the success of 
the APT measurement is related to the quality of sample preparation. As discussed 
earlier, to field evaporate an atom from the specimen, an intense electric field in 
order of 10-60 V nm-1, depending on the field evaporation of the material and the 
detection rate, is required. To enable the generation of such an intense field and 
ensure a successful measurement, the APT specimen needs to be prepared in a 
certain geometry and shape. The main requirements for preparation of APT 
specimen are listed as follows: 

•  Needle-shaped specimen: The specimen needs be prepared in the form 
of a needle shape with a small radius on top (tip radius). Obviously, the 
feature of interest needs to be located whereby the needle also needs to be 
smooth enough such that no additional asperities are present as these could 
act as a secondary tip.  
 

• Radius of curvature: The prepared needle-shaped specimen should have 
a circular cross-section with a small radius to ensure the field strength 
required for field evaporation. Any deviation of specimen cross-section 
from the circular shape will lead to an artefact during data reconstruction 
as present algorithms are not yet designed to cope with non-hemispherical 
tip shapes. A typical atom probe tip has an initial radius below 50 nm 
which during the experiment increases till ~100-200 nm (depending on 
shank angle and depth to be analyzed). Since the standing voltage 
increases with tip radius, the maximum available supply voltage (usually 
15 kV.) sets a limit to the maximum tip radius which can be analyzed. 
Moreover, the increasing electrostatic force on the tip ultimately leads to 
the tip rupture. Vice versa, a minimum voltage (~ 2 kV) is imposed by the 
fact that otherwise the ion trajectories may be affected by the bias at the 
entry of microchannel plate. Ideally, the tip should have a cylindrical 
shape as then the tip radius (and thus magnification) remains constant 
throughout the analysis. In practice, since most APT tips are fabricated 
using focused ion beam milling, a certain shank angle is unavoidable. It 
needs to be minimized (< 10 degrees) as otherwise the radius will increase 
very rapidly with the depth. 
 

• Geometry of the needle (micropost): apart from the apex radius and 
shank angle, the height of the specimen in respect to the flat substrate (or 
base holder) has a strong effect on the field enhancement at the apex as 
well as the trajectories of ions toward the detector. This effect is discussed 
in detail in Chapter 4. 

Conventionally, electrochemical polishing was the most used technique for 
the preparation of metallic specimens which enables even site-specific sample 
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preparation (grain boundary) using pulsed electropolishing [83]. This technique is 
still widely used for metals. Chemical polishing is another technique used in past 
for the preparation of less conductive specimens.  These polishing techniques are 
not compatible with the semiconductor materials since polishing is performed on 
the wire-like specimen (not wafers) and the suitable etchants are not yet 
developed for semiconductors. As such focused ion beam milling has become the 
dominant approach and will be discussed in more detail in the following section.  

3.6.1  Focused Ion-Beam milling (FIB) 

This technique is the most widespread sample preparation method as it allows 
specimen preparation from a wide range of material including metals, 
semiconductors, nonconductive materials (i.e. oxides) and even some organic 
materials. Moreover, the combination of fine focused ion beam and SEM imaging 
allows for site-specific specimen preparation (i.e. fin, single device, nanowire, 
grain boundary, etc) in various configurations (cross-section, backside, different 
angles). Up to now many FIB based specimen preparation protocols have been 
suggested to improve the measurement success or even to enable the preparation 
of different site-specific specimens [130],[131]. In particular, lift-out methods 
using dual beam FIB and building on the experience developed for transmission 
electron microscopy (TEM) techniques are adopted for APT specimen preparation 
[132].  

The procedure involves several steps, starting from the deposition of a 
capping layer ex-situ (i.e. Ni, Cr thin film) or in-situ (usually Pt) using the gas 
injector in the dual beam tool (Figure 35a). In the next step, a part of the substrate, 
containing the region of interest (lamella) is extracted and is transferred to the pre-
fabricated carrier post (Figure 35b to d). Then a portion of the lamella is welded to 
the carrier post and the rest of the lamella is detached while it is still attached to 
the micromanipulator (Figure 35e to f).  In the next step, annular milling is used to 
shape/sharpen the chunk of the specimen into a sharp needle with a small apex 
radius around 100 nm (Figure 35g to i). Finally, a low energy Ga beam (5 or 
2keV) is used to remove the Ga damaged shell around the tip or even the 
remainder of the cap layer (Figure 35k to n). In this thesis work the protocol 
described in the reference [133] was adopted for the preparation of all the 
samples. The SEM images of two commercially available types of pre-fabricated 
carrier posts are indicated in Figure 36. 
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Figure 35: The standard specimen preparation using FIB based technique. (a) deposition of a Pt capping 

layer over the region of interest. (b) Ion milling around the side of the region of interest, which is covered by 
Pt cap, and the successive V shape milling and preparation of cantilever wedge (lamella). (c) Removal of the 
lamella by in-situ micromanipulator. (d) Fine positioning of the lift-out lamella on top of the career 
micropost. (e) Welding the one side of the lamella to the career post using Pt deposition and cut the rest of the 
lamella. (f)  Welding the other side of V-shaped wedge.  (g) Realigning the region of interested to start the tip 
sharpening step. (h) Annular milling the chunk of material into the cylindrical shape. (i) Further milling with 
the annular pattern while the diameter of the pattern is progressively reduced. (k) Final cleaning step with low 
energy beam (2 or 5 keV) without any pattern to reduce the tip diameter and remove the FIB induced 
damages. (m) low and (n) high magnification image of the final specimen for APT analysis. Reproduced from 
the reference [133]. 

 
Figure 36: SEM images of a commercially available array of career microposts from Cameca (a) and 

single tungsten wire (b). 

The design of the pre-fabricated carrier post (height and evolution of the 
diameter across height) may have a significant effect on the electric field and the 
trajectories of ions as will be discussed in detail in the next chapter.  Indeed, in 
case of tall microposts (>100 µm height), the electric field on the apex is no 
longer affected when the actual specimen is reduced in height during the 
evaporation process as the total height (micropost height + lamella thickness) is 
completely dominated by the micropost height. This is favorable to maintain 
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maximum field enhancement independent from the thickness of the lamella and 
provides a better repeatability in field distribution around the tip.    

Since all the energy of the Ga-beam is deposited in the specimen, damage 
accumulation becomes inevitable together with the incorporation of the Ga-atoms. 
The effect of this ion beam interaction is manifold: amorphization, Ga 
implantation, intermixing of phases and regions with different compositions and 
generation of defects [83]. The Ga implantation and related amorphization was 
already studied for the case of TEM lamella formation. Depending on the Ga-
energy the thickness of the induced amorphized shell was reported to be ~ 20-30 
nm [134].  

With respect to the FIB damage for an APT specimen, an extensive damage in 
the topmost area of the tip must also be considered. The use of a capping layer to 
protect the ROI close to the specimen surface from this interaction is a standard 
procedure. Moreover, since the extent of the damage layer on the shank scales 
with the Ga+ energy, a final low Ga energy clean (5 or 2 -1 keV) is suggested. 
Note that the dose used in that “cleaning” step needs to be sufficiently high to 

remove the thick amorphous layer produced by the higher energy beam.  
An estimate of the thickness of the damaged layer can easily be obtained by 

calculating the stopping range of the Ga+ ions using Monte Carlo simulations. For 
instance, in Figure 37 the range of Ga implantation in steel is shown for two 
different energies.  In comparison to APT measurements of the Ga profile 
[130],[83]. The experimentally observed Ga implantation depth was 3x deeper 
than the predicted range by the simulation as the simulations do not consider the 
accumulation with high dose nor any diffusion. Moreover, the simulations assume 
an amorphous material whereas the sample itself was crystalline. Hence, some 
channeling may have increased the penetration depth as well [53]. 

 

 
Figure 37: The comparison among the extent of Ga implantation in steel predicted by Monte Carlo 

simulation (dash lines) and measured by APT (solid lines) for two different milling conditions (30 kV in red 
and 5kV in black). Reported from reference [83].  

A special case is represented by the preparation of samples containing organic 
materials. At present, very little data are available regarding the possible FIB-
induced damage and its extent on polymers and organic materials. Moreover, in 
such a case also chemical modifications (bond breaking) need to be considered 
which can be much more sensitive than modifications in inorganic solids. For 
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instance a study on a 100 nm ultramicrotome section (no FIB involved) of 
polyacrylamide polymer using X-ray absorption near-edge structure (XANES) 
showed that even electron imaging (at 5 kV) induces considerable chemical 
damage to the polymer [135]. Vice versa, only a minor damage has been reported 
for various FIB conditions. Nevertheless, based on the spectral degradation in 
ToFSIMS when analysing organic materials (characteristic for fragmentation and 
damage accumulation), one should expect fragmentation to occur in relation to 
FIB sample preparation. It is however not straightforward to diagnose as the field 
evaporation process itself also may lead to a break-up of molecules. However, the 
APT mass spectra of a C60-doped P3HT polymer, sandwiched between an Al 
contact and a Si substrate, and prepared by FIB lift-out technique, showed only 
mono atomic ions of carbon (C+, C2+), without any molecular peaks of the 
polymer (Figure 38b) [136]. Using another sample preparation method (dip 
coating) the APT spectra of the same polymer clearly indicated the molecular 
peaks for the polymer (Figure 38b). A similar observation was also reported for 
resin where the monoatomic ions of carbon (C+, C2+) were reported to be the most 
dominant peaks [137]. 

 

Figure 38: An example of APT mass sepctar for C60-doped P3HT polymer, obtained from an APT tip 
prepared by dip coating (a) and FIB lift-out technique (b). The molecular peaks for the polymers are absent in 
case of FIB lift-out sample prep. The spectra are reported from reference [136]. 

A more sophisticated study on the possible impact of the electron imaging and 
the Ga+ ions on the fragmentation and damage to the molecular structure during 
FIB lift-out sample preparation and the successive sharpening step is clearly 
required.  
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3.6.2  Preparation of organic materials 

Organic materials include a wide range of materials and scientific fields. 
Some organic materials (including biological materials) are required to be 
stabilized and protected against deformation, vaporization and degradation during 
all the steps of the measurement, i.e. sample preparation, handling and analysis in 
APT chamber.  For instance, chemical stabilization using cross-linking agents and 
cooling the specimen are among the stabilization techniques which can potentially 
minimize the alternation of the molecular structure of some organics [138]. 
Regarding the bio-minerals and geological materials, sample preparation is not 
much of the challenge and FIB based sample preparation has been shown to be an 
effective technique [139]. In case of fully organic materials, including polymers 
and biological materials, sample preparation is a challenging step, due to their low 
mechanical rigidity and sensitivity to chemical-induced damage, i.e.  cross 
linking. Indeed, among the limited studies on analysis of fully organics materials 
in APT, many studies were focused mainly on the sample preparation [137], 
where in some cases, no successful APT measurement has been reported using the 
developed sample preparation technique [140],[141]. In the following sections, 
the current state of the art sample preparation techniques for fully organic 
materials are briefly discussed.   

Dip coating: so far, dip coating is the most successful sample preparation 
technique for APT analysis of polymeric thin films. In this technique, a sharp 
APT tip (i.e. prepared by electropolishing) is dipped into a solution containing the 
organic material under the investigation. In some cases, the sharp tip is reshaped 
in APT chamber, prior to the dipping, to remove the possible contamination and 
reshape the apex. This technique is reported to be successful for APT specimen 
preparation from polymer films [142] self-assembled monolayers [143], [144] and 
proteins [145].  

Conductive template: the idea behind this specimen preparation method is to 

embed the nonconductive organic material in an electrically conductive matrix 

(i.e. conductive polymers or carbon nanotube). Then the prepared APT specimen 

of such a system (i.e. using FIB or dip coating) should have a better electrical 

conductivity, which enables the electric field at the tip apex and the measurement 

yield. The conductive polymers have been proposed as a potential matrix for the 

analysis of organics, owing to their relatively high electrical and thermal 

conductivities combined with their good solubility in various solvents [141]. 

Although, in the same study, sample preparation was reported to be successful 

using mold-replication technique, the application of such a method is not yet 

exploited for APT analysis of organics.  The potential use of carbon nanotube as a 

conductive template for analysis of biomolecules (e.g. glycine) was also 

introduced in literature [138], whereby the author reported the problem of the 

mass overlap between the carbon nanotube and glycine. 

 



 72 

Cryo-preparations: this APT specimen preparation technique was first 
developed for the analysis of liquid–solid interfaces in APT [146]. The potential 
application of such a sample preparation for some organic materials is still under 
investigation. As discussed earlier in this section, some organic materials 
(including biological materials) are required to be stabilized and protected against 
deformation, vaporization and degradation during the sample preparation step. 
Cooling the specimen down to cryo temperature, during the sample preparation, is 
a viable approach to minimize the extent of the mentioned damages to biological 
materials [147]. Due to the enormous potential of a such sample preparation in 
biology, a complete cryo sample preparation setup for APT, including cryostage 
for FIB and direct cryo transfer unit to the LEAP chamber, has been already 
developed for a LEAP system (i.e. in Eidgenössische Technische Hochschule 
Zürich and University of Michigan). Despite this progress in the hardware 
development, very few papers have been published on the analysis of biological 
materials in APT using cryo preparation. An improvement in the application of 
APT analysis in biology has been predicted by using cryo-preparation by several 
textbooks [148] ,[83]. 

3.7 Conclusion 

In this chapter, I discussed the currently available theoretical models 
describing the field evaporation process and the successive post ionization of the 
evaporated ions in the vicinity of specimen apex. The described theoretical 
models were also compared in terms of their validity and limitations to match the 
experimentally observed evaporation behavior. Finally, the quantum description 
of the charge exchange model (charge drain) was referred to as the most accurate 
theoretical model to predict the physical phenomenon of field evaporation and the 
corresponding barrier energy. In this model, ionization and escape of the ions 
from the surface occur simultaneously, in which the charge concentration 
maximizes on the most protruding atom on the surface and the Maxwell repulsive 
stress causes an additional contribution on the charge concentration. In the 
presence of a strong enough electric potential, this stress causes the complete 
ionization and escape of the most protruding atoms. Then the barrier height for the 
field evaporation was derived based on the potential energy of the surface atoms 

The post ionization theory is also discussed in detail. The successive post 
ionization of evaporated ions in the vicinity of tip apex was discussed, whereby 
the probability of this post ionization process strongly depends on the intensity of 
the electric field in the vicinity of the tip. Hence, the charge state ratio (CSR) has 
been introduced as a strong means to estimate the intensity of electric field and to 
compare the experimental conditions. Then, the probability of evaporation and the 
evaporation rate were explained based on the introduced theoretical models and 
the dependency of the evaporation rate on the electric field and temperature has 
been discussed in detail.  

Furthermore, the laser tip interaction has been also discussed for both metallic 
and semiconductor materials.  Different possible mechanisms of field evaporation 
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by laser pulsing have been explained and the thermal pulsing was identified as the 
main mechanism of field evaporation in laser La-APT. Indeed, as the laser energy 
is absorbed and transferred in thermal energy by APT tip, the induced thermal 
agitation of the surface atoms activates the field evaporation mechanism. 
Depending on the laser wavelength and the tip material and shape, the photon 
energy was shown to be absorbed in the specimen surface (for UV laser) or in the 
volume of the specimen (for IR laser for Si tip). The absorption pattern of photon 
energy was discussed to have a strong impact on the cooling dynamics and mass 
resolution of APT analysis. 

Finally, the sample requirements for APT specimen have been discussed in 
detail. The currently available specimen preparation techniques for semiconductor 
and organic specimens have been introduced and the possible drawback and the 
limitation of each technique was also explained in detail.  
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Chapter 4 

4 Field-of-view in atom probe 
tomography 

In this chapter, we will present the current understanding of field-of-view 
(FOV) in APT for different tip shapes, together with our contribution to this 
understanding. In addition, a novel specimen design and preparation technique 
will be proposed, which maximizes the FOV in APT and enables full tip imaging. 
This proposed process allows the fabrication of multiple APT specimens in a 
reproducible fashion and with a minimized tip to tip variations in view of tip 
radius and shank angle.  

To achieve this, we will first discuss the distribution of the electric field at the 
specimen surface, in the close vicinity of the apex as well as in between the 
specimen and detector in Section 4.1. The current understanding of the electric 
field on both the mesoscopic and microscopic scale will be discussed and the 
validity of our developed finite element simulation to predict the electric field on 
the mesoscopic scale will be assessed. In Section 4.2 the ion trajectories and their 
dependency on the electric field distribution will be discussed in detail. As 
described in Chapter 3, the ions emitted from the specimen surface are 
immediately accelerated towards the detector by the strong electric field in 
between the specimen and the detector (or local electrode). The flight path of the 
ions (so-called ion trajectory) is mainly determined by the electric field 
distribution created in between the specimen and detector. These ion trajectories 
are not straight lines and are typically bent towards the detector center by the 
intense electric field in the vicinity of specimen apex.  

In Sections 4.3 to 4.4, image magnification and 3D data reconstruction in 
APT will be briefly introduced. In particular, the currently available 
reconstruction protocols and their limitations to reconstruct the actual 3D 
specimen volume will be discussed. The understanding of the 3D data 
reconstruction is an essential step towards our detailed discussion in FOV, which 
is explained in Section 4.5. In this section, the current understanding of the FOV 
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for symmetric tip shape and asymmetric tip shape (UV light induced) will be 
described in detail whereby some new aspects of the APT measurement are 
explored.   

Finally, in Section 4.6 the feasibility of full-tip-imaging in APT following our 
proposed specimen design will be demonstrated. We will also discuss the sample 
design and its optimization based on finite element analysis. In addition, the 
specimen preparation process together with the results of the related APT 
experiment will be described in detail.  

4.1 Electric field 

As explained earlier in Section 3.6, to generate the intense electric field 
required for field evaporation (in the order of 1010 V/m), the APT specimen needs 
to be prepared in the form of a sharp needle with an apex radius typically below 
100 nm. The intensity of this generated electric field at the specimen surface as 
well as the field distribution above the surface can be estimated by electrostatic 
considerations. In this context, the generation of the electric field for a simple 
metallic sphere will be first discussed. For conductive materials, solving 
Maxwell’s equation assumes the surface charge to be a thin uniform film across 
the surface boundaries. Starting from this consideration, for a single metallic 
sphere with a radius of R which is biased to a DC voltage V, the induced surface 
charge Q has a uniform density σ over the sphere surface. Then Gauss’s law 

describes the generated electric field vector to be perpendicular to the sphere 
surface with a uniform magnitude all over the surface. The magnitude of the 
electric field F can be written as: 

 

 𝐹 =  
σ

ε0
 4.1 

Where ε0 is the dielectric permittivity of the vacuum. Then, using Coulomb’s law, 

the magnitude of the electric field F and the electric potential V at the sphere 
surface can be derived as the follows: 

 

 𝐹 = 
1

4𝜋ε0

𝑄

𝑅2
     ,      𝑉 =  

1

4𝜋ε0

𝑄

𝑅
  4.2 

This equation indicates the equipotential property of a metallic surface, which 
originates from the uniform density of electric charges across the surface of a 
given conducive sphere. Similarly, the electric field F has also the same 
magnitude all over the sphere surface (Equation 4.2) and its direction is 
perpendicular (outward) at each point on the surface. The schematic 
representation of the electric field direction and the uniform charge density at the 
surface for a metallic sphere is depicted in Figure 39. 
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Figure 39: Schematic representation of electric field direction (a) and the uniform charge density (b) at 

the surface of metallic sphere having a radius of R. Reproduced from reference [82]. 

Finally, by combining the descriptions of electric field and potential in the 
Equation 4.2, a linear relation between the magnitude of electric field F and 
applied electric potential V at the surface can be obtained for a metallic sphere: 

 

 𝐹 =  
𝑉

𝑅
  4.3 

In addition, the electric field outside the metallic sphere, at a distance r from the 
center (r > R) can be written as:  

 

 �⃗�(𝑟) =  
𝑉

𝑅
 (
𝑅2𝑟

‖𝑟‖3
)  4.4 

Hence, the magnitude of the electric field strongly drops as the distance from the 
sphere surface increases (𝐹 ~ 1 𝑟2⁄ ).  

In order to accurately describe the electric field at the APT specimen surface 
as well as at a certain distance from the specimen apex (in vacuum), further 
electrostatic aspects need to be taken into consideration. For instance, the real 
APT specimen is not exactly an isolated sphere and as such an assumption of 
uniform charge density is not valid anymore. In addition, neglecting the atomic 
roughness at the specimen surface can cause a significant error in the estimation 
of the actual electric field in the vicinity of tip apex. The distribution of the 
electric field at the specimen apex and also around the tip are discussed in detail 
in the following sections. 

4.1.1 Electric field at the specimen surface 

In this section, an analytical expression for the magnitude of the electric field 
at the surface of an isolated sphere has been derived. The real APT specimen is 
not exactly an isolated sphere and instead, it has a needle shape specimen with a 
certain shank angle and apex shape. To account for the actual APT specimen 
shape and estimate the magnitude of electric field at the apex of the specimen, 
Gomer [149] proposed to use an additional correction factor to the analytical 
expression of the electric field at the surface of an isolated sphere. He assumed the 
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APT specimen as a truncated cone with quasi-hemispheric apex and he suggested 
to add an additional dimensionless factor kf to Equation 4.3 in order to account for 
the difference in geometry of the APT tip and the isolated sphere: 

 

 𝐹 =  
𝑉

𝑘𝑓𝑅
 4.5 

where V is the applied electric potential, R is the radius of hemispheric apex and 
kf is called field factor. kf can be experimentally calculated in field ion 
microscopy (FIM) by knowing the tip radius and measuring the required voltage 
to reach the theoretical field evaporation for the specimen material (Fevap). Indeed, 
the field factor kf characterizes the electrostatic environment around the tip apex. 
Numerical simulations reveal that the field factor depends on many parameters 
including: shank angle, specimen to detector (or local electrode) distance, shape 
of the specimen, position of the specimen holder in respect to the tip apex and 
finally the entire electrostatic environment of the chamber (including detector or 
local electrode shape) [150], [151].  This will be discussed in more detail in 
Section 4.1.2 

Nevertheless, the estimated electric field at the specimen surface using 
Equation 4.5 relies on many assumptions which are far from resembling the 
physical properties of the apex surface. For instance, the specimen apex was 
assumed to have a hemispherical shape with an atomically smooth surface. Hence, 
the charge density is also assumed to be constant across the apex surface. 
Although the actual mesoscopic shape of the tip apex can be included by 
numerical calculation of electric field, the assumption of the emitter surface being 
as a continuous and smooth medium with a uniform charge density is incorrect. In 
reality (microscopic scale) the surface is composed of atoms which impact on the 
actual electric field distribution at the specimen surface. A more realistic 
description implies a variation in the local curvature at atomic scale and even a 
field penetration inside the material. To accurately estimate the local field 
distribution at the specimen surface, quantum calculations are required such as the 
calculations of the charge distribution above the Au (110) surface using density 
functional theory (DFT) [152] ( Figure 40).  
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Figure 40: Local field enhancement and charge distribution for different Au (110) surfaces obtained 
from quantum calculations: (a) 1x1, (b) 1x2, and (c) 1x3 missing-raw surface reconstruction. The positions of 
the ions are indicated by black dots and the positive and negative contours for charges are plotted in red and 
green respectively. Reproduced from reference [152]. 

The accumulation of excess charge density on top of the surface is evidenced 
for all the three surface reconstructions in Figure 40 and increases for higher 
degree of missing rows in the surface reconstruction (from a to c in Figure 
40).  Indeed, through the surface reconstruction, the surface becomes atomically 
more rough with taller protrusions. To minimize the surface energy on these 
protrusions  the electric charges redistribute themselves to an excess charge 
concentration along the surface normal [152].  This results in a local field 
enhancement on top of the protrusions (atomic roughness). Similar results have 
been reported on other surfaces by various authors [153], [154].  This 
concentration of surface charges results in more intense repulsive Maxwell stress 
on the protrusions and reduces the barrier energy for field evaporation further, as 
described earlier in Section 3.1.2.  

An interesting conclusion which can be drawn from the quantum calculations, 
is that the pattern of the charge concentration at the surface (on the most 
protruding regions) as predicted by quantum calculations is very similar to the 
classical approach, where the charged surface is treated as the geometrical object 
and the field enhancement is calculated following  Guass’s law. This suggests that 

by considering the geometry of the surface as an atomic representation, one can 
estimate the local electric field at each point on the surface (i.e. using finite 
element simulation) by considering the local curvature at the atomic scale. Each 
atomic protrusion (i.e. kink site and terraces) can give rise to the local electric 
field.  

The microscopic variation of the electric field at the surface implies that the 
actual field at each position on the tip surface is much different from the average 
field F (Equation 4.5). For instance, in  Figure 41a the local electric field 
distribution on top of most atomic terraces of the cubic lattice structure is reported 



 79 

[89], where the electric field distribution was computed based on the distribution 
of surface charges using the classical electrostatic Robin’s equation. As can be 

seen, there is a strong variation of the electric field as a function of the distance 
from the terrace center, whereby the maximum electric field appears on the edge 
position of the top most atomic terrace. This study suggests that an additional 
local field enhancement factor γ on the edge positions of the crystalline terraces 

would lead to a better estimate of the strength of the electric field. By defining: 
 

 𝛾 =  
𝐹𝑙𝑜𝑐𝑎𝑙
𝐹𝑎𝑣𝑒𝑟𝑎𝑔𝑒

 4.6 

where Flocal is the local electric field at each position on the surface and Faverage is 
the average electric field estimated using the tip radius and kf factor (Equation 
4.5). The distribution of γ over the apex surface for a metallic specimen having a 

FCC lattice structure is reported on Figure 41b.  The value of γ is reported to vary 

in a range between 1 to 1.8. 

 

Figure 41: (a) Distribution of electric field in the vicinity of <001> terrace for a specimen having a simple 
cubic lattice structure. The inset shows the relative intensity of electric field above the first terrace as a 
function of the distance from the terrace center (indicated by r). The intensity of the electric field 
progressively increases toward the terrace edge. (b) The local field enhancement factor γ, computed on the 

3D apex surface of hemispheric metallic tip with FCC structure. The γ maximizes at the edge positions of 
crystalline terraces. Reproduced from reference [89]. 

This local variation of the electric field (i.e. charge concentration) imposes a 
strong electrostatic Maxwell stress on the surface atoms, which may cause surface 
rearrangement, migration and eventually can adjust the distribution of the electric 
field [90]. The impact of Maxwell stress on the field evaporation process has been 
discussed in earlier in Section 3.1.2. 

Up to know the distribution of the electric field at the apex of a metallic tip 
has been discussed, which typically has a field penetration depth of less than one 
atomic layer [154]. In the case of non-metallic materials (semiconductors or 
insulators), a penetration of the electric field over a few atomic layers inside the 
material is predicted [154]. In order to understand this field penetration in non-
metallic materials, the physical properties of such material are needed to be 
considered. At cryogenic temperature (below 40 K) and in the absence of laser 
illumination, semiconductors act as an insulator material, whereby the conduction 
band is empty and the valence band is occupied with all the electrons (zero free 
carrier density). Hence the resistivity of such a material is very high. By 
considering then the small cross-section area of an APT specimen, a strong 
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resistance Rtip (1016-1018 ohm) can be estimated for a tip. The typical electron 
current Ievap generated by the ion emission is on the order of a few fA. Simply 
using Ohms’ law, one can estimate the voltage drop (∆𝑉𝑜ℎ𝑚 = 𝑅𝑡𝑖𝑝  × 𝐼𝑒𝑣𝑎𝑝) over 
the tip to be on the order of several hundred volts. In addition, at high electric 
field, deformation of the band diagram close to the apex surface (band bending) 
can impose an additional voltage drop ∆𝑉𝑏𝑏 up to a few volts at the vicinity of the 
tip surface [117]. Under the laser illumination the density of charge carriers can 
increase significantly (photo absorption process) which leads to a reduced or even 
eliminated voltage drop (∆𝑉𝑜ℎ𝑚 = ∆𝑉𝑜ℎ𝑚 + ∆𝑉𝑏𝑏) (see Figure 42). The laser tip 
interaction for band-gap materials was discussed in detail in Section 3.4. 

 

Figure 42: Schematic representation of voltage drop along the APT specimen height for insulating 
material. At the presence of strong electric field, the band bending causes voltage drop in the vicinity of the 
apex. The ion emission (evaporation event) can cause career generation and the corresponding electric current 
Ievap. Under the laser illumination the charge density increases significantly which improve the conductivity in 
the specimen depth. The voltage drop along the specimen depth is shown: in the absence of ion emission and 
no laser illumination (dashed black line), in the presence of ion emission and no laser illumination (solid blue 
line), in the presence of ion emission and laser illumination (solid red line). Reproduced from reference [82]. 

4.1.2 Electric field around the specimen 

As discussed in Section 4.1.1, an APT specimen is not an isolated object in 
the space and to accurately calculate the distribution of electric field around the 
tip, the entire electrostatic environment around the specimen (including local 
electrode, detector and chamber walls) needs to be taken into consideration. In 
addition, to accurately estimate the distribution of the electric field in the vicinity 
of the tip apex, and the apex surface, the impact of other microscopic features on 
the tip surface, such as crystallographic structure and atomic roughness, also 
needs to be taken into account. In this context, the electric field around the 
specimen is commonly categorized in two regions: near-field and far-field region. 
The distribution of electric field in the vicinity of tip apex (sub-micrometer scale) 
is typically referred to as near-field, while the distribution of electric field far from 
the apex (up to the meter scale) is referred to far-field.  
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In this PhD work the motivation to study the electric field distribution around 
the specimen is to mainly estimate the ion trajectories and to assess the FOV as a 
function of tip geometry. Thus, the accurate calculation of the electric field at the 
apex surface is not much of the interest. On the other hand, considering the 
currently available computational power, such a 3D numerical calculation is also 
computationally demanding and can be done only for certain applications. Hence, 
in our study, the apex surface is considered as an atomically smooth surface and 
microscopic scale considerations (i.e. crystallographic orientation) were excluded 
from our analysis. For a finite system in three-dimensional space, which ends by a 
closed surface S, the Gauss’s law can be written as: 

 

 Φ𝐸 = 
𝑄

ε
 4.7 

where Φ𝐸 is the sum of the electric flux entering into this system, Q is the total 
charge of the system and ε is the permittivity of the medium. The sum of electric 
flux Φ𝐸 entering through the surface boundary of the system can be obtained by: 

 

 
Φ𝐸 = ∯𝐹. 𝑑𝑠

 

𝑆

 4.8 

where F is the electric field vector at each point on the surface boundary. The total 
charge Q of the system can be also written as a function of charge density ρ over 
the volume: 

 
Q = ∰𝜌 𝑑𝑣

 

𝑉

 4.9 

Finally, by combining the Equations 4.7 to 4.9, the integral form of Gauss’s law 

for a closed system can be written as: 
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 4.10 

The integral form of Gauss’s law shows that the accumulated electric charge in 

the volume of the system can be evaluated by mapping the electric field on the 
boundary of the system. The Gauss’s law can be also be written in differential 

form: 

 ∇. 𝐹(𝑟) =  
𝜌(𝑟)

ε𝑟
 4.11 

where, 𝑟 = 𝑥𝑖̂ + 𝑦𝑗̂ + 𝑧�̂� is the position vector in the space. The differential form 
of Gauss’s law describes that the distribution of electric field F(r) as function of 

charge density ρ(r) over the entire volume of the system. However, in practice the 
Equation 4.11 cannot be solved directly, since the electric field is usually 
unknown on the boundaries of the system. Hence, to solve the above equation, the 
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Gauss’s law is written first as function of the electric potential, where, the 
distribution of electric field F(r) as a function of electric potential V(r) is: 

 

 𝐹(𝑟) =  ∇. 𝑉(𝑟)  4.12 

Finally, by substitution the Equation 4.12 into 4.11, the differential form of 
Gauss’s law can be written as a function of the electric potential V(r): 

 

 ∇2. 𝑉(𝑟) =  
𝜌(𝑟)

ε(r)
 4.13 

In mathematics, such a partial differential equation is known as the Poisson 
equation. Although the Poisson equation can be solved analytically for simple 
geometries (i.e. isolated sphere), typically this equation needs to be solved 
numerically over the system volume. In this project, to estimate the distribution of 
electric field around the specimen, finite element method (FEM) has been used to 
solve the Poisson equation starting from the known boundary conditions. The 
choice of FEM over finite volume methods was based on its flexibility in terms of 
solving complex multi-scale triangular meshes.  

In this project to estimate the electric field around the APT specimen, we used 
COMSOL Multi Physics software package which allows triangular mech 
generation and solves the above described Poisson equation using FEM over the 
control volume. We assumed the specimen to be at equipotential, i.e. neglect any 
field penetration inside the material, and to have atomically smooth surfaces. In 
addition, the specimen and the local electrode were assumed to be perfectly 
symmetric with respect to the tip axis. This assumption simplifies the actual three-
dimensional problem into an axisymmetric problem, which is basically a type of 
two-dimensional problem and reduces significantly the computational power. The 
schematic representation of the boundary problem used in our FEM is shown in 
Figure 43. 

 
Figure 43: Schematic representation of boundary condition problem and the system design for finite 

element analysis using COMSOL multi physics software package. To reduce the computational power, only a 
part of chamber volume (x = 100 µm) is considered in our analysis, where the distribution of the electric field 
is unaffected from the choice of x. The defined boundary conditions are as the follows: zero-charge (in 
black), fixed applied potential (in red), equipotential (in blue) and internal axisymmetric boundary (in green). 
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The specimen is assumed to be a tall cylinder having a small radius r and height of L. The actual dimension 
for the local electrode aperture and the specimen to detector distance in LEAP 5000 APT instrument has been 
considered in our study. Please note that the figure is not in scale. 

The entire volume (see Figure 43) was meshed using a triangular mesh 
generator of COMSOL software package. In particular, a very fine mesh was 
created in the vicinity of tip apex and the mesh grid was adjusted to have a 
gradually coarser mesh size far from the tip apex. Finally, the mesh size was 
reduced gradually to reach a fine enough size, in which the distribution of electric 
field becomes approximately unaffected from the choice of the mesh size. The 
generated mesh around a specimen having a diameter of 60 nm and a height of 50 
µm is shown in Figure 44. 

 
Figure 44: Generated triangular mesh for the two-dimensional control volume described in Figure 43. A 

fine mesh size was employed in the vicinity of tip apex to capture the variation of the electric field close to 
the apex (inset). The tip diameter and height were fixed to 60 nm and 50 µm respectively.    

Finally, the Poisson equation 4.13 was solved for an applied electric potential 
of 1 kV and the results are reported in Figure 45. As can be seen the magnitude of 
the electric field drops significantly as the distance from the tip apex increases, 
e.g. roughly by a factor 10 – 100 as the distance from the specimen apex varies 
from 80 to 600 nm respectively. The calculations emphasize the importance of the 
electric field distribution in the vicinity of specimen apex on the ion trajectories in 
their very early stage of their flight. The impact of field distribution on the ion 
trajectories will be discussed in the next section. 

 
Figure 45: Finite element simulation of electric field around the APT specimen (diameter: 60 nm, 

height: 50 µm) at 1 kV applied potential. The color bar indicates the magnitude of the electric field in V/m.  
The magnitude of electric field drops significantly as the distance from tip apex increases e.g.  it drops about 
an order of magnitude at 80 nm away from the tip apex. 



 84 

To verify the validity of our FEM, the magnitude of the electric field at the tip 
apex was compared to the simulated data in the literature. In the first step, the 
validity of the simulation was evaluated against the linear relation between the 
applied electric potential and the magnitude of the electric field (𝐹 = 𝑉 𝑘𝑓𝑅⁄ ) .  

To do so, the magnitude of electric field at the tip apex was investigated as a 
function of applied voltage (from 1kV to 10 kV) for different specimens, having a 
fixed diameter of 60 nm and heights in a range between 5 to 120 µm 
(corresponding to different field factors kf) and the results are reported in Figure 
46a. As expected, the magnitude of electric field and applied voltage have a linear 
relation with a slope described by 1 𝑘𝑓𝑅⁄ . Hence, for each specimen dimension, kf 

can be also calculated from the simulated data. 
Finally, the validity of FEM was compared and assessed using a numerical 

study in literature. In this context, the specimen dimension (diameter and height) 
was varied in a range described in reference [151] and the field enhancement 
factor kf was calculated for each specimen dimension and the obtained results 
were compared with the values reported by reference [151] in Figure 46b. As can 
be seen, the simulated field factors kf match well with the reported values in 
literature with an average deviation below 1%. Please note that the reported kf is 
the average value over the apex surface up to the launch angle equal to 30° 
(according to what is reported in [151]), whereas the field enhancement varies 
across the apex surface for hemispherical apex shape (see Figure 45). The 
variation of kf across the specimen diameter will be further discussed in the 
section.  

 

Figure 46: Validity assessment of finite element analysis (FEA) of the electric field at the specimen 
apex. (a) the expected linear trend between the magnitude of electric field and applied potential (𝐹 = 𝑉 𝑘𝑓𝑅⁄ ) 

was investigated for six different tip heights having the same tip diameter of 60 nm. The slope of each line is 
determined by the 1 𝑘𝑓𝑅⁄ . (b) The validity of our FEA has been compared and assessed by a numerical study 

by Loi S. T., et al. [151]. In particular field factor kf has been calculated for different tip dimensions (different 
diameters and heights) as described in this reference. A good agreement between the simulated data and 
values of kf reported in this reference has been obtained with average deviation below 1%. 

In addition, Figure 46b shows the impact of tip height and diameter on the 
field enhancement at the tip apex, as indicated by field factor kf. As can be seen, 
as the specimen height was increased from 5 µm to 40 µm, kf dropped 

(a) (b)
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approximately from 13 to 3. For taller tips (> 40 µm), the sensitivity of kf to the 
tip height reduces significantly and becames almost constant for specimens higher 
than 120 µm. Indeed, this is the reason why the CAMECA standard micro 
coupons are fabricated in the form of a tall micropost having a height of about 150 
µm as this maximizes the field enhancement at the tip apex (low kf) and 

minimizes the variation of kf with respect to the lamella thickness (minimize the 
tip-to-tip variation of kf). Typically, kf for standard APT specimens varies in a 
range between 3 to 8 depending on the other specimen parameters.  

The variation of kf with respect to specimen diameter (see Figure 46b) 
indicates that regardless of the specimen height, kf is higher for smaller tip 
diameters. The dependency of kf with respect to the tip diameter is weaker for 
taller specimens, in which the standard deviation of kf (using the three values of 
tip radius) reduces from about 0.8 to 0.08, as the specimen height was increased 
from 5 µm to 200 µm. 

Nevertheless, the actual APT specimen is not a long cylindrical nanowire and 
instead it consists of a tip with certain shank angle prepared on top of a micropost, 
which does not have zero shank angle as well. To account for the actual tip shape, 
a certain shank angles for both tip and micropost can be defined in the model used 
in the FEM. The influence of shank angle (both tip and micropsot) on kf has been 
also widely studied in the literature [150], [155]. The shank angle is reported to 
have an opposite impact on the field enhancement at tip apex, in which a higher 
shank angles results in a higher kf [151], [156]. In this project, the motivation for 
the study of the electric field is to improve the FOV using a new specimen design 
consisting of a nanowire tip on top of a zero shank angle cylindrical micropost. 
We will discuss that as the field lines originating from the flat area on top of the 
micropost compress further the ion trajectories, this configuration can improve the 
FOV in the APT analysis. Hence, the impact of shank angle on kf was not 
investigated any further in our analysis. The related simulations will be used later 
in Section 4.6.1.  

Apart from the specimen parameters, also the instrumental parameters can 
have a remarkable impact on the electrostatic environment around the tip. This 
has been also widely studied in the literature [150], [151] and the specimen to 
local electrode distance and aperture diameter of the local electrode are reported 
as the two most critical parameters. For the LEAP 5000 both aforementioned 
parameters are equal to 40 µm as shown in Figure 43.  

4.2 Ion trajectories 

As discussed in the previous chapter, the ions evaporated from the specimen 
surface are immediately accelerated towards the detector (or local electrode) due 
to the intense electric field in the vicinity of specimen apex. Hence the ion 
trajectories are mainly determined by the electric field lines in between the tip and 
the detector as well as by the initial position of the emitted ions on the apex 
surface [157]. Hence, an estimation of the electric field distribution in between the 
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tip and the detector was an essential step towards the calculation of ion 
trajectories.  

In this project, to estimate the ion trajectories we used the particle tracing 
package of the COMSOL multi physics software. A fixed number of charged 
particles (20 particles) uniformly distributed on the tip apex, were released in the 
previously calculated electric field distribution in between the apex and local 
electrode. A unit charge was assigned to each particle and the particle-particle 
interaction force was neglected in our model. By knowing that the particle mass 
directly influences the particle velocity but has a negligible impact on the ion 
trajectory, a fixed mass equal to the average mass of Si atom was assigned to all 
the particles (4.66 × 10-24 g). This particular choice for particle mass was made to 
have also an estimation of the ion velocity during their flight path. After the 
release of the particles from the apex surface, they immediately accelerate in the 
electric field (as the force field), in which the particle velocity �⃗� can be written as: 
 

 
d

𝑑𝑡
(𝑚�⃗�) =  𝑞(�⃗�) 4.14 

where, m is particle mass, q is particle charge and �⃗� is the electric field vector 
calculated for every point in the control volume. Since the magnitude of particle 
velocity in our study is much smaller than the speed of light (𝜈 ≪ 𝑐), the Lorentz 

factor  (1 − 𝜈
2

𝑐2
⁄ )

−1/2

 is small enough to neglect the relativistic corrections. By 
solving the above equation, the particle velocity distribution and the 
corresponding ion trajectory can be determined for every particle released from 
the specimen apex. 
Since the solution is time dependent, the time duration window of the solver was 
used long enough to capture the entire trajectories up to the aperture position of 
the local electrode. While the time increment (dt) was reduced gradually to obtain 
a final solution (velocity distribution and trajectory) approximately independent 
from the choice of the time increment. The calculated ion trajectories for a 50 µm 
long nanowire having a diameter of 60 nm are reported in Figure 47, whereby the 
adopted time increment and analysis duration were adjusted to 2 × 10-12 and 4 × 
10-8 s respectively.  
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Figure 47: Finite element analysis of ion trajectories and electric field lines for a 50 µm long nanowire 
with a diameter of 60 nm. The apex was uniformly covered by 20 particles having the unit charge and mass of 
4.66 x 10-24 g. After the release of particles in the presence of the calculated electric field, their trajectories 
towards local electrode were tracked and reported in (a). The color bar indicates the magnitude of the ion 
velocity at each stage of the flight. The inset (b) shows the enlarged view of the particle trajectories in the 
vicinity of the tip apex with the same color code as the main plot (a). The electric field lines, generated from 
the tip apex are also reported in (c), where the color map shows the magnitude of the electric field at the 
applied potential of 1000 V. 

Our FEA shows that ion trajectories are compressed towards the aperture 
window, meaning that the trajectories are bent instead of having straight paths. 
The compression of the trajectories was induced by the electric field force during 
their flight (equation 4.14). The enlarged view of the particle trajectories and the 
electric field lines are shown in Figure 47b and c. The electric field lines 
determine the acceleration pattern for the traveling ions (equation 4.14), which 
directly impacts the ion velocity as well as the ion trajectories. Our analysis 
clearly illustrates that the ion trajectories and field lines have a slightly different 
pattern (see Figure 47b and c). Indeed the velocity �⃗� and displacement S of the 

particle can be written as d�⃗⃗⃗�
𝑑𝑡
=
𝑞(�⃗�)

𝑚
 𝑎𝑛𝑑 𝑆 =  ∫ 𝜈𝑑𝑡, linking the field lines to the 

second derivative of trajectories (or equivalently displacement s).The obtained 
velocity distribution in the vicinity of the tip apex (see Figure 47b), shows that the 
particles reach a velocity of about 4000 m/s at the first 50 nm of their flight, while 
the estimated maximum velocity is about 8340 m/s at the local electrode position 
(40 µm above the tip). This underlines the important role of electric field 
distribution in the vicinity of specimen apex, where the electric field intensity is 
maximum. The important role of electric field lines, in the vicinity of apex, on the 
ion trajectories is also discussed in literature [151], [157].  

Nevertheless, the ion trajectories and ion velocities are also impacted by the 
electric field even at larger distances from the apex resulting in the curved shape 
of the trajectory through the entire flight path. This implies that by controlling the 
electrostatic environment around the tip, one can modify the electric field lines 
around the specimen and finally modify the ion trajectories, while the electric 
field distribution (field lines) in the very vicinity of the apex is mainly determined 
by the apex shape.  This will be discussed further in detail in Section 4.6.1. 

In order to estimate the actual ion trajectories and implement it for 3D data 
reconstruction, one needs to accurately consider also the initial position (at 
microscale) of evaporated ions from the specimen surface. This requires accurate 
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knowledge of the surface geometry and the distribution of the atoms on the 
surface. Hence, the accurate 3D electric field distribution in near-field (nanometer 
scale in the vicinity of specimen apex) also needs to be calculated. Such a 
complex multi-scale analysis has been reported by finite element/finite difference 
method and ion trajectories were calculated for the different crystallographic 
orientations of surface atoms [158], [159].  

However, even such an analysis is not sufficient to predict the actual ion 
trajectories during the APT analysis.  Indeed, there are a number of 
phenomenological effects involved at the microscale during the field evaporation 
process that can impact the initial trajectories of ions. For instance, the topology 
of surface atoms does not remain constant during the evaporation sequences (even 
after removal of one complete layer). This alters the initial position of atoms as 
well as the local electric field distribution which is known to affect the initial 
trajectory of ion and is referred as trajectory aberration [160]. The influence of 
such a trajectory aberration on the 3D spatial resolution of APT analysis has been 
studied for pure materials [158] as well as precipitates in the main matrix [161] 
and different models have been suggested to implement the effect of the 
microscale atomic distribution on 3D reconstruction and finally improve the 3D 
resolution of APT data reconstruction. The implementation of such analysis in 
APT data reconstruction is a challenging task, mainly due to the lack of 
knowledge on the local tip shape and limitations in the computational power. 
Some preliminary studies using a combined TEM-APT analysis has been reported 
in the literature [162]  
Alternatively, currently, there are simple projection models available which 
approximately relate the projected ion position on the detector to its original 
position on the specimen surface, without calculating the field lines and ion 
trajectories. The two main available models are “Point-Projection” and “Radial 

Projection with Angular Compression”. Although the common data reconstruction 

methods available in the commercial APT software packages are based on the 
point-projection model, both models will be briefly discussed in the following 
sections. 

4.2.1 Point-Projection model  

The point-projection model is commonly used by most commercial APT 
software packages to 3D reconstruct APT data. In this model, the trajectories of 
the ions are assumed to be a straight line, instead of the actual bent curve, which 
passes through the original position of the ion at the specimen surface and the hit 
position on the detector [83]. Then, the intersection of this straight line with the 
tip axis (point P, in Figure 48 is called the projection point. This point is behind 
the center of the spherical cap (point O, in Figure 48 with a distance equal to ξ(R-
1), where the factor ξ is called image compression factor and it reflects the degree 

of compression in the ion trajectories (bending) toward the detector [83].  
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Figure 48:  Schematic representation of point-projection model and the definition of image compression 
factor ξ. Reproduced from [83]. 

 
The observed impact angle of ion trajectories (θ’) can be simply derived from the 
original launch angle of the ion (θ) and image compression factor (ξ) [83]: 
 

 
𝜃 =  𝜃′ + arcsin((ξ − 1) sin 𝜃′) 4.15 

Assuming the radius of the hemispheric cap (~ 100 nm) to be negligible with 
respect to the specimen to detector distance (L ~ 10 cm), the observed impact 
angle can also be written as [83]: 

 
𝜃′ ≈  arctan (

𝐷

𝐿
) 4.16 

Please note that the presence/absence of local electrode does not have any impact 
on the above derived equations. Finally, for a given launch angle, image 
compression factor ξ can be derived from Equations 4.15 and 4.16. Hence, to 
experimentally compute ξ, one needs to have accurate knowledge on the launch 

angle (θ), the corresponding hit position on the detector (D) and the specimen-to-
detector distance (L). The experimental calculation of θ is not straightforward and 

requires accurate knowledge on the local tip shape at the given sequence of 
evaporation. In addition, to experimentally assign a hit position on the detector 
(D) to a given atom position on the specimen surface, a sort of marker (e.g. an 
interface or elemental contrast) is required.   

Alternatively, for crystalline specimens, by indexing the pole structures on the 
detector hit map, or so-called desorption image, and assigning the pole patterns to 
the major crystallographic planes at the surface of the specimen (similar to Figure 
49a), ξ can be experimentally calculated [163]. The schematic representation of ξ 

for given pole positions and crystallographic planes is depicted in Figure 49b.  
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Figure 49: (a) Detector hit map (desorption image) for pure Al after collection of 300,000 events. The 
main poles are indexed by red color on the hit map. The schematic representation of the image compression 
factor (ξ) as a function of the angle between the major crystallographic planes (θcrys) and the corresponding 
angle between the indexed poles on the desorption image. The figure is reproduced from the references [83] 
and [163]. 

Following this protocol, for small angles, the image compression factor can be 
written as the ratio of the angle between the major crystallographic planes θcrys and 
the angle between the observed poles θobs, calculated using the equation 4.16. 
 

 
ξ ≈

𝜃

𝜃′
 ≈
𝜃𝑐𝑟𝑦𝑠

𝜃𝑜𝑏𝑠
 4.17 

For instance, ξ =1 corresponds to the zero compression or radial projection and ξ 

= 2 corresponds to stereographic projection. The exact value of image 
compression factor varies for each APT measurement in a range typically between 
1.3 to 2. The image compression factor mainly depends on the distribution of 
electric field lines between the specimen and detector (or local electrode). Hence, 
any parameter which influences the electrostatic environment around the tip, can 
potentially impact the compression of ion trajectories. Similar to the field factor 
kf, parameters like shank angle, shape of the specimen and the entire electrostatic 

environment of the tool chamber are reported to have a direct impact on ξ [83]. 
This makes image compression factor (ξ) and field factor (kf) two inherently 
correlated parameters. An empirical dependency of  these two parameters have 
been numerically predicted in literature [164], [151] and a power law relation has 
been suggested as the following: 
 

 
𝑘𝑓 = 𝐶𝜉

3  4.18 

where C is a coefficient of the fit which is reported to be equal 1 in [164] or a 
function of applied voltage [151]. It is word mentioning that there is no physical 
explanation for such a power law dependence, which mainly arises from the lack 
of any analytical expression for ξ as a function tip geometry. The validity of such 
a dependency, Equation 4.18, has been assessed both experimentally and 
numerically for various tip shapes by several authors. For instance, finite element 
simulation of a metallic specimen with truncated hemispheric tip shape indicated 
a strong dependently of both kf and ξ on the variation of shank angle and 

ξ

110

112
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specimen-to-detector distance [164], in which the power law relation between kf 
and ξ (Equation 4.18) has been reported to remain valid for various combination 
of shank angles and specimen-to-detector distances (Figure 50a). The variation of 
both kf and ξ as a function of radius of curvature has been also experimentally 

investigated for Al alloys [165] and the experimentally observed dependency 
between kf and ξ was compared with the previously predicted power law 

(Equation 4.18) and the results are reported in Figure 50b [85].  

 
Figure 50: Relation between image compression factor (ξ) and field factor (kf). (a) numerically obtained 

trend by finite element analysis of a hemispheric tip shape with different shank angles (1 to 30 degrees) and 
specimen-to-detector distances (0.03 to 1.8 m) [164]. (b) Experimental observation of the relation between ξ 
and kf, extracted from different measurements on Al alloys (different colors codes) for a range of radius of 
curvatures. The expected power law is also indicated with a dashed line. Reproduced from reference [165]. 

Although the experimentally observed dependency in reference [165] roughly 
follows the numerically predicted trend, the power law cannot accurately describe 
the experimental data. The author [165] attributed this discrepancy to the 
assumptions made during the FEA, including the absence of the bias at the 
entrance of the detector (no purely free-flight after the local electrode).  A similar 
explanation is also made in reference [164], stating that LEAP chamber (after the 
local electrode) is not a zero-field region and ξ varies according to the specimen-
detector bias voltages. 

Another complication of the image compression factor is its small variation 
across the specimen surface. Although such a variation is known, traditionally in 
most simulations only the average ξ over a small angular distance from the tip 
axis was reported which leads to the misleading suggestion of a constant ξ over 

the tip surface. However, a finite element simulation of the electric field and 
image compression factor across the tip surface of a truncated hemispheric cap 
(with 60 nm tip radius and 10 degrees shank angle) clearly indicates the slight 
variation (3%) of ξ and kf  depending on angular distance from the specimen axis 
(launch angle θ) [151]. Furthermore, the predicted slope for the variation of ξ as a 

function of θ is steeper for larger angles, which indicates a larger deviation of ξ 

for larger angles which were not reported in that study. The variation of ξ across 

the specimen surface (different launch angles) will be discussed further using our 
developed FEA in Section 4.6.1.  
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Figure 51: Variation of the magnitude of electric field and image compression factor (ξ) as a function of 

launch angle θ (angular distance from the specimen axis). The analysis was obtained by finite element 
simulation of a truncated hemispheric cap with 60 nm tip radius and 10° shank angle. Reproduced from 
reference [151]. 

Finally, considering the assumptions in the point-projection model the validity 
of the model is limited small angles with respect to the tip axis [166]. The validity 
range of point-projection model is discussed in more detail in the following 
section. 

4.2.2  Radial projection with angular compression 

Similar to the point-projection model, radial projection with angular 
compression is another model to describe the trajectories of ions in APT. In this 
model, the distance between the crystallographic poles on the field desorption 
image (in meter) is directly related to the crystallographic plane directions on the 
specimen (in angle) as the follows [83]: 

 

 
𝐷 = 𝑘𝜃𝜃𝑐𝑟𝑦𝑠 4.19 

 
where D is the distance between crystallographic poles on the field desorption 
image, θcrys is the angle between the major crystallographic planes (see Figure 
49b) and kθ is a factor describing the compression of the ion trajectories. Similar 
to ξ, in the point-projection model, kθ depends on the electrostatic environment 
around the specimen.  

For small angles (θcrys) the two projection models yield a quite similar results, 
while for larger angles the radial projection with angular compression is known to 
more accurately describe the desorption image in field-ion microscopy [167], 
[168]. The validity of the two projection models to describe the desorption image 
of pure Al has been compared in reference [4] for a wide range of angles and the 
results are reported in Figure 52. As can be seen, the radial projection with 
angular compression model more accurately fitted the experimental data points for 
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the entire range of launch angles with a linear function expressed by kθ (see 
Equation 4.19). Vice versa the point-projection model was unable to describe this 
linear trend and has a relatively high error for wider angles (θ > 30°). This is 
compatible with the previously described variation of ξ over different launch 

angles θ (Figure 51), which states that the point-projection with a constant ξ is 

unable to accurately describe the projection of ions for a wide range of launch 
angles (non-linear behavior).  

 

Figure 52: The accuracy of radial projection with angular compression model versus point-projection 
model to describe the projection of ions and formation of desorption map for pure Al. The distance between 
the poles on the desorption map (D) is plotted against the crystallographic angles on the specimen (planes 
direction) in degrees. The markers are the angular distances of the poles from the origin of the projection, 
while the radial projection with angular compression model is plotted in dash line and point-projection in 
solid line. Reproduced from reference [83]. 

Although the radial projection with angular compression model more 
accurately describes the desorption image, it is not currently used in most the 
state-of-the-art APT data reconstruction protocols. Indeed, most reconstruction 
protocols are based on the point-projection model which was originally developed 
for small-angle-FOV APT. The need to reconsider the existing projection model 
for wide FOV atom probes is highlighted in the literature [83]. This issue could be 
even more pronounced in the case of future instruments with wider or even full 
FOV. This will be discussed further in Section 4.6.3.   

4.3  Image magnification 

Image magnification M in APT is defined as the ratio between the distance of 
two arbitrary features on the specimen surface (d) and the projected distance of 
the corresponding image on the detector (D). By considering the dimension of the 
specimen (diameter ~ 100 nm) and the detector diameter (~ 80 mm), a 
magnification in other of 106 is typically expected in atom probe microscopy. In 
the point-projection model, by assuming that the radius of the hemispheric cap is 
negligible with respect to the specimen-to-detector distance (L), the image 
magnification can be written as a function of ξ: 
 

 M = 
𝐷

𝑑
≈  
𝐿

ξR
       4.20 
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For radial projection with angular compression model, the magnification can be 
calculated as a function of kθ: 
 

 M =
𝐷

𝑑
=
𝐷

𝑅𝜃
= 
𝑘𝜃
𝑅

 4.21 

Regardless of the choice of the projection model, the magnification in APT has an 
inverse relation with respect to the tip radius R. This implies that usually the 
magnification decreases as a function of depth in view of the shank angle which 
causes a variation of R as a function of depth.  

4.4 3D data reconstruction 

Generally, data analysis in APT includes several steps, including correction of 
the time of flight (ToF), the extraction and calibration of the mass spectrum and 
finally the 3D reconstruction of the data. The output of the APT measurement is 
usually a data set containing the raw data and some experimental conditions used 
during the measurement. This raw data is generally an array containing many 
rows, being sequences of the detected events, and some columns mainly including 
the X and Y position of the ion impact on the detector, the mass to charge ratio 
(Da), the time of flight and the voltage (V).  

The 3D reconstruction is the reverse projection of the 2D detected events to a 
3D volume corresponding to the original volume of the specimen (within the 
FOV), by extracting the third dimension (depth position) from the sequences of 
the detected ions and other parameters. In this context, data reconstruction has two 
main steps, which starts from the reverse projection of the lateral position of ions 
on the specimen surface and the calculation of the depth coordinate. To do so 
there are several reconstruction protocols, e.g. the Bas et al protocol [14], which 
typically share some common main assumptions and hypotheses. For instance, 
they mainly rely on the ordered sequence of evaporation meaning that ions are 
assumed to be evaporated layer-by-layer from outer shell toward the center 
(negligible field penetration depth). Some other assumptions include [83]: a point-
projection with constant image compression factor for all the ions, the specimen is 
cylindrically symmetric with a hemispheric cap, a similar evaporation field exists 
for all the ions and a similar atomic volume for the entire specimen (not suitable 
for some irregular heterogeneous systems). In this thesis, the Bas reconstruction 
protocol [14] is briefly described. 

4.4.1 Bas reconstruction protocol 

The Bas et. al. reconstruction protocol [14] is based on the point-projection 
model, following the aforementioned assumptions. i.e. ordered sequence of 
evaporation and the reverse projection of lateral position of ions on the specimen 
surface can be derived using the magnification and the impact position on the 
detector. The image magnification in Equation 4.20 can be simplified as [83]: 
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 M𝑖 = 
𝐷𝑖
𝑑𝑖
≈ 

𝐿

ξR𝑖
       4.22 

where, Mi is the local magnification, Di is the impact position on the detector and 
di is the ion distance on the specimen for the ith detected event.  Similarly, the in-
plane component of the ion position (xi and yi) for the ith evaporated ion on the 
specimen surface can be written using the XDi and YDi impact position on the 
detector and the local magnification (Mi): 

 

 x𝑖 = 
𝑋𝐷𝑖
𝑀𝑖
   and   y𝑖 = 

𝑌𝐷𝑖
𝑀𝑖
       4.23 

The depth extraction (dz) is based on the evaporated volume within the FOV 
(Vevap) which is expressed as: 

  

 V𝑒𝑣𝑎𝑝 = ∫ 𝑆𝑎 (𝑧) 𝑑𝑧

𝑍𝑚𝑎𝑥

0

   4.24 

where, Sa is the analyzed area of the specimen surface lying within the FOV. This 
parameter can be also expressed using the average atomic volume Ω as follows: 
 

 𝑆𝑎 = 
𝑛𝑒𝑣𝑎𝑝

𝜂
Ω   4.25 

where nevap is the number evaporated atoms lying in the FOV, η is the detection 
efficiency and Ω is the average atomic volume. Sa can also be written as a function 
of specimen radius. Since the tip radius increases with the specimen depth (z), 
according to the specimen shank angle, the variation of the tip radius needs to be 
determined. In the original Bas protocol, the local tip radius is determined using 
the instant specimen voltage at the detected event, while the tip radius can be 
generally determined by assuming a fix shank angle β or even using the tip image 
from electron microscopy (SEM/TEM). These three techniques for the 
determination of tip radius evolution along the specimen depth are briefly 
summarized in Table 7.  
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 Table 7: Comparison between different currently available techniques for the determination of 
specimen radius along the specimen depth. Please note that for all the three techniques the specimen shape is 
assumed to remain a truncated cone terminated by a hemispherical cap throughout the analysis. 

 Voltage curve Shank angle Tip image 

Required 
inputs 

- Voltage evolution (V) 
- Field evaporation (Fevap) 
- Field factor (kf) 

 

- Initial tip radius (R0) 
- Shank angle (β) 

 

- SEM/TEM image of 
the specimen 

Function 
𝑅 = 

𝑉

𝑘𝑓𝐹𝑒𝑣𝑎𝑝
 𝑅 = 𝑅0 + 

𝑠𝑖𝑛(𝛽)

1 − sin (𝛽)
𝑧 

- R(z) is extracted based 
on the tip image using 
the pixel size 

Pros - Possibility to define variable 
shank angles 
- Easy (no need to tip imaging) 

- Can be extracted from FIM 
(no need to tip imaging) 

- Possibility to define 
variable shank angles 
- based on the tip image 

 

Cons - Relies on the knowledge of kf 
and Fevap 
- Same Fevap for the entire 
specimen: not suitable for 
multilayers and 3D 
heterogeneous structures 

- R0 is needed 
- A fix shank angle is assumed 
at different depths 

 

- Tip imaging is needed 
- limited resolution of 
the image 

 
In the Bas protocol, by assuming the launch angle to be small, the analysis 

area Sa is first considered to be a plane tangent to the specimen, instead of real tip 
curvature (see Figure 53). To account for the hemispherical tip curvature, instead 
of the assumed tangent plane, a correction term will be introduced later. 

 

 
Figure 53: Schematic representation of the correction factor to account for tip curvature instaed of the 

tangent plane. Reported from reference [83]. 

Then Sa is expressed as a function of local magnification Mi and the detector area 
SD: 

 𝑆𝑎 = 
𝑆𝐷

𝑀𝑖
2    4.26 

Finally, by combing the Equations 4.25 and 4.26 one can derive the depth 
increment as the function of applied voltage: 

 

 𝑑𝑧 =  
Ω 𝐿2𝑘𝑓

2𝐹𝑒𝑣𝑎𝑝
2

𝜂𝑆𝐷𝜉2𝑉2
    4.27 
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where, Ω is the average atomic volume, L is the specimen-to-detector distance, kf 
is field factor, Fevap is the field evaporation of the specimen maim element, η is the 
detection efficiency, SD is detector area, ξ is image compression factor and V is 
the applied voltage. To account for the hemispherical tip curvature, instead of the 
assumed tangent plane, a correction factor dz' to be added into the depth 
increment can be calculated based on simple triangle similarity rules (Figure 53): 
 

 

𝑑𝑧′ = 𝑅𝑖 (1 − √1 − 
𝑥𝑖
2 + 𝑦𝑖

2  

𝑅𝑖
2 ) 4.28 

Finally, the reconstructed z position for ith ion is calculated by accumulating dz as 
the follows: 

 𝑧𝑖 = (∑𝑑𝑧

𝑖

1

) + 𝑑𝑧𝑖
′ 4.29 

More precise data reconstruction protocols have been proposed by Geiser [169] 
and Gault [157]. The main difference between the reconstruction protocols is the 
derivation of the depth increment (dz).  For instance, the protocol proposed by 
Gault [157] is not based on the assumption of small launch angle and instead the 
Equation 4.13 is directly employed for the calculation of launch angle and used 
for the data reconstruction. Currently, there are many commercially available 
software packages (i.e. IVAS, TAP3D) for 3D data reconstruction and analysis 
which work based on the available protocols.  

There are several reconstruction parameters (i.e. detection efficiency) which 
are commonly used by all the reconstruction protocols, in which the accuracy of 
the final 3D reconstructed data is essentially determined by the degree of 
knowledge and its accuracy in defining such parameters. In the next section, the 
reconstruction parameters together with the currently available techniques to 
derive and calibrate them will be discussed. 

4.4.2 Calibration of reconstruction parameters 

In general, to 3D reconstruct the APT data a set of main reconstruction 
parameters are required whereby some are the user defined parameters and some 
are instrumental parameters and have a fixed value: 

• Image compression factor (ξ) 
• Detection efficiency (η) 
• Specimen radius along the depth (R) 
• Atomic volume of the specimen (material property) 
• Depending on the reconstruction/calibration protocol other parameters 

may also be needed, such as: applied voltage, field factor kf, evaporation 
field of the material Fevap (for voltage-based reconstruction), SEM/TEM 
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image of the specimen (for specimen shape reconstruction) and shank 
angle. 

Obviously, the accuracy of the reconstructed data is determined by the degree 
of knowledge and accuracy in defining the aforementioned reconstruction 
parameters, as well as by the validity of the hypotheses and assumptions made in 
the reconstruction protocol. Even small variations in some of the reconstruction 
parameters (i.e. ξ and kf) may result in a significant drift in the 3D reconstructed 
shape (radius and height). In this section, several techniques to derive and 
calibrate the reconstruction parameters are discussed: 

Image compression factor (ξ): Currently there are several available 
techniques to calibrate ξ using crystallographic direction or nanostructural 

features within the reconstructed volume (i.e. known layer thicknesses, 
position/size of certain features, flatness of the interface, etc). The calibration of ξ 

using crystallographic direction can be done either by Field Ion Microscopy 
(FIM) prior to the APT measurement or directly from the desorption image. Then 
the distance D between the poles can be used for the calculation of the observed 
angle θobs on the desorption map using Equation 4.16. Finally, by knowing the 

theoretical angle θcrys, ξ can be calculated from the Equation 4.17 (ξ ≈ 𝜃𝑐𝑟𝑦𝑠

𝜃𝑜𝑏𝑠
 ). 

Obviously, this approach is only applicable to crystalline materials with a certain 
crystalline direction, such that more than one pole structure is within the FOV (i.e. 
Aluminum 111). As mentioned earlier, ξ can be calibrated also by using a 

nanostructural feature within the analysis volume. However, the use of 
nanostructural features may require additional information (i.e. layer thickness) 
from a complementary technique such as TEM or SIMS. In this approach, the user 
fine tune the value of ξ to reach the known dimension and/or shape of the feature 
in the reconstructed tomogram (i.e. layer thickness, flatness of the interface). 
Hence, the calibrated value of ξ relies on the degree of knowledge on the feature 

dimension and/or shape and it is less accurate with respect to the previous 
technique.  

 
Detection efficiency (η): this parameter is mainly a characteristic of an 

instrument and stands for the capability of the detection system to detect all the 
ions within the FOV and ranges from ~ 30 to 80%. This parameter is mainly 
determined by ion incident angle and the open-pore area of the micro channel 
plate (MCP) [148]. In practice, the detection efficiency is calibrated once during 
the maintenance/calibration of the instrument and the obtained value is used for 
the data reconstruction of other measurements.  Any deviation of this parameter 
from the actual value leads to an underestimation or overestimation of the 
reconstruction volume (Equation 4.27). Different techniques have been suggested 
to derive or estimate the detection efficiency.  For instance B. Gault proposed a 
method to extract the detection efficiency based on the crystallographic directions 
[163]. In this method, the interplanar spacing (dz) is first obtained by tuning other 
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reconstruction parameters (ξ and kf). Then the value of η can be fine-tuned, while 
dz is kept constant by adjusting kf simultaneously, 𝑑𝑧 ∼ 𝐹𝑒2𝑘𝑓2 /𝜂𝜉2 , (see 
Equation 4.27) to match the reconstructed angle between crystallographic 
directions to the theoretical value. The estimation of detection efficiency using the 
current available techniques, relies on the knowledge of at least another 
reconstruction parameter (i.e. ξ). This may lead to the propagation of additional 

errors in the estimated value of the detection efficiency. Furthermore, using the 
current available methods, calculation of the associated uncertainty for the 
detection efficiency is not available.  

 
Specimen radius at different depths (R): as previously described in Table 7, 

there are three main methods to determine the specimen radius R along the 
specimen depths (voltage curve, shank angle and tip image). The pros and cons of 
each method have been also summarized in the same table. For the shank angle 
method, the user should define a fixed shank angle for the entire depth of the 
specimen. The shank angle can be calculated using the FIM images at two 
different depths of the specimen as the following.  The specimen radius R can be 
calculated from the ring pattern formed in the FIM image and by knowing the 
distance between the atomic planes for the indexed crystallographic direction  
[170] . Then, by calculating R at two different depths, one can calculate the shank 
angle and assume it to be constant for the entire specimen depth. The shank angle 
can be similarly calculated using the desorption map and the ring patterns around 
the main pole:  

 

𝑅 =  
𝑛𝑑

(1 − cos (𝜃))
 4.30 

where, θ is the angular distance between two poles, n is the number of rings 
between the poles and d is the interplanar spacing. Then, by calculating R at two 
different depths, one can calculate the shank angle and assume it to be constant 
along the entire specimen depth. In case of the tip imaging method, the 
uncertainty of the radius extracted is mainly defined by the pixel size and the 
resolution of the image. Finally, the evaluation of tip radius from the voltage 
curve is usually done from the Equation 4.5, where the accurate knowledge about 
both electric field F and the field factor kf is required. The electric field can be 
estimated from the Kingham curve and the procedure to calibrate kf is described 
in the next paragraph. 

 
Field factor (kf): this parameter is not among the main reconstruction 

parameters and it is only needed when the voltage curve method is used for 
extracting radius evolution along the tip depth. kf can be determined based on the 
FIM image and using Equation 4.5 (𝐹 =  𝑉

𝑘𝑓𝑅
). Hence, to calibrate kf using this 

equation the radius R and the electric field F are needed to be calibrated first 
following one the aforementioned techniques.  
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To conclude, by using the combination of aforementioned calibration 
techniques, it is possible to calibrate all the required reconstruction parameters 
and proceed with the 3D data reconstruction. The accurate calibration of all the 
reconstruction parameters may become challenging in some analyses. By my 
knowledge there is no metrological approach available at the moment to calibrate 
all the reconstruction parameters accurately without relying on certain 
assumptions. Obviously, none of the available techniques can provide the 
uncertainty or even its estimation for all main reconstruction parameters.   

In the next section the deviation of 3D reconstructed data from the original 
structure of the specimen will be discussed and different sources for this possible 
mismatch will be introduced.  

4.4.3 Common artefacts and lateral resolution 

Any discrepancy between the reconstructed data and the original structure of 
the specimen is considered as a measurement artefact. The artefacts can be 
divided into two main categories: imperfection of reconstruction protocols, 
deviation of ion trajectories from the theoretical one and modification of the atom 
arrangement within the sample prior to the evaporation. The current state of 
reconstruction protocol and their assumptions have been discussed in the previous 
section and we will mainly discuss the other types of artefacts. The errors in the 
APT analysis can be induced by many physical mechanisms, including surface 
diffusion, thermal velocity, rolling-up effect and trajectory aberration (see Figure 
54). These mechanisms are schematically shown in Figure 54 and they are briefly 
described [82]:  

 

 
Figure 54: Schematic representation of some common artefacts which degrade the lateral resolution of 

APT analysis. Reproduced from reference [82]. 

Trajectory aberration: the local distribution of electric field lines in the 
vicinity of the specimen surface defines the ion trajectories. When the actual 
distribution of the field deviates from the one assumed in the reconstruction 
protocol (e.g. the field distribution for a perfectly smooth hemispherical apex 
shape), the actual ion trajectory will deviate from the expected one. Hence the 
procedure applied during the reconstruction will reposition the atom incorrectly as 
this deviation from the ideal field distribution is not taken into account. We use 
the term trajectory aberration to indicate this discrepancy which will result in a 
loss of lateral resolution. The trajectory aberration usually appears in the form of 
high and low density zones on the detector hit map, which finally transforms into 
high and low atomic density zones in the reconstructed volume respectively.  
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In case of a pure crystalline specimen (single evaporation field), by operating 
at low temperature the sequences of evaporation are mainly determined by the 
arrangement of atoms on the apex surface according to the crystallographic 
structure (ordered evaporation). While when operating at high temperature, the 
order of evaporation may be perturbed and atoms can evaporate from two 
successive layers at the same time (on the same lateral site). Such a mechanism 
causes a local variation in the electrostatic environment (in sub-nanometer scale) 
and results in trajectory aberration and a slight reduction in both lateral and depth 
resolution [171]. 

A similar scenario exists for specimens composed of more than one species 
(diluted system), where the sequences of evaporation are governed by both field 
evaporation and atomic roughness. In this case, the preferential evaporation or 
retention of the solute (or dopant) with respect to the main matrix can modify the 
local curvature and the corresponding field distribution which finally leads to 
trajectory aberration [161].  

For heterogeneous systems, where the regions are composed of species with 
different evaporation fields (i.e. multilayers, Fin embedded in an oxide, etc), the 
tip shape will be strongly affected by the preferential evaporation of the zones 
consisting of low field species. As an example, for thin multi-layer systems or at 
the interface between thick layers, the apex surface typically consists of atoms 
belonging to more than one layer. By considering the differences in the 
evaporation fields and the related evaporation probabilities, the tip shape deviates 
from its initial shape and a sort of topography may develop at the apex surface. 
For instance, the evaluation of tip shape through the analysis of metallic multi-
layer system has been studied in the literature [172] and the simulated results 
together with TEM image after APT measurement are reported in Figure 55. As 
can be seen, a strong variation of tip shape along the analysis depth was predicted 
(from Figure 55b to Figure 55i). In addition, there is a significant variation of 
local curvature across the apex surface at each sequence of evaporation (Figure 
55c to i).  
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Figure 55: Evolution of tip shape for a metallic multi-layer system consisting of species with different 
evaporation field. (a) Schematic representation of the layers. (b) to (i) evolution of tip shape for different 
sequences of evaporation obtained by finite element simulation. (j) TEM image of the specimen apex shape 
after several sequences of evaporation. Different radii of curvature have been induced due to the differences 
in the field evaporation of the layers. (k) 3D reconstructed volume from the simulated data, whereby a 
considerable distortion is predicted due to the induced artefacts by trajectory aberration. (l) 3D reconstructed 
volume obtained from the APT measurement, whereby similar to the predicted shape the trajectory aberration 
caused an artefact in the reconstructed volume. The inset shows atomic plains in the FeCo layer. Reproduced 
from reference [172]. 

 
Figure 56: (a), (b) Trajectory aberration and formation of zones with high and low density on the 

desorption map for the same multilayer system reported in the Figure 55. (a) The position of the dense ring on 
the desorption map, is assigned to the local dips on the tip shape. The TEM image of the tip shape is also 
reported. Each desorption map contains 10,000 events.  Reproduced from reference [83]. 

This variation of local curvature (originated from different evaporation field 
species) causes a trajectory aberration which  appears as a strong artefact on the 
3D reconstructed data (see Figure 55k and l), such the reconstructed volume can 
deviate substantially from the original shape of the specimen. In addition, as it 
was mentioned earlier, this local variation in the radius of curvature can induce 
zones with high and low densities on the desorption map as a result of trajectory 
aberration. This effect is shown for the previously discussed multilayers system 
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(Figure 55) in Figure 56. The local distortions in the apex shape (corresponding to 
the interfaces between two layers) appear as a dense ring on the hit map. We 
observed a similar pattern (dense ring) on the desorption map, corresponding to 
the interface between crystalline and amorphous SiGe, which will be discussed in 
Section 4.5.2. 

Thermal velocity: Atoms at the apex surface vibrate with a velocity which 
depends on the thermal agitation energy. By considering the Maxwell distribution 
of velocity, the average kinetic energy for an atom at temperature T is equal to 

3kBT/2 and the average transverse velocity (Vt) is √𝑘𝐵𝑇
𝑚

 , where m is the atomic 

mass and kB is the Boltzmann constant. This velocity is the initial velocity of the 
atom before field evaporation from the specimen apex. For most materials at 
cryogenic temperature (20 < T < 70 K), Vt is in a range of 40 to 200 m/s [82] 
,which is not considered within the current reconstruction protocols. The lateral 
displacement (∆𝐿), on the detector   induced by the thermal velocity Vt can be 
estimated as ∆𝐿 ≈ Vt tflight, where tflight is the time of flight. This displacement 
can potentially degrade the lateral resolution of the reconstructed volume and 
blurs the FIM image [173]. By considering the image magnification, a lateral 
displacement corresponding to 1Å on the apex has been reported for Aluminum.  

 
Surface diffusion: in the absence of an electric field, adatoms on the 

specimen surface can migrate from one atomic position to another neighbor 
position by a thermally activated process called random walk [174]. The surface 
atoms can also undergo surface migration at sufficient thermal energy. In the 
presence of a large applied potential, surface atoms become polarized under the 
strong electric field gradients at the specimen surface, which can be described by 
a local enhancement factor γ (see Section 4.1.1). This is similar to the quantum 
description of the charge concentration at the protruding atoms, which induces a 
strong Maxwell stress on the surface atoms and finally facilitates the diffusion 
process. In this context, in the presence of electric field, surface migration is not a 
random walk process (only thermally driven) but instead atoms preferentially 
migrate towards the region with higher concentrated charges (high electric field).  
This process is known as directional walk (both thermally and field driven) [175].  
Since field evaporation and surface diffusion are both a thermally activated 
process, there is a sort of competition between these two processes to occur on the 
surface atoms before their evaporation [90]. The probability that surface atoms 
experience a diffusion process before their removal depends on the surface 
diffusion barrier (Qjump), the evaporation energy barrier (Qb) and the residence 
time of atoms on the surface. The latter mainly depends on the evaporation rate 
and the surface area of the specimen apex. By considering the Arrhenius law, the 

residence time for diffusion (tdif) can be written as tdif~
1

ν0
 exp (

Q𝑗𝑢𝑚𝑝

kBT
), where ν0 

is the vibration frequency of atoms and kB is the Boltzmann constant. A similar 
expression can be written for the evaporation residence time (tevap) as 
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tevap~
1

𝜈0
 𝑒𝑥𝑝 (

𝑄𝑏

𝑘𝐵𝑇
). Finally, the ratio between the residence times can be written 

as  tevap
tdif

≈ exp (
Qb− Qjump 

kBT
). In voltage mode, typically the evaporation barrier 

height is small for normal evaporation rates (Qb < 0.1 eV), while the barrier height 
for surface diffusion is reported to be much higher for most materials (0.15 < 
Qjump < 1.1 eV) [176]. Hence, the ration of tevap/ tdif in voltage mode at cryogenic 
temperature is very small (< 0.001), which implies that evaporation process 
occurs much quicker than surface diffusion. Hence in voltage mode, the influence 
of surface diffusion is negligible, unless the analysis temperature becomes high 
(i.e. T > 200 K) or the diffusion barrier Qjump is very small [82]. In laser mode, the 
apex temperature during the evaporation is considerably higher, while the 
duration of this high temperature region is very short following the short laser 
pulse duration. Hence, only high laser energy results in significant surface 
diffusion [82]. In diluted alloys, some solutes (i.e. N, P and C) were observed to 
be more prone to surface migration toward the defined crystallographic direction, 
while the diffusion of the main matrix was reported to be negligible [177], [178]. 
The actual behavior of such a directional diffusion is not well understood at the 
moment. 

Rolling-up: This type of artefact is observed mainly near the edges of atomic 
terraces.  Rolling-up describes a mechanism for evaporation of surface atoms in 
which a surface atom instead of evaporating from its original position, first 
experiences a short-range migration by rolling around one of the neighbor atoms 
by means of diffusion (i.e. from the kink site to the top of step edge). Then, the 
atom escapes from the new position, where the field is sufficiently high to field 
evaporate the migrated atom [179] (see Figure 54).  This effect can cause small 
distortions in the desorption map and reduces the lateral resolution of the analysis.   

 
All these mechanisms can potentially cause measurement artefacts, some of 

which can be minimized or even eliminated by adopting the proper experimental 
conditions during the APT measurement (i.e. base temperature, laser power and 
detection rate). However, measurement artefacts cannot be avoided in case of 
specimens, consisting of regions with different evaporation fields. Indeed, due to 
the preferential evaporation of the zones consisting of low field species, the tip 
shape deviates (even locally) from the initial hemispheric shape which affects the 
lateral resolution and the 3D reconstruction volume due to the trajectory 
aberrations and the lack of the reconstruction protocol to deal with a non-
hemispherical tip shape. Some of the induced measurement artefacts can be 
improved later by post processing, (i.e. by artificially changing the reconstructed 
volume), which requires an accurate knowledge on the 3D distribution of these 
regions in the specimen volume using other complementary techniques (i.e. TEM 
imaging) in addition to the development of proper protocol to modify the 
reconstructed volume [13].   
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4.5  Field-of-view (FOV) 

In atom probe microscopy, or traditional ion microscopy, only a part of the 
specimen volume (typically core central region) can be analyzed. Typically, only 
the ions evaporated from the core central volume of the specimen can reach the 
detector, while the trajectory of ions evaporated from outer shell of the specimen 
(including side wall) are laterally extended as such that they cannot hit the limited 
size of the detector. Then field-of-view (FOV) is commonly defined as an area of 
the apex surface from which the evaporated ions can reach the detector. F. 
Vurpillot defined the FOV as “the maximum size of an object than can be 

observed in AP.” [82]. The representation of FOV in field ion microscopy is 
depicted in Figure 57, where only the central area of the apex surface marked by 
an orange dashed line (Figure 57a) , was projected on the detector (Figure 57b).  

 

Figure 57: Representation of field-of-view (FOV) in atom probe microscopy for Al (face centered cubic 
lattice). (a) Desorption image of the surface atoms measured in field ion microscopy. (b) 3D representation of 
surface atoms for FCC lattice of Al. FOV is depicted with orange dash line, crystallographic directions are 
indicated by green <011> and blue <002> arrays and finally zones axis are indicated by solid lines, following 
the color code of crystallographic directions. Reproduced from reference [82]. 

FOV plays an important role in many aspects of APT analysis. For instance, it 
has a major role in 3D data reconstruction, in which without the accurate 
knowledge on FOV, or equivalently the dimension of the probed volume, a severe 
compression/extension may appear on the 3D reconstructed volume. In addition, 
the identification of FOV is crucial for APT analysis of 3D devices where the 
localized variation of composition is intended to be probed across the specimen 
apex. Moreover, an accurate knowledge of FOV is essential for many 
fundamental studies, including laser tip interaction. 

FOV is mainly determined by the solid-angle-of-detector together with the ion 
trajectories. Hence, this parameter depends on both specimen and tool parameters. 
The schematic representation of FOV versus solid-angle-of-detector is shown in 
Figure 58. The solid-angle-of-detector (α) is defined based on the detector 

diameter (Ddet) and the distance between the specimen to the detector (L): 
 

 tan(𝛼) =  
𝐷𝑑𝑒𝑡

2(𝐿 + ξR)
≈  
𝐷𝑑𝑒𝑡
2𝐿

 4.31 

According to the definition of the solid-angle-of-detector, this parameter only 
depends on the tool parameters (design of the APT instrument or specimen 
alignment). Please note that the presence of the local electrode only impacts the 
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ion trajectories (and thus the FOV) and it has nothing to do with the solid-angle-
of-detector.  

 

Figure 58: Schematic comparison between field-of-view (FOV) and solid-angle-of-detector for a 
hemispheric apex shape. The trajectory of the last ion within the FOV is schematically represented in red. The 
corresponding image compression factor (ξ) is also depicted.  

For a given APT tool, the FOV varies from specimen to specimen according 
to the distribution of the ion trajectories. For instance, if the ion trajectories are 
further compressed toward the specimen axis, a larger area of the apex surface 
would be detected leading to a larger FOV. Hence, the accurate knowledge on the 
distribution of ion trajectories is an essential step towards the prediction of FOV. 
As discussed in Section 4.2, the ion trajectories can be either estimated by 
numerical simulation (i.e. finite element analysis) or described by a compression 
factor (i.e. ξ in point projection model) based on an existing projection model, 
whereby the value of  the compression factor needs to be experimentally 
determined during the APT analysis. 

As discussed earlier in Section 4.4.3, any deviation of the apex shape from an 
atomically smooth hemispherical shape results in trajectory aberrations and 
deviation of the ion trajectories from what is described by the reconstruction 
protocols. Thin multi-layer systems have been introduced as an example in which 
the apex shape typically deviates from the hemispherical shape through the APT 
analysis. The observed reconstruction artefacts, due to the trajectory aberration 
were also discussed for such a heterogeneous system. 

A modification of ion trajectories as a result of a strong variation in the apex 
shape (or local curvature), may potentially affect FOV by projecting a part of 
trajectories, which are expected to be in FOV, out of the detector window or vice 
versa. Such potential variation in the FOV, due to the deviation of apex shape 
from smooth hemispheric shape, has not yet been well studied in the literature. 

The experimental investigation of the FOV for non-hemispherical tip shapes 
is typically challenging as the reconstruction protocols fail to accurately determine 
the actual probed region of specimen volume. On the other hand, to numerically 
investigate the FOV in APT, one has to simulate the electric field distribution in 
the entire APT chamber (actual dimensions) and compute the trajectory of each 
individual atom accordingly and finally reconstruct back the data using on one of 
the available reconstruction protocols. Obviously, such an analysis requires a 
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massive computational power. Traditionally to reduce such demanding 
computations, in most numerical studies of the data reconstruction the detector 
was assumed to have a hemispherical shape (around the tip) and the specimen-to-
detector distance was assumed much smaller than the actual distance [84], [180].  
Such a configuration does not allow accurate study of the FOV and the numerical 
analysis must be performed on the real dimensions. 

In this project we have experimentally investigated the FOV for one specific 
example of a non-hemispheric tip shape whereby the asymmetric tip shape is 
induced by high power UV laser. In the next sections, the state-of-the-art 
understanding of FOV together with my contribution to this understanding will be 
discussed for hemispherical tip shapes and the asymmetric tip shapes induced by 
UV laser.   

4.5.1 Field-of-view for hemispherical tip shape 

As discussed in Section 3.5, the apex of a tip for metallic or semiconductor 
materials made of a pure element (or diluted systems) typically has a 
hemispherical shape after APT analysis in voltage mode or laser mode using IR 
and Green wavelength. While for the UV laser, a degree of asymmetricity, 
depending on the choice of laser power, is commonly observed where the 
illuminated side of the specimen is typically more flattened versus the shadow 
side. In this section the FOV for hemispherical tip shape is described in detail. 

For a hemispherical tip shape, the field enhancement at the tip apex was 
shown to be uniform across the apex (in mesoscale) and can be estimated using 
the field factor kf. The ion trajectories can be also approximated by the point-
projection model i.e. the ion trajectories are assumed to be straight lines instead of 
actual curved paths to their projection point is not located at the center of the 
hemisphere. The latter is described by the image compression factor (ξ). As 
discussed in Section 4.2.1, this model has been experimentally assessed by many 
authors. The exact value of ξ does vary with specimen shape and needs to 

experimentally determined for each analysis. The ξ can be calibrated using several 

techniques as discussed in Section 4.4.2.  
Finally, by considering the limited detector area (or equivalently solid-angle-

of-detector) and the values of ξ (typically from 1.3 to 2), only ions emitted from 

the core central region of the apex can reach the detector and the ions evaporated 
from the outer shell will hit the local electrode or the chamber walls.  To calculate 
the FOV and determine the area of the specimen apex from which the evaporated 
ions can reach to the detector, the 3D reconstruction of APT data is required. 
Indeed, the 3D reconstructed volume includes ξ, the efficiency, the atomic density 

and the variation of the tip radius along the depth. This 3D-volume has the same 
shank angle as the original tip but its radius is smaller than that of the original 
specimen, corresponding to the FOV. Please note that the exact shank angle (not 
necessary constant along the specimen depth) can be only reconstructed if a high-
resolution tip image was used for the calibration of the radius during the 3D data 
reconstruction, while other radius calibration techniques (voltage profile and 
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shank angle) are typically less accurate in reconstructing the exact tip shape. The 
detailed comparison between different calibration techniques has been discussed 
in Section 4.4.2. Hence, following an accurate reconstructed 3D volume, the FOV 
at each position in the specimen depth (z direction) can be determined by the 
diameter of the reconstructed data. 

To conclude, the FOV for hemispherical tip shapes can be identified and 
calculated from the reconstructed 3D data, provided that the data reconstruction 
was carried out based on the calibrated reconstruction parameters. If the apex 
shape deviates from the hemispherical shape, the current reconstruction protocols 
are unable to accurately reconstruct and determine the exact FOV. In the next 
section, the FOV for the asymmetric tip shape induced by UV laser will be 
discussed in detail and we will see how the FOV can be shifted toward one side of 
the apex for such an asymmetric tip shape. 

4.5.2 Field-of-view for UV-induced asymmetric tip shape 

Currently, laser-assisted APT using UV wavelength is widely employed for 
the analysis of metallic and non-metallic specimens. Also the APT instrument 
used in this project, CAMECA LEAP 5000 XR, is based on a fixed laser source at 
UV wavelength. As discussed earlier, the UV laser pulse typically causes 
preferential evaporation on the laser illuminated side of the specimen apex and 
may consequently lead to a significant flattening of this region of the tip. 
Although this deviation from the hemispherical tip shape can be much reduced by 
adopting a low laser power during the APT analysis, the asymmetry in the apex 
shape (flattening) cannot be completely avoided mostly in case of some low field 
material (i.e. Ga and In).  

The FOV for a such asymmetric tip shape is not well understood at the 
moment. For instance, Koelling S., et al. [128] experimentally observed a shift in 
the FOV toward the shadow side of the tip when switching the laser wavelength 
from green to UV laser. This was interpreted as a reshaping of the apex shape 
from a symmetric towards an asymmetrical one respectively. The author reported 
that the observed shift was reversible by switching back the laser from UV to 
green wavelength. However, they could not physically explain such an observed 
shift in the FOV and their predicted trend did not match their experimental data. 

In this project, to understand the FOV in UV-assisted APT, we carried out a 
combined APT-TEM study on a bulk specimen prepared following a dedicated 
specimen preparation protocol. In particular, to accurately track the FOV in APT, 
a sort of marker in the specimen volume (i.e. local elemental contrast) is required. 
On the other hand, the presence of local elemental contrast in the specimen 
volume is known to impact the tip shape and cause trajectory aberration, due to 
the differences in the field evaporation of different elements. Hence, to track the 
FOV with a minimized difference in the local evaporation fields, we developed a 
new FIB based specimen sharpening protocol to induce a thick amorphized shell 
around the crystalline core of the prepared specimen for crystalline Si and SiGe 
wafers. The interface between the crystalline/amorphized core of the specimen 
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can then act as a marker to track the FOV in APT analysis. In this configuration 
both amorphized and crystalline phases consist of a similar element and a minor 
local variation in the apex shape was observed at the interface between different 
phases (small trajectory aberration), which will be discussed in more detail. 

To induce a thick amorphized shell around the specimen volume, we have 
slightly modified the standard specimen sharpening protocol. In the developed 
protocol, the annular milling was stopped once tip diameter reached around 100 
nm. Then instead of low Ga energy clean (5 or 2 keV), the specimen was 
bombarded with 30 keV Ga ion energy (without any pattern), until the tip reached 
a diameter of ~60 nm. This procedure leads to the amorphization of approximately 
30 nm thick layer of crystalline Si (and SiGe) all over the specimen diameter. A 
Si/SiGe crystalline (100) multi-layers system (see Figure 59a) was selected for the 
preparation of APT specimen in this study. This specific choice of multi layers 
system was made to use also the interfaces between the layers as an additional 
marker to track the FOV at the corresponding sequence of evaporation, which will 
be discussed further in this section.  

The TEM image of one the specimens prepared with this protocol is reported 
in Figure 59b. As can be seen, the thickness of an amorphized shell remains 
approximately constant (~ 30 nm) along the specimen depth. We have also 
evaluated the degree of repeatability for our developed specimen preparation 
protocol by TEM imaging of three different specimens prepared according to this 
protocol. Our analysis indicated a quasi-repeatable specimen shape in terms of 
amorphized layer thickness along the specimen height (variation < 10%). 

 
Figure 59: TEM images of a prepared APT specimen according to the developed FIB based sharpening 

protocol, where as a the thick amorphized shell was induced by the FIB damage (Ga ions) around the 
crystalline core of the specimen. (a) schematic representation of the wafer used for the preparation of the APT 
specimen. (b) TEM image of the prepared specimen using the developed protocol. Each material on the 
image is labeled based on the image contrast. (c) zoom view of the interface between amorphized and 
crystalline interface in bulk Si. (d) and (e) the fast Fourier transform of a part of the TEM image shown in (c), 
corresponding to the amorphized and crystalline phase respectively. The periodic pattern in (e) clearly 
indicates the presence of ordered crystalline structure in the dark core region of the specimen image. 

Since the interfaces between crystalline/amorphized SiGe (and Si) are among 
the markers used in our study to track the FOV, an in-depth understanding of the 
behavior of such an interface in APT is an essential step prior to the main study. 
Our analysis suggests that the interface between the crystalline/amorphized Si and 
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SiGe appears as a dense ring on the detector hit map. We have experimentally 
investigated such a projection using a combined APT-TEM study, which is 
discussed in detail below. In Figure 60, the 3D APT data reconstruction of one of 
the specimens prepared according to the described protocol is shown. The APT 
measurements were carried out in the Laser Assisted Wide Angle Tomographic 
Atom Probe (LAWATAP) tool using a relatively high UV laser power, 
corresponding to a Si CSR of about 20%.  

 
Figure 60: 3D reconstruction of APT measurement on a specimen prepared according to the developed 

specimen preparation protocol. (a) The 2D Ga atomic concentration and Si density maps for a slice of the 
specimen from height of 20 to 30 nm. The 2D Si CSR, Si density and Ga atomic concentration maps are 
plotted for the slice of specimen from a height of 80 to 96 nm (b) and 130 to 146 nm. (d) The 2D Ge atomic 
concentration and Si density maps are plotted at the interface between SiGe and bulk Si, corresponding to a 
slice of specimen with a height from 170 to186 nm. The lateral position (in x direction) of the observed ring 
and its diameter are compared for different 2D maps by drawn dash line in (b) and (c). The APT 
measurement was carried out in LAWATAP tool using UV laser wavelength at a laser power corresponding 
to Si CSR of about 20 %. 
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The reconstructed 3D data shown in Figure 60 matches quite well the TEM 
image of the specimen reported in Figure 59, in view of the layer structure (Ni, Si, 
SiGe and Si) and the corresponding layer thicknesses. Please note that thickness 
of the Ni cap in this specimen was thinner that the one shown in Figure 59, where 
the majority of this layer (Ni is the first layer) was milled away during the FIB 
specimen preparation.  

To investigate the projection of crystalline/amorphized interface in our 
reconstructed 3D data, the 2D Si density and Ga concentration maps were plotted 
at four different positions along the specimen depth (Figure 60 a to d). In Figure 
60a the 2D Ga concentration and 2D Si density map of a slice reconstructed data 
between the height of 20 t0 30 nm are shown. According to the TEM image of a 
similar specimen (see Figure 59), this top region of the specimen is supposed to 
be fully amorphized by the induced Ga damage of the FIB. The 2D Ga 
concentration map confirms the extent of the Ga penetration all over the specimen 
volume, which can potentially proof that this region was fully amorphized.  By 
considering the employed laser power and the short distance from the Ni 
interface, the apex shape at this very beginning stage of the APT measurement 
was not yet shaped completely. The 2D Si density map also indicates that a higher 
density at the laser illuminated side (or bright side) of the tip. Hence, the 
information regarding the possible crystallographic patterns cannot be extracted 
from this density map.  

According to the TEM image in Figure 59, the core central region of the 
specimen remained crystalline in the SiGe layer, while the outer shell (thickness ~ 
30 nm) was amorphized. In addition, the TEM image suggests that the diameter of 
the crystalline region of the specimen increased as a function of specimen depth, 
while the thickness of amorphized shell remains approximately constant. The 
corresponding APT analysis of this region of the tip (SiGe layer), shows a dense 
ring on the 2D density map, in which the crystalline pattern (pole and zone lines) 
are visible only inside the dense ring area (Figure 60b to d) and there is no 
crystalline pattern outside the ring. Please note that, in the top part of the SiGe 
layer, the diameter of the dense ring is small and crystalline patterns is barely 
visible inside the ring pattern (Figure 60b). While, as the diameter of the ring 
pattern increases along the analysis depth, the clear pattern of pole and zone line 
pattern becomes visible inside the dense ring on the 2D Si density map (Figure 60 
c and d). This suggests that ions evaporated from the core crystalline region of the 
specimen might be projected within the dense ring pattern and the ions emitted 
from the amorphized shell region might be projected outside the ring pattern. By 
assuming this projection pattern, one can deduce that the observed dense ring 
corresponds to the crystalline/amorphized interface. 

To further investigate this observed projection pattern, we have tracked the 
extent of the Ga penetration depth across the specimen diameter by plotting the 
2D Ga concentration maps at several positions along the specimen depth (within 
the SiGe layer). We observe that the Ga concentration was negligible inside the 
ring pattern and it sharply increases across the ring border to a concentration of 
about 0.5 % and finally remains approximately constant outside the ring pattern 



 112 

(Figure 60b and c). Our analysis of the extent of the Ga penetration depth clearly 
shows that Ga ions (from FIB) were laterally penetrated inside the SiGe region of 
the specimen only up to the ring pattern and the concentration of Ga inside the 
ring was negligible. This confirms our previously observed projection pattern by 
the density map, in which the region inside the ring pattern can be assigned as the 
reconstruction of the crystalline core region of the specimen and the region 
outside the ring as the amorphized shell region of the specimen.  

Finally, a comparison between the reconstruction APT data in Figure 60 and 
the TEM image of a similar specimen in Figure 59, also confirms that the 
diameter of the ring pattern in the reconstructed data matches approximately the 
diameter of crystalline core region of the specimen at different depths. The 
observed ellipticity shape in the ring pattern will be discussed later in more detail. 
Hence, according to the described three experimental proofs (Si density, Ga 
concentration and ring dimension), we assigned the observed ring pattern on the 
APT density map to the crystalline/amorphized interface, in which the 
reconstructed region inside the ring pattern was assigned to the crystalline core of 
the specimen and the reconstructed region outside the ring pattern was considered 
as the projection of amorphized outer shell of the specimen.  

In order to understand how the crystalline/amorphized interface was projected 
as the dense ring on the detector hip map, we have studied first the behavior of 
similar systems reported in literature. The observed dense ring in our study has a 
quite similar shape to the reported ring by Marquis E. A., et al. [172] at the 
interface of a multi-layer structure system (see Figure 56). However, the density 
of the ring pattern in our study was much lighter than what was reported in the 
literature, in which the entire border of the ring pattern was barely visible on the 
density map.  According to specimen apex shape (i.e. hemispherical shape) at the 
interface between the layers in the multi-layer structure, the underneath layer acts 
as an outer shell for the remaining atoms from the above layer. The author 
attributed the formation of the dense ring to the trajectory aberration due to the 
strong variation in the tip curvature [172]. The formation of such a reconstruction 
artefact due to the local variation in the tip curvature has been reported by several 
authors [181], [13].  

To further investigate the observed ring in this study and evaluate whether it 
was created from a trajectory aberration due to the local variation in tip curvature, 
we performed a combined TEM-APT analysis. We carried out a series of APT 
measurements on the specimens prepared according to the previously described 
protocols, whereby the APT measurements were stopped in the bulk Si region or 
at the interface between bulk Si and SiGe layer. Then, specimens were removed 
from APT chamber and imaged immediately by TEM. In order to analyze the 
TEM /STEM images, each image was rotated carefully to align the specimen axis 
perfectly on the vertical direction. To do so, the image was finely rotated to have 
approximately the center of every horizontal segment of the specimen image 
aligned on a unique vertical line, which corresponds to the tip axis. 

Before the detailed discussion on the image processing and the calculation of 
the local curvature across the specimen diameter, the definition of curvature is 
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first explained in this paragraph. In mathematics, curvature is defined as the 
deviation of a surface (3D object) or a curve (2D object) from being a flat plane or 
line respectively [182]. For any point P on a given curve, a unique circle or line 
exists which closely approximates this curve near the point P. This circle is 
usually called osculating circle. Then the curvature at the point P can be defined 
as the reciprocal of the radius of the osculating circle at this point: 

 𝑘𝑃 =
1

𝑅𝑃
 4.32 

where, kP is the curvature at the point P and RP is the radius of the osculating 
circle at the same point of the curve. Alternatively, the curvature at point P is 
defined as the magnitude of rate of change in the unit tangent vector at the same 
point:  

 𝑘𝑃 = ‖
𝑑𝑇𝑃
𝑑𝑠
‖ 4.33 

Equation 4.33 allows a better physical understanding of the definition of local 
curvature. By assuming a particle moving along a curve with a velocity magnitude 
equal to 1 m/s. The ratio of the velocity components can be interpreted as the 
tangent vector (T) of the particle trajectory (ratio of derivatives of the 
displacements). Similarly, the magnitude of the particle acceleration can be 
interpreted as the curvature (see Equation 4.33). 

In our study the tangent vector at each position on the specimen apex was 
calculated from the TEM image using a developed MATLAB code. To do so, the 
gray scale TEM image was first converted to a binary image, based on a user 
defined contrast threshold. Then the boundary pixels on the specimen apex were 
identified from the binary image. Although the tangent vector at every point of 
apex boundary can be calculated from the 2D data set by either numerical 
derivation or by fitting a single line at each pixel of the curve, special care needs 
to be taken to minimize the calculation errors. Since, in our study the 
magnification of TEM images were adopted to capture the entire tip apex in one 
image, the obtained images have a limited resolution. By considering the limited 
resolution of TEM images and inherent 2D projection of TEM technique, the 
extracted apex boundary had a limited resolution (see Figure 61c).  

We observed that the direct numerical derivation of the apex shape, using x 
and y coordinates of boundary pixels, on such discrete space results in a wrong 
horizontal tangent vector for the majority of pixels on the specimen apex. To 
reduce the calculation errors in the numerical derivation of apex shape, the 
tangent vector (first derivative) at each pixel P of the apex boundary was 
calculated by fitting a line to a range of pixels centered at the pixel P (see Figure 
61c). The choice of the number of pixels used in this calculation has an important 
effect. When the number of pixels (i.e. five pixels) for the line fitting is too small, 
a wrong horizontal tangent line for majority of points on the apex is found. Hence, 
to more accurately calculate the tangent vector, the line fitting was done on a 
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larger number of pixels centered at the pixel P. In Figure 61a the calculated 
tangent vectors from the TEM image in Figure 61b is reported, where 81 pixels 
were used to fit tangent line at each position on the apex. Please note that line 
fitting over too many pixels also results in a smoothing effect on the variation of 
the tangent lines (and curvature) and hides the actual local variation of tip shape. 
Nevertheless, in this study, we are more interested in the qualitative variation in 
the gradient of tangent vector (curvature) rather than calculating the exact values. 
Hence, our study is not too sensitive to the choice of number of pixels used for 
fitting the tangent lines as long as the desired information could be extracted.  

 
Figure 61: Estimation of local apex curvature from the TEM image of the APT specimen, which its APT 

measurement was stopped at SiGe/Si interface. (a) Calculated tangent vector at each pixel P of the apex 
boundary by fitting a line to 81 pixels centered at the pixel P. (b) Identification of apex boundary on the TEM 
image of the specimen apex. (c) A zoom view of the apex border defined on the binary TEM image. A fitted 
line centered at the pixel P over 50 pixels is also shown in red.  (d)  High-angle annular dark-field scanning 
TEM (HAADF) image of the specimen shown in (b), where the remained SiGe at the interface is visible on 
the top most region of the specimen. 

As can be seen from Figure 61a, the gradient of the tangent vectors clearly 
varies at interfaces between amorphized and crystalline phases as well at the 
interface between SiGe and Si. According to Equation 4.33, these variations in the 
gradients of tangent vector correspond to a local variation in the tip curvature. We 
also tried to extract the local curvature by calculating the gradient of tangent 
vectors on the tip apex. However, due to the limited resolution of TEM image and 
also the numerical technique used in this study, the calculation of the second 
derivative of the tip shape (curvature) had a relatively high error (noise) and we 
decided not report the calculated results.  

Finally, similar to the what discussed by Marquis E. A., et al. [172], we 
attributed the formation of the dense ring on the APT hit map to the trajectory 
aberration created due to the variation in tip local curvature. Please note that, the 
variation in the local curvature in our study at the position of 
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amorphized/crystalline interfaces is much smaller in compared to the results 
reported by Marquis E A, et al. [172], where the strong differences in the field 
evaporation of different elements of the multilayer structure led to large curvature 
variations at the interfaces of layer structures (see Figure 56). Similarly, the 
variation of density over the ring pattern in our study was much smaller than what 
was reported in [172], which made the complete visualization of the ring more 
challenging in our data analysis.  

To better understand whether the predicted variation in the local curvature 
was due to a small dip or a protrusion on the specimen surface at the interface 
between crystalline/amorphized phases, we have plotted the 2D Si CSR maps at 
two different specimen heights in Figure 60. As can be seen, the ring pattern 
corresponds to a region with slightly lower CSR value primarily visible on the 
shadow side of the tip. Hence, we assign the ring pattern to a low field region 
corresponding to a tiny dip in the apex shape. The formation of local dips as a low 
CSR region is well known in the literature [13].   

As discussed previously, the main target of our study was to investigate the 
FOV for an asymmetric tip shape induced by UV laser, which is currently not yet 
well understood in the literature. Koelling S., et al. [128] have experimentally  
observed a shift in the FOV toward the shadow side of the tip, by reshaping the 
apex shape from a symmetric to an asymmetric by switching the laser wavelength 
from green to UV. However, the exact explanation of their observations remained 
limited. In this project we focused on the physical understanding of the FOV 
whereby we used the ring pattern as a marker to track the FOV since it is a direct 
projection of the crystalline/amorphized interface.  

The TEM image of a prepared specimen before APT (see Figure 59b) shows 
that the core crystalline region of the specimen was aligned quasi-symmetrically 
with the specimen axis whereby the thickness of the amorphized shell on both 
sides of the specimen remained constant (~ 30 nm) along the specimen depth. 
Hence the interface between the crystalline/amorphized region has also a quasi-
circular shape centered at the specimen axis.   Please note that according to the 
TEM images of three specimens at several rotation angles, there exists a small 
degree of ellipticity in the specimen shape, while the thickness of amorphized 
shell remained quite similar for all the images.  

Despite this quasi-symmetricity in position of the core crystalline region with 
respect to the tip axis, the 3D reconstruction of the APT data shown in Figure 60 
indicates that the dense ring pattern, corresponding to the crystalline/amorphized 
interface, is off-center with respect to the reconstructed tip axis (or similarly 
detector center). More specifically it is shifted in the x-direction towards the laser 
illumination side. This implies that the FOV was shifted towards the shadow side 
of the specimen, similarly to what reported by Koelling S., et al. [128]. As 
expected from the TEM image, the diameter of the dense ring in the 3D 
reconstructed APT data increases progressively along the analysis depth in the 
SiGe layer, while it remained off-center corresponding to the same shift in the 
FOV. Please note that, the poles/zone lines patterns and ring position are also 
slightly off-center in the y direction, which is due to the slight miss alignment 
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between the detector and the fixed specimen position in our APT tool 
(LAWATAP). Indeed, we always observe a fixed shift of crystalline patterns in y 
direction for all the measurements carried out on this tool.  

On the other hand, we observe that at the interface between the SiGe layer 
and the bulk Si, the detected Ge ions form a gradually shrinking circular disc 
centered at the detector hit map until they finally disappear.  In particular at the 
interface, the 2D concentration map of Ge (Figure 60b) is reduced to a very small 
region nevertheless still centered at the detector. This implies a dual behavior in 
the FOV during this sequence of evaporation: on the one hand we observed a 
strong shift in the FOV towards the shadow side of the tip (according to the 
position of the ring), while on the other hand the remaining SiGe ions remain 
centered at the detector. We have repeated this APT measurement with different 
UV laser powers leading to different degrees of asymmetricity in the tip shape. 
Our analysis indicates that regardless of the specimen apex shape (as induced by 
different choices of laser power), the Ge ions at the interface between SiGe and 
bulk Si, always shrunk in a circular disc centered at the detector hit map. 

To better understand this dual behavior in the FOV at the interface between 
SiGe and bulk Si layers and to further investigate the origin of the observed shift 
in the FOV, we carried out a combined APT-TEM study. We repeated the APT 
measurement with the same condition of what was used for the specimen in 
Figure 60 (Si CSR ~ 20 %), while the measurement was stopped at the interface 
between SiGe and bulk Si, when the pattern of the Ge ions shrunk to a small disc 
(diameter of about 1/2 of the detector) centered at the detector hit map. Then, the 
specimen has been taken from the APT chamber and immediately loaded in the 
TEM chamber. Since, the motivation of this TEM imaging was to image the 
flattened side of the specimen and to correlate the image to the corresponding side 
of the APT detector, the radial orientation of the specimen (respect to tip axis) 
must be identified during the TEM imaging. To do so, the specimen has been 
tilted and imaged several times in the TEM chamber until the maximum 
asymmetricity of the apex shape was observed. To assign this side of the 
specimen as the illuminated side by laser, the specimen was tilted back inside the 
TEM chamber to ideally reach 90º radial rotation and to see the expected 
symmetric apex shape, corresponding to the perpendicular side to the laser 
illumination direction. Due to the limitation in realigning the image in TEM view 
window (specimen axis was not perfectly aligned to the axis of the holder), the 
maximum possible rotation was about 70º (instead of 90º). We obtained a quasi-
symmetric apex shape even at 70 º tilt angle which is shown in Figure 62. 
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Figure 62: TEM images of the APT specimen at different radial orientations respect to specimen axis: 

(a) The laser illuminated side (b) The shadow side. The direction of laser illumination has been approximately 
shown on the figures. (c) The orientation of the captured TEM images are indicated by the dash lines on the 
APT 2D density map obtained from the last 3 M detected events. The APT measurement was carried out in 
UV laser mode (Si CSR ~ 20 %) and the measurement was stopped at the SiGe/bulk Si interface. 

Then the TEM/STEM image of the specimen at the laser illumination side 
was correlated to the APT hit map obtained from the last 300,000 events, 
corresponding the SiGe/Si interface. To do so, a part of the detector hit map 
corresponding to the direction of the TEM image (similar to the horizontal line 
shown in Figure 62c) was considered for this analysis, which is shown in Figure 
63a. To visualize all the interfaces on the detector hit map, the same hip map was 
plotted twice, whereby Figure 63a represents only the Si ions, while both Si and 
Ge ions were plotted in Figure 63b. The interfaces between amorphized/ 
crystalline SiGe (interface I) and amorphized/crystalline Si (interface III) were 
identified on the hit map according to the position of the observed dense ring in 
the Si+ hit map (Figure 63a). While the interface between SiGe and bulk Si was 
identified based on the position of the outer most Ge+ ions (in x direction) on the 
detector hit map shown in  Figure 63b. Similarly, the described interfaces were 
also identified on the TEM image, where the interfaces between 
amorphized/crystalline SiGe and Si were identified according to the image 
contrast in the bright-field scanning TEM image. Due to the lack of contrast in the 
bright-field image, the interface between SiGe and Si was identified from the 
high-angle annular dark-field STEM (HAADF) image. In order to identify also 
the tip axis on the TEM image, we calculated the center of several horizontal 
segments of the specimen (similar to the lines shown in  Figure 63c) and the tip 
axis was plotted as a vertical line which approximately passed through all the 
centers.  
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Figure 63: Correlation of the TEM image of the specimen after the APT measurement to the APT hit 

map in the corresponding direction, where the APT measurement was stopped at the interface between SiGe 
and bulk Si.  (a) A central slice of APT hit map for the last 300,000 detected events, where the Si+ ions are 
represented by red dots. (b) The same APT hit map shown in (a), while the Ge+ ions are also shown in green 
dots. (c) Bright-field scanning TEM image of the specimen after APT measurement together with high-angle 
annular dark-field scanning TEM (HAADF) image in the inset. The identification of the tip axis, detector 
center line and the interfaces are discussed in the text.  The interfaces are labeled as the following: Interface I: 
amorphized/crystalline SiGe, Interface II: SiGe and bulk Si and Interface III: amorphized/crystalline Si. The 
ion trajectories (Si in red and Ge in green) and the normal of the apex (in orange) are schematically 
represented at the apex for the ions evaporated from the interfaces and the top most part of the tip. 

As shown in  Figure 63c, only a few nanometers of the SiGe layer remained 
on the top most region of the specimen, whereas due to the asymmetricity of the 
apex shape, this top region of the tip is not located on the tip axis. Note that, by 
considering the specimen apex shape, the local maximum of the specimen height 
is apparently the point where the last atoms from the SiGe layer evaporate from 
the specimen. Our APT analysis of several specimens suggests that the interface 
between SiGe and Si always appeared as a quasi-circular disc centered at the 
detector hit map whereby its diameter gradually decreases as a function of 
detected events and finally disappears at the center of detector. Hence, our 
combined APT-TEM analysis reveals that the Ge ions evaporating from the top 
most part of the tip were projected at the detector center. Therefore, we also 
identified the corresponding APT detector center position on the TEM image by 
plotting the detector center line in Figure 63c. 

On the other hand, a comparison between the position of the 
crystalline/amorphized Si interfaces on the TEM image and the corresponding 
projection positions on the detector hit map, indicates that the FOV was shifted 
towards the shadow side of the tip. Therefore, only a small region of the 
amorphized Si on the laser side of the tip was inside the FOV (< 7% of detector 
diameter), while about 30 % of the detector diameter was involved in the 
projection of the amorphized Si (and SiGe) on the shadow side of the tip.  

Finally, the combination of the observed behaviors, i.e. the observed shift in 
the FOV and the projection of the ions from top most part of the tip at the detector 



 119 

center, indicates that the center of the FOV (or detector center) dynamically 
follows the top most region of the specimen and project the ions from this region 
of the specimen always at the detector center. In case of a symmetric apex shape, 
the tip axis and the center of the FOV (detector center) are aligned on each other, 
which corresponds to a null shift in the FOV. While, for an asymmetric apex 
shape, the distance between the tip axis and the detector center line on the TEM 
image gives approximately the corresponding shift in the FOV, which is about 13 
nm for the reported image in Figure 63c. This calculated shift in the FOV using 
the TEM image matches approximately the shift seen in the APT 3D data 
reconstruction (off-center of the ring pattern) shown in Figure 60. 

The projection of the ions from the top-most region of the specimen at the 
detector center can also physically be explained by the ion trajectories and the 
distribution of the electric field lines in the vicinity of the tip apex. As discussed 
in Section 4.1, by assuming the APT specimen as an equipotential object, the 
electric field lines at each position on the specimen apex are perpendicular to the 
surface. This is valid for any given tip shape including the asymmetric tip shape 
induced by UV laser. In addition, we also explained that the ion trajectories 
mainly follow the distribution of the electric field lines though the degree of 
compression of the trajectories is less than that of field lines in between the 
specimen and the local electrode.  The TEM image in Figure 63c shows that the 
normal of the local maximum of the apex is almost aligned in the z direction. 
Hence, the field lines at the top most region of the specimen are perpendicular to 
the APT detector as well. This has also been verified by finite element analysis of 
the electric field distribution of a hemispherical apex shape (see Figure 47). 
Similarly, we expect that ions emitted from this region of the specimen follow a 
straight flight path and reach the detector center, which is schematically shown in 
Figure 63c. Our finite element analysis of the ions trajectories for a hemispherical 
apex shape also confirms that the trajectories of the ions released with a zero-
launch angle (local maximum of the apex height) have a straight flight path to the 
detector center (see Figure 47). That is why we experimentally observed the ions 
from the remained SiGe interface at the detector center. Please note that the 
distribution of the electric field lines in the vicinity of tip apex is strongly affected 
by the crystallographic structure of the specimen (microscale effect), which 
results in trajectory aberrations and projection of pole and zone lines at the 
detector center.  

We also estimated the local magnification on each side of the tip using the 
available markers on the specimen (interfaces). In order to calculate the 
magnification, the horizontal distance d (in x direction) between each interface 
and the detector center line was extracted from the TEM image (see Figure 63c). 
The corresponding projection positions on the detector (D) was extracted from the 
APT hit map. Then the magnification was calculated as 𝑀 = 𝐷 𝑑⁄  and the results 
are reported in Table 8. Our analysis indicates a strong variation of magnification 
at different sides of the tip, e.g. the magnification on the shadow side was about 
36 % higher than average magnification on the laser side.  
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Table 8: Estimation of the local magnification in APT analysis for the measurement stopped at the 
interface between SiGe and bulk Si.  The local magnification at each interface position has been calculated 
and reported together with average magnification on each side of local maximum of the apex height (shadow 
side and laser side). 

Position on the specimen apex 
Distance on the 

detector (D) 
[mm] 

Distance on the 
specimen (d) 

[nm] 

Magnification 
 

[-] 

Interface 1: 
Amorphized/crystalline SiGe (shadow side) 14.3 19.9 7.2 E5 

Interface II: 
SiGe/bulk Si (laser side) 21.8 43.3 5.0 E5 

Interface II: 
Amorphized/crystalline Si (laser side) 34.6 62.6 5.5 E5 

Average magnification in shadow side       5.3 × 105   

Average magnification in laser side       7.2 × 105   

 
The variation of the magnification on the laser side of the specimen can 

potentially explain why the projection of the ring pattern in Figure 60 
(crystalline/amorphized interface) deviated from the circular pattern toward an 
elliptical shape, whereby the observed ring diameter in the y direction was about 
25% higher than that of x direction. The TEM images of the specimen shown in 
Figure 63, indicate that the maximum variation of the diameter of the core 
crystalline region in the shank of this specimen was about 10%. Hence, the 
calculated lower magnification on the laser side of the specimen can be 
considered as the reason why the quasi-circular interface between 
crystalline/amorphized phases appeared as an elliptical dense ring pattern on the 
detector hit map and the corresponding 3D reconstructed data. 

To summarize, our study indicates that in UV-assisted APT, the center of the 
FOV dynamically shifts towards the shadow side of the tip and projects always 
the ions from the top most region of the specimen at the detector center since they 
have straight ion trajectories towards the detector. The shift in the FOV depends 
on the degree of asymmetricity induced on the apex shape and can be estimated 
from the distance between the specimen axis and the detector center line on the 
TEM image. The detector center line can be identified on the n TEM image of the 
specimen as the vertical line parallel to the tip axis and passing through the local 
maximum of the specimen.  

4.6 Full tip imaging 

In the previous sections, the FOV for symmetric and UV-induced asymmetric 
tip shapes have been discussed in detail. Currently, the FOV for symmetric tip 
shape is on order of 50-70 % of the specimen apex area (depends on APT tool, i.e. 
local electrode, detector dimension). This means that a considerable area of the 
specimen apex is simply remains undetected. In the case of homogeneous bulk 
specimen or multilayer system, this small analysis volume might not be a severe 
issue, since the composition is identical across the tip apex and even the core 
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central volume of the specimen (within the FOV) allows the quantification and 
compositional analysis with relatively high statistics. In case of a nanostructured 
specimen or small-scale devices whereby the composition is not uniform across 
the apex, the currently available FOV imposes a strong limitation on the APT 
analysis in terms of accuracy (precision) and quality of data reconstruction 
(accuracy).  

Full tip imaging whereby the FOV equals the tip size, allows to maximize the 
statistics and a self-calibration of some reconstruction parameters such as image 
compression factor (based on known properties of the specimen) and the detection 
efficiency. This paves the way for the assessment of the uncertainty for all the 
reconstruction parameters and potentially enables a more reliable 3D data 
reconstruction in APT with quantifiable uncertainty. 

To improve or possibly maximize the FOV, several solutions have been 
suggested in the literature, which mainly relies on the improvement/modification 
of the tool parameters. Some of these solutions follow: 

• Further compression in the ion trajectories: for a fixed detection system 
(fixed solid-angle-of-detector), the FOV can be improved by inducing a 
further compression in the ion trajectories and forcing the trajectories of 
the ions evaporated from the outer shell to reach the detector. The use of a 
local electrode is one of the techniques which can compress the ion 
trajectories further and improve the FOV by some extent. Recent APT 
instruments are also equipped with electrostatic devices, including 
electrostatic lenses and post acceleration devices, to compress the ions 
trajectories and improve the FOV [82].  

• Improving the solid-angle-of-detector by reducing the specimen to 
detector distance (L): by reducing the specimen-to-detector distance one 
can increase the solid-angle-of-detector (Equation 4.31) and thus improve 
the FOV. Such a functionality is available in some APT tools.  The main 
drawback of this technique is the reduction in the flight path of the ions 
and the corresponding time-of-flight, which finally leads to a reduction in 
the mass resolution. In other words, there is a compromise between mass 
resolution and FOV. Recently by the implementation of the large angle-
reflectron (electrostatic mirrors) after the local electrode, a strong 
improvement in both mass resolution and FOV has been achieved in 
LEAP HR, which may enable the improvement of FOV in future. 

• Improving the solid-angle-of-detector by increasing the detector 
diameter (Ddet): this requires a new design of the detection system, 
including a larger diameter for both the microchannel plate and the 
position sensitive detector.  Such a detection system is not available at the 
time of this project. 

In contrary, we propose a new specimen geometry which maximizes the FOV 
and could enable to include atoms from the sidewalls of the sample in the APT 
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analysis. Our concept provides full tip imaging on all existing APT tools without 
any need to change anything in the hardware. The basic idea starts from a 
specimen geometry whereby all the ion trajectories are compressed such that they 
all reach the detector regardless of their point of origin, i.e. the outer shell or 
sidewalls of the specimen. With the objective to exploit this sample for round 
robin studies on the uncertainty and detection efficiency, we propose a new 
process which allows to prepare multiple APT specimens in a reproducible 
fashion and with minimized tip to tip variations in view of the tip radius and 
shank angle. The APT tips will be exploited in the preliminary studies preparing 
for an interlaboratory study focused on the uncertainty budget in APT analysis. 
This will be discussed further inection 4.6.2. 

Such standardized tip shape is also extremely helpful in fundamental studies 
(e.g. tip-laser interactions) as they allow to eliminate variability contributions in 
ion-beam damage, retained Ga dose and distribution, tip geometry, heat transfer 
(shank angle), etc. The detail discussion on the specimen design together with 
specimen preparation and APT analysis are discussed in the following sections.    

4.6.1 Design of specimen shape 

The specimen design to maximize the FOV in APT analysis was inspired 
from a study in literature [183], where the FOV was observed to be maximized for 
a 10 µm long GaAS nano wire, grown on a flat substrate. This was accessed by 
assigning the crystalline pattern observed on the APT hit map to the plane family 
of nanowire sidewalls. Th authors attributed the observed FOV to the compression 
of ion trajectories toward the detector (ξ up to 3.8) due to the presence of a flat 
substrate close to the field emitter.  

Based on that observation, we choose a specimen design similar to a short 
nanowire (i.e. 10 µm  long) on top of a flat substrate, similar to what has been 
shown by  [183]. However, such a short distance between tip apex and substrate 
makes the specimen-to-local electrode alignment extremely challenging and could 
easily damage the local electrode. In addition, this configuration is far from a 
standard APT specimen and could result in a discharge between the local 
electrode and the specimen. Hence, in this study we decided to design a sample 
consisting of a nanowire on top of a cylindrical micropost. The schematic 
representation of the proposed geometry for the preparation of APT specimen is 
shown in Figure 64. Note that this resembles the standard design of the CAMECA 
micropost, be it with an additional flat substrate on the micropost right below the 
APT tip. 
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Figure 64: Schematic representation of a new APT specimen deign consist of a nanowire prepared on 

top of a cylindrical micropost. Note that the design is not to scale.  

Before investigating the FOV, the feasibility of analyzing such a specimen in 
APT chamber was first numerically evaluated. As discussed earlier, to trigger the 
field evaporation from the apex of a field emitter, an intense electric field, in order 
of 1010 V/m, is required. Since the APT tools are commonly designed to work in a 
range of applied potential between 2 to 15 kV, the specimen design should create 
enough field enhancement at the specimen apex within this voltage range.  

To investigate the field enhancement at the tip apex, we performed finite 
element simulations of the electric field using the COMSOL software. The 
detailed description together with its validity assessment are discussed in Section 
4.1. In particular, we investigated the magnitude of the electric field at the tip 
apex for different geometries of the cylindrical micropost (diameter and height) 
and the nanowire (diameter and height). In a first step, we studied the influence of 
the micropost dimension (diameter and height) on the electric field enhancement, 
while the nanowire dimension was kept constant (r = 40 nm and l = 800 nm). The 
average magnitude of electric field at the apex was estimated at 1 kV applied 
potential for different microposts having heights in a range between 0.5 to 50 µm 
and diameters between 1 to 19 µm. The results are reported in Figure 65a. Please 
note that the range for the micropost dimensions is aligned with practical 
considerations regarding the feasibility of preparation and the mechanical stability 
of the micropost. As shown in  Figure 65, the field enhancement at the apex is 
maximized for high aspect ratio microposts (tall and narrow), while it drops by 
enlarging the post diameter or reducing micropost height (reduction in the aspect 
ratio). This implies that a high aspect ratio micropost has a better performance in 
view of field enhancement at the nanowire apex.  

To more quantitatively express the influence of the micropost dimension on 
the field enhancement, the field factor kf was also calculated for all the 
combinations of the micropost dimensions and the results are reported in Figure 
65b. Before evaluating the obtained results, the definition of kf and the intrinsic 
difference between the zero degree shank angle NW (this study) and the tapered 
tip shape (standard APT specimen) are discussed in this paragraph. As discussed 
in Section 4.1, the field factor is a dimensionless parameter expressing the 
influence of the geometrical parameters (both specimen and chamber) on the 
electric field environment around the tip whereby the magnitude of the field 

Nanowire

Micropost
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enhancement at the tip apex F can be written as F = V rkf⁄  (V is the applied 

potential and r is the tip radius at the apex).  

 
Figure 65: Finite element simulation of the magnitude of the electric field for a nanowire tip shape 

prepared on top of a cylindrical micropost. (a) Variation of the magnitude of electric field in the vicinity of tip 
apex depending on the micropost diameter and height. The applied electric potential was 1kV for all the 
simulations.  (b) Field factor kf as a function of the micropos diameter and height (legend value). Note that 
the nanowire dimension was kept constant to a diameter of 80 nm and height of 800 nm for all the 
simulations. 

For a standard APT specimen, the field factor is typically in a range between 
3 to 8 [144]. This implies that with this range of kf and the practical voltage range 
(2-15 kV) applied to the tips, with a diameter between 50 to 200 nm, can be 
analyzed in an APT chamber. Since the magnitude of the electric field is 
proportional to the inverse of the tip diameter (F~1 r⁄ )  and the radius increases 
with depth for a tapered tip with a certain shank angle, the potential applied to the 
tip apex to retain a constant electric field has to be increased along the analysis 
depth, thereby setting the maximum depth which can be analyzed.  However, in 
case of a nanowire with a constant diameter and thus tip radius, the applied 
voltage could potentially remain the same along the entire NW height, provided 
that kf remains constant. This implies that for the NWs (diameter < 100 nm) with 
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a zero-degree shank angle, the maximum allowed field factor kf can be higher 
than the standard APT specimen by a factor of about 3 (for relatively low field 
elements such as Si and Ge). Hence, according to the finite element analysis, 
micropost dimensions leading to a field factor up to about 20 (see Figure 65b) can 
be considered as usable.  

Similar to the study on the micropost dimensions, the influence of the 
nanowire dimension (diameter and height) on kf has been studied by finite 
element analysis. In a first step, the NW height was kept constant to 600 nm and 
the diameter was varied in a range between 40 to 160 nm. It is worth mentioning 
that the nanowires having a diameter lower than 40 nm were not considered as 
they do not have enough mechanical stability in an APT analysis [82]. Ultimately 
kf was calculated for all combinations of NW diameters and microspost 
dimensions corresponding to a kf lower than 25. To better visualize the influence 
of the NW diameter, the calculated kf for this range was normalized to the kf 
obtained for a NW diameter of 200 nm (at each given micropost dimension) and 
the results are reported in Figure 66a. For the sake of simplicity, only the results 
corresponding to the micropost height of 20 and 50 µm were reported in this 
figure, while the other micropost heights had also a similar trend. Our analysis 
indicates that by the increasing NW diameter from 40 to 160 nm, kf decreases by 
about 30% for most combinations of the micropost dimension. This means that 
the variation of the NW diameter has a minor influence on kf relative to the 
impact of the micropost dimension. In addition, the variation of kf with respect to 
the NW diameter has a similar trend for all micropost diameters above 3 µm, 
while for the micropost having the diameter equal to 1 µm the variation of kf 
shows a slightly different behavior. Hence, the influence of NW diameter (in the 
range of our study) on kf can be decoupled from the micropost dimensions when 
these have a diameter larger than 3 µm. 

Similarly, the influence of NW height on the field enhancement factor has 
been also investigated by FEA. In particular, the NW diameter was kept constant 
to 80 (and 60 nm) and the NW height was varied in a range between 200 to 1200 
nm.  The maximum values of the NW height (1200 nm) was chosen according to 
the feasibility of the realization and the mechanical stability of such a high aspect 
ratio structure. The calculated variation of kf as a function of the NW height for 
the different combination of microspost dimensions, similar to the previous study, 
is reported in  Figure 66b.  
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 Figure 66: Influence of the nanowire (NW) dimension on the field enhancement at the tip apex as 

investigated by finite element analysis. (a) Influence of the NW diameter on kf, for a range of nanowire 
diameters from 40 to 160 nm and micropost dimensions (shown in the legend), while the NW height was kept 
constant to 600 nm. (b) Influence of the NW height on kf, for a range of nanowire heights (200 to 1200 nm) 
and micropost dimensions (shown in the legend), while the NW diameter was kept constant to 80 nm. In both 
figures, the calculated kf for the given range of NW dimension (diameter or height) were normalized to the kf 
obtained from the NW having (a) diameter equal to 80 nm with the same micropost dimension (b) NW 
having a height equal to 600 nm with the same micropost dimension. 

For the sake of simplicity, only the results for the NW diameter equal to 80 
nm were reported in this figure, while the data obtained from the other diameters 
indicate a similar trend. Our numerical analysis suggests that kf declines as a 
function of NW height, for all combination micropost dimension, while its slope 
progressively decreases toward a null value for very tall NWs.  

Similar to the trend obtained from the NW diameter, the variation of kf in 
respect to the NW height has an almost similar trend for all micropost diameters 
above 3 µm. This implies that the influence of NW dimension (both diameter and 
height) on kf can be approximately decoupled from the influence of the micropost 
dimension having a diameter larger than 3 µm. It is worth mentioning that the 
variation of kf as a function of NW height could have an important impact on APT 
data analysis, as it implies that kf rises as a function of analysis depth. This 
behavior is not observed in the standard tip geometry, where the field emitter is 
far from the flat substrate. This effect will be discussed in more detail in Section 
4.6.3. Furthermore, the drop in the slope of Figure 66b suggests that for the tall 
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NWs field enhancement is less sensitive to the variation of NW height. Hence, 
taller NWs are more favorable in APT analysis, where the kf can be assumed to 
remain unchanged along the analysis depth.   

To better understand the electric field distribution between the APT specimen 
and the local electrode (both near and far-field) for our specimen design, the 
electric field lines were also calculated by FEA for different combinations of 
micropost and NW dimensions. In Figure 67 the distribution of the electric field 
lines close to the tip apex are compared for the standard APT specimen and the 
NW tip prepared on the cylindrical micropost with different combinations of 
micropost dimensions (height and diameter). Note that the NW dimension was 
kept constant to 80 nm in diameter and 600 nm in height and for the standard APT 
specimen the same tip diameter was adopted. As can be seen from the figure, the 
new design of APT specimen creates further compression of electric field lines 
toward the detector center. In addition, Figure 67a shows that the choice of the 
micropost diameter has a significant influence on the compression of the electric 
field lines, e.g. by increasing the post diameter from 1 to 11µm the extent of the 
field lines in the radial direction expands more than 50 %, (at ~600 nm distance 
above the apex, see Figure 67a). On the other hand, the variation of the micropost 
height, even in a wide range, only shows a minor influence on the compression of 
the electric fields lines (see Figure 67b). We performed similar analyses for other 
combinations of micropost dimensions (diameter and height) and we obtained the 
same qualitative trend between the compression of the electric field lines and the 
micropost height and diameter. This compression increases significantly for the 
microposts with larger diameters (Figure 67a), while it drops slightly as the post 
height increases (Figure 67b ).  

For a fixed micropost height (or diameter), we observed a qualitatively strong 
correlation between the compression of the electric field lines and the field factor 
kf, i.e. micropost dimensions corresponding to higher kf have also more 
compressed electric field lines towards the detector center. This implies that the 
field enhancement at the tip apex has an inverse relation to the compression of 
electric field lines. However, our analysis suggests that kf cannot quantitatively 
described by the compression of the electric field line. For instance, there are 
different micropost dimensions (i.e. D1=5 µm-L1=10 µm and D2=10.4 µm-L2=40 
µm), which create the same kf value (~ 23.8), but have different compression of 
the electric field lines.  
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Figure 67: Compression of the electric field lines created at the tip apex for different designs of the APT 

specimen. (a) The influence of the micropost diameter on the compression of the electric field lines is shown 
for two different diameters (D1=1 and D2=11 µm), while the post height was kept constant to 50 µm. (b) The 
influence of the micropost height on the compression of the electric field lines for two different heights (L1=5 
and L2=50µm) at a fixed post diameter equal to 3 µm. The nanowire height and diameter were identical for 
all the figures (diameter: 80 nm and height: 600 nm). The field lines were drawn uniformly from the tip apex 
and the magnitude of electric field is alternatively indicated by the color bar at 1 kV applied electric potential. 

To explain how the micropost dimension influences the compression of the 
electric field lines towards the detector center, the direction of the field vector 
around the tip and the definition of the field lines need to be considered. Indeed, 
the electric field lines describe the direction of electric field vector in the given 
medium. In case of our axisymmetric study, the compression of field lines 
towards the detector center implies that the z component of the electric field has 
increased relatively to the radial component (r direction).  

By definition, the direction of electric field (and field lines) at the surface of 
an equipotential object is along the normal of the surface. Hence, in case of our 
specimen design, the field lines have to be in the radial direction at the NW and 
micropost sidewalls, while they are along the vertical direction on the flat areas on 
the top of the micropost (Figure 68a). As the micropost diameter increases, the 
weight of the z component of the electric field above the flat area of the micropost 
is increased accordingly (see Figure 68b to c). This amplification of the z 
component of the electric field extends up to some tents of micrometers above the 
micropost and modifies the electric field environment around the nanowire and its 
apex. This increases the slope of the electric field lines originating from the 
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nanowire sidewalls and the apex, towards a more vertical direction and thus it 
compresses further the direction of field lines towards the aperture position.  

In Figure 68b and c, the electric field lines created around the NW and at the 
flat area of the micropost are shown for two different micropost diameters, while 
the micropost height and NW dimension were identical. For the larger micropost 
diameter (Figure 68a), the presence of the flat area of the micropost has promoted 
the z component of electric field around the nanowire and caused the field lines to 
compress further toward the detector center.  

 
Figure 68: Compression of the electric field lines due to the presence of a flat area on top of the 

cylindrical micropost. (a) schematic representation of the electric field at the tip apex, nanowire sidewalls and 
on the flat area of micropost. Distribution of the electric field lines created from the tip apex, nanowire 
sidewalls and on the flat area of the micropost was plotted for a micropost having a height equal to 50 µm and 
a diameter equal to 500 nm (a) and 11 µm (b). The nanowire height and diameter were identical for both 
figures (diameter: 80 nm and height: 600 nm). Note that the electric field lines were drawn uniformly from 
the specimen surface and the magnitude of electric field is alternatively indicated by the color bar at 1 kV 
applied electric potential. 

This compression of the electric field lines could potentially creates also a 
compression in the ion trajectories and could improve the FOV in APT analysis. 
As discussed earlier the electric field lines identify the acceleration path for the 
travelling ions in the APT chamber. To evaluate the performance of our new 
specimen design in terms of FOV, we studied the ion trajectories in the calculated 
electric field, using the particle tracing solver in the COMSOL software. Since the 
electric field in between the specimen apex and the local electrode dominates the 
particle steering, our finite element analysis was only performed in this region of 
APT chamber and the trajectories in between local electrode and detector were 
assumed be free motion. 

To resemble the evaporated ions across the entire specimen apex, a fixed 
number of particles (i.e. 20 particles) having an arbitrary mass (mass of Si28 in our 
study) and a unit positive charge were uniformly distributed across the specimen 
apex. It is worth mentioning that the choice of particle mass does not have much 
influence on the ion trajectories and it only influences the time-of-flight.  Then the 
particles were released in the calculated electric field with a small initial velocity 
(1 m/s normal to the apex) and the trajectory of each particle was calculated using 
a time dependent solver. The particle-particle interaction was also neglected in 
this analysis and particles were assumed to have negligible velocity in respect to 
the speed of light. To minimize the calculation error, the time constant for our 
analysis was reduced gradually (to 1×10-12 s) to reach the trajectory paths which 
are independent from the choice of the time constant. Such an analysis was carried 
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out for a wide range of micropost dimensions (diameter and heights) all 
corresponding to a kf lower than 25.  

To calculate also the ion trajectories for the standard APT specimen, the 
standard specimen was modeled as an imaginary long nanowire (120 µm) with a 
diameter of 80 nm, similar to the approach reported in the reference [184]. The 
ion trajectories for this specimen and those the same micropost dimensions of 
Figure 67 are reported in Figure 69. As can be seen, this new specimen design 
creates a significant compression of ion trajectories as compared to those for the 
standard APT specimen, which reaches up to about 70% for micropost having a 
diameter and height of 11 and 50 µm respectively. 

 
Figure 69: Ion trajectories in between the specimen apex and the local electrode for the standard APT 

specimen (top) and the proposed specimen design (NW prepared on top of cylindrical micropost). (a) The 
influence of micropost diameter on the compression of ion trajectories for two different micropost diameters 
(D1=1 and D2=11 µm), while the post height was kept constant to 50 µm. (b) The influence of micropost 
height on the compression of ion trajectories for two different heights (L1=5 and L2=50µm) at a fixed post 
diameter equal to 3 µm. Note that the nanowire dimension is identical for all the figures (diameter: 80 nm and 
height: 600 nm). The color bar shows the magnitude of ion velocity along the traveling path, which was 
calculated at 1kV applied electric potential. 

The compression of ion trajectories increases significantly by enlarging the 
micropost diameter (Figure 69a) or reducing the height (Figure 69b). A similar 
analysis of other combinations of the micropost dimensions (diameter and height) 
shows the same trend between the compression of ion trajectories and micropost 
dimension.  

To investigate how the micropost diameter compresses ion trajectories, the 
distribution of field lines in the vicinity of the tip apex should be taken into 
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consideration. As expected, a rough comparison between the trends of the ion 
trajectories for the different micropost dimensions (see Figure 69) and that of the 
electric field lines (see  Figure 67), indicates that the compression of the ion 
trajectories roughly follows the trend of electric field lines for different micropost 
dimensions. Obviously, for a given micropost dimension, the ion trajectories are 
not identical to the electric field lines, as the latter describes the acceleration of 
the traveling particles and the ion trajectories are the displacements.  

However, a more dedicated comparison between the distribution of  the 
electric field lines (see  Figure 67) and the actual ion trajectories (see Figure 69) 
reveals a number of differences. For instance, the microposts (D1 =3 µm, L1 =5 
µm) and (D2 =3 µm, L2 =50 µm) have almost a similar distribution of field lines 
(see  Figure 67) , while the ion trajectories for the first micropost show a higher 
degree of the compression at the aperture position (see Figure 69). Apparently, the 
ion trajectories were calculated according to the electric field lines (both 
magnitude and distribution) and this observed discrepancy clearly indicates the 
differences between these two parameters (field lines versus ion trajectories). 
Indeed, the field lines determine the acceleration direction of the traveling ions, 
which is not necessary the same as their actual displacements (ion trajectories). 
For instance, the magnitude of the electric field (color map in Figure 67) at each 
point on the field lines determines the magnitude of the acceleration for the 
travelling ion. Thus, even if the shape of the field lines (i.e. direction of the 
electric field)  are similar, the differences in the magnitude of the electric field 
(color map color map in Figure 67) can influence the ion trajectories. As for the 
above example, although the field lines for the both microposts show a similar 
distribution, the magnitude of electric fields (color map in Figure 67) was 
different mostly in the vicinity of the tip apex (field enhancement factors were 
kf1=9.2 versus kf2=24.8). 

Therefore, to accurately study the FOV in the APT, the ion trajectories have 
to be calculated and the qualitative comparisons based on the distribution of 
electric field lines (e.g. Figure 67) can only give a rough idea of the degree of the 
compression in the ion trajectories. To quantitatively correlate the compression of 
ion trajectories to FOV in APT analysis, the image compression factor ξ was 

calculated and used as a measure to compare the performance of our new 
specimen design. As discussed in Section 4.2.1, in the point-projection model the 
ion trajectories are modeled as a straight line connecting the initial ion position at 
the apex to the hit point on the detector.  The image compression factor ξ is 

defined based on the distance between the intersection of this straight line with the 
tip axis and the center of the spherical apex.  

Since in our FEA, the initial particle positions at the apex and trajectories at 
the aperture position are known, the hit position on the detector can be calculated. 
This makes the calculation of ξ rather straightforward, according to Equation 4.20. 
In particular, the image compression can be written as ξ =  𝐿𝑑𝑖𝑜𝑛

𝑟𝐷ℎ𝑖𝑡
, where L is the 

specimen to detector distance (9 cm for LEAP 5000), dion is the initial ion position 
with respect to the tip axis, r is the tip radius and Dhit is the distance between the 



 132 

hit position of the ion on the detector to the detector center.  Since, our FEA of ion 
trajectories only covers a part of the APT chamber (i.e. from the specimen apex to 
the local electrode), the hit position Dhit on the detector needs to be calculated to 
estimate ξ. To do so, the ion trajectories after the aperture position were assumed 
to be straight lines, as they travel in the field-free region of the chamber. Their 
slopes can be determined by the ratio of the velocity components ( 𝑉𝑧

𝑉𝑟
 ) at the local 

electrode position, obtained from FEA. In our analysis to calculate ξ, 10 particles 

were released from the specimen apex (half circle) in the electric field calculated 
by FEA at the applied potential of 1kV. Then the corresponding trajectory 
positions and their slopes, equal to the ratio of velocity components ( 𝑉𝑧

𝑉𝑟
 ), were 

calculated for each particle at the aperture position by FEA. In the next step, the 
hit position on the detector Dhit was also calculated by knowing the local electrode 
to detector distance (9 cm on LEAP 5000) and the slope of each ion trajectories. 
Finally, ξ was calculated for each particle released from the hemispheric apex. 

Our analysis suggests that ξ and kf vary across the tip apex as a function of 
angular distance from the specimen axis (or launch angle). The variation of ξ and 

kf as a function of launch angle was calculated for a NW having a diameter of 80 
nm and a height of 600 nm, mounted on a micropost having a diameter of 5 µm 
and a height of 20 µm and it is shown in Figure 70. 

 
Figure 70: Variation of field factor kf (in black) and image compression factor ξ (in red) as a function of 

the angular distance from the specimen axis (launch angle). The analysis was carried out by finite element 
simulation for a nanowire (diameter: 80 nm and height: 600 nm) mounted on top of a cylindrical micropost 
having a diameter of 5 µm and a height of 20 µm. Note that the calculated ξ at zero angle had a relatively 

high error due to the propagation of the error caused in the calculation of the trajectory slope at the aperture 
position for such a straight flight path. 

The observed variation of ξ and kf as a function of angular distance from the 
specimen, is quite similar to what has been reported for the standard APT 
specimen [184] (see Figure 51), where only the angular distance up to 35º from 
the tip axis was reported due to the limited FOV for such a specimen. The 
variation of kf arises from the assumed pure hemispheric apex on top of a shank as 
compared to a hemispherical shape. But even then the calculations are 
approximate since in reality the actual apex shape after APT analysis deviates 
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substantially from hemispherical shape when analyzed using both voltage mode 
[127] and laser mode [185]. Even an ellipsoidal shape with a higher curvature 
towards the specimen edge was observed whereby, the tangential continuity 
between the apex and the sidewalls of the tip is not conserved at the edges of the 
apex. An apex shape with a uniform field enhancement (same kf) across the tip 
radius can only be generated after an APT analysis in voltage mode as evidenced 
by the similar CSR values across the apex. In all other cases, the electric field on 
the apex shape does not have a uniform magnitude along different radial 
positions. As a result, the calculated ξ might be also affected by the variation of kf 
across the tip apex. Our APT experiment confirms that ξ varies across the tip even 

in full tip imaging mode as obtained from our new specimen design. This will be 
discussed later in this document.  

To access the validity of our finite element analysis, ξ was calculated for the 

standard APT specimen and the result was compared with reported values in 
literature [184] and [183]. The standard APT specimen was modeled as an 
imaginary long nanowire with a diameter of 80 nm and height of 100 µm, similar 
to the approach reported in the reference [184]. To compare the calculated ξ to the 

reported values in literature, the average ξ over the 35º angular distance from the 
specimen axis was calculated. The obtained average ξ for standard APT specimen 
is about ξ = 1.41, which underestimates the reported values in reference [184] by 
10%. 

In our study to compare the performance of specimens with different 
micropost and nanowire dimensions (both diameter and height), the average ξ 

across the entire hemispherical apex was used. The calculated average ξ for a 

fixed dimension of nanowire (diameter: 80 nm and height: 600 nm) and a wide 
range of micropost dimensions (diameter and height) corresponding to a kf mainly 
below 25 are reported in Figure 71. Our results predict that the FOV could be 
improved by increasing the micropost diameter or reducing micropost height.  For 
instance, by enlarging the post diameter from 1 to 11µm, ξ rises about 75% to 

85%, depending on the micropost height. Vice versa, the calculated ξ drops as a 

function of micropost height. This predicted increase  in the image compression 
factor ξ could potentially compress all the ion trajectories into the aperture of 

local electrode and enables full tip imaging during APT analysis as ξ above 2 is 

reported to maximize the FOV and result in full tip imaging [183]. Hence, only 
the micropost dimensions corresponding to ξ > 2, could theoretically be 
considered as a design which could enable the full tip imaging feature during APT 
analysis. To study the optimum dimension for the micropost, also the field 
enhancement at the tip apex, as represented by kf, should be taken into account. 
For instance, a micropost having ξ > 2, may not necessarily have a small enough 

kf to create the required electric field at the tip apex. Hence, both factors have to 
be considered for identifying the optimum dimension for the preparation of 
cylindrical micropost.  
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Figure 71: Image compression factor ξ calculated for different combinations of micropost diameter and 

height, which are indicated in the horizontal axis and the legend respectively. ξ was calculated for different 

micropost dimensions using finite element simulation of ion trajectories at 1 kV applied potential, while the 
nanowire diameter and height were kept at 80 and 600 nm respectively. 

As previously shown in Figure 69, we observed a correlation between the 
compression of ion trajectories and field enhancement at the apex. To quantitively 
assess the predicted relation, the calculated ξ was plotted versus kf in Figure 72, 
where the data was calculated for a wide range of micropost dimensions (diameter 
and height), while the nanowire dimension was kept constant a diameter of 80 nm 
and a height of 600 nm. Our analysis suggests that there is a positive non-linear 
correlation between ξ and kf, in which ξ increases as a function of kf and even 
different microposts having a similar kf also corresponds to approximately the 
same value of ξ.  

 
Figure 72: Relation between image compression factor (ξ) and field factor (kf) for a nanowire tip shape 

prepared on cylindrical micropost. ξ and kf were calculated for 36 different specimen dimensions by varying 
the micropost heights in a range: 5, 10, 20, 30, 40 and 50 µm and micropost diameter in a range:1, 3, 5, 7, 9 
and 11 µm. The nanowire diameter and height were kept constant to 80 and 600 nm respectively. The finite 
element simulation was carried out at 1 kV applied potential. 

For a standard APT specimen, a linear correlation between ξ and kf
1/3 

(ξ ≈ kf
1/3) has been predicted numerically by several authors [164], [184] and this 
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trend has been also experimentally validated [165]. This third order relation is 
unable to describe the obtained behavior for our new specimen design (see Figure 
72). Alternatively, we fitted the obtained data set with a slightly different power 

law function: ξ = a + b × 𝑘
𝑓

1

3
 + 𝑐
 , where a, b and c were the coefficients of the fit, 

equal to 0.611, 0.335 and 0.602 respectively (R-square > 0.99).  
As a dependency of the relation ξ ≈ 𝑘𝑓

1/3on the voltage was observed for a 
standard APT sample [184], a possible relation between ξ and V was investigated 

for our specimen design for a voltage range between 1 to 10 kV. The FEA 
analysis was performed for different micropost heights (5, 10, 30 and 50 µm) and 
diameters (2, 5, and 11 µm) corresponding to 12 different kf values between 5 to 
45 and the results show that unlike for the standard specimen design, ξ and V are 
uncorrelated (see Figure 73).  

 

 
Figure 73: Correlation between image compression factor ξ and field factor kf as a function of the 

applied potential V for a NW tip shape on top of cylindrical micropost. The applied voltage was varied from 
1 to 5 and 10 kV and ξ was calculated at 12 field factors kf corresponding to different micropost heights (5, 
10, 30 and 50 µm) and diameters (2, 5, and 11 µm), while the nanowire diameter and height were kept 
constant to 80 and 600 nm respectively. 

We also investigated the influence of nanowire dimension (both diameter and 
height) on ξ, since the nanowire dimension has a direct influence on the field 
enhancement at the tip apex (see  Figure 66). This modification of the electric 
field could potentially influence the ion trajectories and the FOV during APT 
analysis. To investigate such a dependency, the image compression factor ξ was 

calculated for different nanowire dimensions.  
In the first step, we study the influence of NW diameter on ξ by varying the 

NW diameter in a range between 40 to 160 nm, while the NW height was kept 
constant to 600 nm. We have repeated the same analysis of four different 
microposts having a height of 50 µm and the diameters of 3, 5, 7 and 11 µm and 
the results are reported in Figure 74a. Our analysis suggests that the diameter of 
NW has a positive influence on both ξ and kf. However, the rate of increase in ξ 

depends on both kf and the NW diameter, in which the variation of ξ as a function 

of kf changes according to the NW diameter (different lines in Figure 74a). In 
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other words, the coefficients of the fit (a, b and c) for the previously obtained 

empirical relation between ξ and kf (ξ = a + b × 𝑘𝑓
1

3
+𝑐
) varies according to the 

NW diameter. The values of the coefficients of the fit used to describe the NW 
diameter dependence shown in Figure 74a, are reported in Table 9.  

The influence of the NW length on ξ was also investigated using a similar 

approach. The NW height was varied in a range between 200 to 1600 nm, while 
the NW diameter was kept constant to 80 nm. The analysis was repeated for four 
different micropost dimensions and the results corresponding to kf values below 
35 are shown in Figure 74b. We observed that both ξ and kf rise systematically as 
a function of NW height. As can be seen from Figure 74b, the NW height has a 
minor influence on the coefficients of the fit for kf values below 20, whereby the ξ 

- kf trend for all NW heights can be fitted with the same coefficients as used for 
the NW heights equal to 600 nm. However, for kf > 20 our empirical function is 
unable to accurately fit the simulated data points. It is worth noting that the 
reported deviation becomes even larger for higher kf values, which are not shown 

in Figure 74b. Therefore, the coefficients of the fit (a, b and c in: ξ = a +

b × 𝑘
𝑓

1

3
+𝑐
) also depend on NW height for higher kf values. In this study we did 

not further investigate any quantitative relation between the coefficients of the fit 
and dimensional parameters of NW and the dependency of these coefficients to 
both NW diameter and height have been only discussed qualitatively.     
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Figure 74: Influence of the nanowire dimensions on the image compression factor ξ plotted against the 

field factor kf. (a) Influence of NW diameter on ξ. The NW diameter was varied in a range between 40 to 160 
nm, while the NW height was kept constant to 600 nm. The finite element simulation of the ion trajectories 
and the calculation of ξ were repeated for four different microposts having a height of 50 µm and diameters 
of 3, 5, 7 and 11 µm, corresponding to post 1 to 4 in the legend. (b) Influence of the NW height on ξ. The NW 

height was varied in range between 200 to 1600 nm, while the NW diameter was kept constant to 80 nm. 
Note that only the NW height creating a kf below 35, were reported in this figure. 

 

Table 9: The coefficients used to fit the empirical correlation between ξ and kf (ξ = a + b × 𝑘𝑓
1

3
+𝑐
) for 

each data set shown in Figure 74. 

Coefficients 
[-] 

Nano wire diameter [nm] 
40 60 80 100 120 140 160 

a 0.751 1.204 1.159 1.161 0.963 1.080 1.043 
b 0.258 0.087 0.102 0.102 0.175 0.134 0.145 
c 0.317 0.605 0.571 0.584 0.451 0.528 0.518 

 
To conclude, our FEA predicts that nanowire tip prepared on top of a 

cylindrical micropost can further compress the ion trajectories toward the detector 
center and can maximize the FOV during APT analysis (full tip imaging). To 
identify the dimensional window for the preparation of such specimen design 
whereby full tip imaging becomes possible, the influence of the micropost and the 
nanowire dimensions (diameter and height) on the image compression factor ξ 
and the field factor kf have been studied. Our study predicts that the dimensions of 
both micropost and nanowire can have a significant influence on the field 
enhancement factor kf. However, given the complexity of the NW preparation, its 

(a)

(b)

increase in 
diameter of NW
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weak mechanical properties and practical APT considerations, the usable range is 
confined to 60 - 100 nm for the NW diameter and an aspect ratio of about 10 to 15 
(which also defines the length). For this range of NW diameters, only the 
micropost dimensions corresponding to a kf < 25 ( see Figure 74) can create the 
required electric field at the tip apex. It is worth mentioning that the specimens 
having kf lower than 2 are not also suitable for APT analysis, since the bias at the 
entry of microchannel may influence the ion trajectories.  

On the other hand, to compress the ion trajectories and enable full tip 
imaging, an image compression factor ξ > 2 is required. Our analysis suggests that 
kf and ξ are dependent parameters, in which ξ can be calculated by knowing kf 

according to the obtained empirical function ξ = a + b × 𝑘
𝑓

1

3
+𝑐

. Hence, for a NW 
having a diameter of about 80 nm and height of about 600 nm, only the micropost 
dimensions corresponding to kf > 11 could create ξ > 2 and maximize the FOV.  

Finally, we defined the optimum dimensions for the cylindrical micropost as 
an operation window whereby the selected values for diameter and height lead to 
an enough field enhancement and maximized FOV (full tip imaging) at the same 
time. This operation window for a NW with diameter of 80 nm and height of 600 
nm is shown in Figure 75. 

 
Figure 75: Required dimensions of the cylindrical micropost, which can create enough field 

enhancement at the NW apex and maximize the field-of-view during APT analysis.  This window was 
calculated for a NW having a diameter of 80 nm and height of 600 nm. The criteria for identifying the 
operation window were based on: 2 <field factor kf < 25 and image compression factor ξ > 2. 

4.6.2 Specimen preparation 

The experimental verification is based on the fabrication of structures with 
dimensions from the region highlighted in Figure 75. Since the target application 
for such a NW with the full FOV feature is to be used as a reference structure for 
APT, the repeatability of the specimen preparation is among the main aspects of 
our study. The standard FIB based technique does not have enough repeatability 
to prepare specimens with identical radius or shank angle and typically each 
specimen has a slightly different shape. Furthermore, preparation of a NW with a 
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zero degree shank angle is also a challenging task in FIB. Therefore, we propose a 
new specimen preparation process based on full wafer scale processing, which is 
based on standard lithography and etching techniques. Our developed process 
allows high throughput specimen fabrication in a reproducible fashion and with 
minimized tip-to-tip variations in terms of tip radius and shank angle. In addition, 
such a process allows high control and flexibility in the preparation of a nanowire 
with zero degree shank angle with no retained Ga dose. To experimentally 
evaluate the impact of the different micropost dimensions selected from the 
operational window reported in Figure 75, a unit cell consisting of 8 chips, each 
with a different micropost diameter (see Figure 76b) was designed for this 
purpose. By duplicating the unit cell over the area of a 4-inch wafer, 26 unit cells 
corresponding to 192 chips and 3072 microposts can be obtained by processing a 
single wafer. Our chip design was inspired from the standard CAMECA micro 
coupon, where the chip has a dimension of 7 × 3 mm. We have slightly modified 
the chip design in the form of two staggered arrays consisting of 8 microposts at 
each side of the chip (see Figure 76c). 

 
Figure 76: (a) Schematic representation of the 4-inch wafer design consisting of 26 unit cells, shown by 

blue rectangles. The green rectangles are the alignment markers for the different lithography steps. (b) 
Schematic representation of a unit cell consisting of 8 different cells each having a fixed micropost diameter 
from 1 to 11 µm. (c) The chip design consists of 16 micropost in four staggered rows. Each row ends to a 
single or double circular fiducial to facility the navigation among different microposts using the APT tool. 

Our process flow mainly consists of two main steps: the preparation of the 
nanowire and the micropost. The detailed description of the process flow is 
reported in Appendix B. We developed our process starting from the preparation 
of NW with a zero degree sidewall angle on a Si (100) wafer. For this purpose, 
electron beam lithography (EBL) was used to create a circular pattern (equal to 
NW diameter) from HSQ resist. Based on a fine EBL dose test, we could derive 
the optimum electron dose for patterning the HSQ resist in the form of a circular 
shape with a diameter close to the target value. The SEM image of the EBL 
pattern after the development is shown in Figure 77a. In the next step, reactive-ion 
etching (RIE) was used to etch the substrate and transfer the EBL pattern into a 
NW. To have a better control on the NW height, the recipe was fine tuned to 
obtain a relatively low etch rate of about 80 nm/min. In addition, the sidewalls 
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passivation was also optimized, by adjusting the gas flow and the ICP power, to 
minimize the side wall angles of the NW. With this process close control over the 
nanowire height and diameter can be obtained. The SEM image of four different 
NWs with diameters from 40 to 80 nm are reported in Figure 77b. Note that, due 
to the degradation of HSQ pattern during the etch process, our process is unable to 
prepare NWs taller than 650 nm. Further process improvement, including an 
additional hard mask (i.e. alumina) is required to overcome the limitations of the 
resist degradation and to reach taller NWs.  

 
Figure 77: (a) SEM micrograph of a circular pattern of HSQ resist obtained by electron beam 

lithography (EBL). The target diameter for this pattern was 80 nm. (b) SEM micrograph of four different 
nanowires after the pattern transfer into the silicon (100) substrate by reactive ion etching technique. The 
target diameter for each NW is reported on top the of the SEM image. All SEM images were taken at 52º tilt 
angle using 5 kV in the immersion mode. 

The micropost preparation process was developed based on the optical 
lithography and deep reactive-ion etching (DRIE). A 4-inch lithography mask was 
designed according to chip design shown in  Figure 76. Alignment markers with a 
dimension ranging from 100 µm down to 1 µm were included in both the optical 
mask and the EBL design to allow a fine alignment of the optical lithography to 
the EBL pattern. To obtain a resist thickness of about 4 µm, S1828 optical resist 
with the proper spinning parameters were selected for our processing. The 
exposure and development time were finely adjusted to maximize the lithography 
resolution and improve the lithography pattern towards a cylindrical resist pattern 
with vertical sidewalls.  The SEM images of the patterned resist after the optical 
lithography process are shown in Figure 78a. We observed that the apparent 
thickness of patterned resists was thinner than that of the film thickness for 
cylindrical patterns having a diameter below 3 µm. For instance, the patterned 
resist with a diameter of 3 µm appeared about 20 % thinner than a pattern having 
diameter above 4 µm (film thickness). For pattern diameters equal to 2 µm, the 
apparent resists thickness was significantly thinner (above 50 %) and even the 
pattern shape strongly deviates from the cylindrical toward an ellipsoidal shape. In 
addition, we observed that the repeatability of the lithography process, in view of 
pattern shape and thickness, is poor for the pattern diameter equal to 2 µm. This is 
mainly due to the resolution of the optical lithography for such a thick resist film 
where typically a resolution of about 1 µm is reported for this technique using a 

ddesign = 50 nm ddesign = 60 nm ddesign = 70 nm ddesign = 80 nm

ddesign = 80 nm

(a) (b)
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thin resist of about 1.5 µm. Therefore, we excluded the preparation of microposts 
with a diameter of 2 µm from our preparation process,  

To etch deep into the substrate, deep reactive-ion etching (DRIE) using the 
Bosch process was selected as a viable approach since this is typically used in 
micro-electro-mechanical systems (MEMS) where the feature dimensions are also 
in order of some tents of micrometers. Further improvement of the standard recipe 
was required to adopt this process to small feature sizes (down to 3 µm) in our 
process as it normally leads to a roughness at the sidewalls which is too large for 
our purposes. Hence, we have finely reduced the etch step duration to 1.5 s, 
corresponding to an etch rate of about 80 nm per cycle. This resulted in the 
relatively smooth sidewalls. The developed recipe for our process is reported in 
Appendix B. The SEM images of micropost with a diameter of 5 and 3 µm are 
reported in Figure 78b and c.  

 
Figure 78: Preparation of a cylindrical micropost using optical lithography and deep reactive-ion etching 

(DRIE). (a) SEM micrograph of the patterned optical resist obtained from optical lithography process. The 
target diameter and the actual diameter of each pattern is shown in the figures. An etched micropost with the 
target diameter of 6 µm (b) and 3 µm (c) are shown. Note that due to the degradation of the resist at the edges 
of the pattern, a roughness on the micopost sidewalls develops and a slight reduction in the apparent 
micropost diameter was observed for tall microposts.  

We have observed that due to the degradation of the resist thickness at the 
edges of the cylindrical resist pattern, a surface roughness appeared at the 
sidewalls of the microposts having a height > 20 µm (see Figure 78b and c). This 
degradation resulted in a slight deviation of the micropost diameter from the target 
value for the taller micropost (height > 20), similar to what has been shown in 
Figure 78b. For pattern diameters equal to 3 µm, the resist degradation became a 
limiting factor to reach micropost heights more than 30 µm. Since the field 
enhancement at the micropost sidewalls is limited as compared to the nanowire 
apex, we do not expect that the presence of such a surface roughness on the 
micropost sidewalls results in any evaporation event. Hence no further 
optimization of the roughness was pursued. 
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The SEM images of one of the specimens prepared according to developed 
process is reported in Figure 79. We prepared several chips each having 16 
microposts with a fixed micropost diameter (from 3 to 11 µm) and height (14 or 
36 µm), while the NW dimension was kept fixed for all the coupons to a diameter 
of about 80 and a height of 600 nm. It is worth mentioning that the alignment 
between the EBL pattern (for the nanowire) and lithography mask (for the 
micropost) was carried out using the mask aligner, where the mask-to-wafer 
position was adjusted by the mechanical/pneumatical control. As a result, we 
observed a misalignment of about 200 nm and 700 nm in x,y directions between 
the NW position and the center of micropos.  

 
Figure 79: A final APT specimen consisting of a nanowire prepared on top of a cylindrical micropost 

with the dimensions according to the FEA. (a) Image of the prepared chip in the form of micro coupon 
consisting of 16 microposts. The inset shows the SEM image from the edge of the prepared chip, where the 
three microposts can be seen. (b) SEM image of one micropost with the NW prepared on the top.  The 
micropost had a diameter and a height of 5 and 35 µm respectively. Since the edges of the micropost were 
smoothened by FIB, a reduction in the microspost diameter (to 3 µm) on the very top part of the post is 
observed. (c) Enlarged view of the NW prepared on the top of micropost with a design diameter of 80 nm and 
height of 600 nm. The NW was cleaned by FIB to ensure the complete removal of the oxide resist from the 
top region of the NW. This caused a tapered shape on the first 80 nm of the NW.  All SEM images were taken 
at 52º tilt angle using 5 kV.  

4.6.3 Experimental proof of full tip imaging 

• To experimentally validate our finite element analysis and prove the 
feasibility to maximize FOV (full tip imaging) in APT using our specimen 
geometry, we have performed several APT analyses using our fabricated 
coupons in a LEAP 5000 XR. Using the available microscope within the 
system selection of one specific tip and its alignment in front of the local 
electrode is pretty simple following the standard procedures. The specimen 
and laser alignment for two coupons having heights of 35 and 14 µm are 
shown in Figure 80. The specimen alignment for the short micropost (14 
µm) was quite challenging as the flat area of micro coupon became very 
close the local electrode. Due to the high risk of damaging the local 
electrode during the specimen alignment or the measurement, we did not 
proceed with the laser alignment on such a short micropost height.  

Micropost + NW

3.030 µm

(a) (b) (c)

200 µm
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Figure 80: Laser and specimen alignment for the microcoupons with a nanowire tip on top of a 

cylindrical micropost. (a) Navigation from one micropost to another micropost following the standard 
procedure suggested by CAMECA for the standard micro coupons. Note that there were two missing 
microposts in the first row. (b) Alignment of 35 µm long micropost in front of local electrode. The laser 
alignment was also carried according to the standard procedure. (c) Difficulty in the alignment of a short 
micropost (14 µm long), where the local electrode became very close to the flat area of the micro coupon.  

We proceeded with the APT measurement on five different micropost having 
a diameter of 11, 9, 7, 5 and 3 µm and height of about 36 µm. For these 
microposts the NW dimension was fixed to a diameter of 80 nm and height of 600 
nm. For the large micropost diameters (11, 9 and 7 µm), the auto laser scan and 
fine specimen alignment were not successful. In particular, the ion emission was 
only detected at a relatively high applied potential (>10 kV) and the detected 
events extended erratically over a large area on the detector position instead of 
displaying the common circular shape. Potentially these random emissions 
originated from the sharp edges of the micropost acting as secondary tips. As such 
these edges were smoothed by FIB which however did not improve the APT 
measurement.  The SEM inspection after these unsuccessful specimen alignments, 
showed that the NW was detached from the post in all the cases.  

For the smaller micropost (diameter of 5 µm), the APT measurement was 
started smoothly at a potential of about 4 kV. The SEM image of this specimen 
before APT measurement (Figure 80a) shows that the top 145 nm of the NW had 
a tapered shape with an initial diameter of about 25 nm and the rest of the NW 
height had a zero degree shank angle with a diameter equal to the design diameter 
(80 nm). This tapered shape was induced during the FIB clean of the NW to 
remove remaining oxide resist. The APT measurement was carried out at a pulse 
frequency of 250 kHz, detection rate of 0.4 % and the base temperature of 50 K. 
The 40 pJ laser power used in this experiment corresponds to a Si CSR of about 9 
% (Si++/ (Si2+++ Si+)).  

The 3D data reconstruction of the data was carried out in IVAS software 
using the tip profile (SEM image of the NW). The ξ was finely adjusted to a value 
of 3.8, in order to match the diameter of the reconstructed data to the NW 
diameter (80 nm).  The 3D reconstructed data together with the SEM image of 
NW are reported in Figure 81. Since the auto laser scan was accomplished after 
the detection of about 1.7 M events, the top part of the NW corresponding to 
about 1.7 M atoms was excluded from the reconstructed data. The height of this 
region of the NW (region I in Figure 81a) was estimated to be about 75 nm from 
the SEM image based on the number of detected atoms (~ 1.7 M) and the 
detection efficiency (52 % in LEAP 5000XR). As can be seen, the 3D 
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reconstructed data consists of a tapered region (Region II) and the zero degree-
shank angle region (Region III), which have a height of about 70 and 115 nm 
respectively. These two heights were also highlighted on the SEM image of the 
NW. The obtained height from the 3D APT data reconstruction matches well the 
tapered height measured by the SEM image. To visualize the core center of 
reconstructed data, a section cut of reconstructed volume along the y plane 
(passing from y = 0) is shown in Figure 81c. The section indicates that the 
reconstructed tip consists of a core central silicon region surrounded by a thick 
silicon oxide shell. By assigning the oxide shell to the native oxide and the core Si 
to Si NW, this measurement could potentially suggest that the full tip imaging was 
achieved. The formation of the thick oxide shell will be discussed later in this 
section. 

 
Figure 81: The 3D reconstruction of the APT data obtained from a NW tip prepared on top of 

cylindrical micropost having a diameter of about 5 µm and height of 36 µm. (a) SEM image of the NW 
before APT measurement. Three different regions are highlighted on the SEM image:  Region I: the 
unreconstructed top part of NW corresponding to 1.7 M detected events before the auto laser alignment was 
completely achieved.  The height of this region was calculated from the SEM image. Region II and II: tapered 
and zero degree-shank angle regions of the NW corresponding to 17.3 M detected ions. The height of these 
two regions were obtained from the APT reconstructed data. (b) 3D reconstruction of APT data, where Si+ 
and Si++ ions are represented by the blue dots and O+ and SiO+ ions by the red dots. (c) To visualize the core 
central region of the reconstructed tip, a section cut along the y plane (with y = 0) is plotted. 

To confirm the full tip imaging and validate the reconstructed tip 
shape/volume, the number of detected atoms were compared to the actual number 
of atoms expected from the corresponding volume of the Si NW. To do so, the 
number of detected atoms (ranged atoms) from each region of the reconstructed 
data were extracted from the ion sequence. The results are for the not 
reconstructed region (region I) 1.7 M ions, for the reconstructed region (region II): 
∼ 3.8 M atoms and for the shank region (region III): ∼ 13.5 M atoms. Then by 
considering the detection efficiency (about 52 % in LEAP 5000XR) the 
corresponding number of atoms in the reconstructed volume were calculated and 
are reported in Table 10. These numbers can be compared to the estimated 
number of atoms in the NW based on the dimensions in the SEM image of the 
NW (see Figure 81a).   
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Table 10: Comparison between the number of atoms detected in APT and the actual number atoms 
expected from the NW within the reconstructed volume. The expected number of atoms were estimated from 
the SEM image.  

Parameters 
Region I: 

Not reconstructed 
Region II and III: 

Reconstructed data tapered 
region (II) & shank (III) 

Height [nm] ∼ 75 ∼ 185 
Detected ions [M ions] ∼ 1.7 (ions) ∼ 17.4 (decomposed atoms) 
Detected ions × detection efficiency [M ions] ∼ 3.3 (ions) ∼ 33.4 (decomposed atoms) 
Estimated N of atoms from SEM [M atoms] ∼ 3.6 ∼ 36.7 
Difference between the number of atoms 
extracted from SEM and APT ∼ 8 % ∼ 9 % 

 
Our analysis indicates that the estimated number of atoms from the SEM 

image is only about 9 % higher than the extracted number of atoms from APT 
measurement (considering the detection efficiency). This implies that the majority 
of the ions evaporated from the NW were projected within the detector area 
suggesting a FOV approaching the full tip imaging. This can be compared to a 
standard tip analysis in LEAP 5000XR, where the FOV is constrained to ~ 50° 

acceptance angle implying that the reconstructed volume contains only about 60 
% of the specimen volume. The 9 % mismatch between the extracted number of 
atoms from APT and SEM can be attributed to the calculation errors originated 
from the limited resolution of SEM image and some extreme trajectories which do 
not reach the detector.  

To further investigate the distribution of the detected ions and to explore the 
projection of the observed thick oxide shell in the reconstructed data, the 2D 
density and concertation maps (atomic concentration) were plotted for a part of 
the NW from the shank region (height of 100 to 150 nm) in Figure 82. 

 
Figure 82: 2D density and concentration maps plotted for a slice of the NW from a height of 100 nm to 

150 nm (a). (b) The 2D atomic density map for all decomposed atoms: Si, O and C. The 2D atomic 
concentration maps were also plotted for Si in (c), O in (d) and C in (e). 
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The 2D density map in Figure 82b indicates that the oxide shell has a 
negligible density (< 3 atoms/nm3) as compared to the core Si region (between 30 
to 180 atoms/nm3). Note that, the average tabulated atomic density for crystalline 
Si is about 50 atoms/nm3, in which by considering the detection efficiency (52 % 
in LEAP 5000XR) an average atomic density of about 26 atoms/nm3 is typically 
expected in APT analysis of Si. In our measurement, the core central region of the 
NW had an average density of about 51 atoms/nm3 (190 % higher than 26 
atoms/nm3) and for the oxide shell this density was about 2 atoms/nm3. This 
implies that the core central volume of the reconstructed data was further 
compressed (compression of about 51/26 = 1.9) and the oxide shell was much 
expanded (compression factor of about 2/23 = 0.17, by taking the reference 
atomic density of oxide shell equal to 23 atoms/nm3). As reported in Table 11, by 
keeping the NW height fixed to the reconstructed value, the compression factor 
can be calculated also for the diameter/thickness of the Si core and oxide shell 
(instead of the compression factor for volume). 

Table 11: Comparison between the average atomic density obtained from APT 3D data reconstruction 
of a slice of NW shown in Figure 82a. The standard atomic density of the native oxide is assumed to be equal 
to thermally grown silicon dioxide (2.3 × 1022 atoms/cm3). The compression factor for the volume was 
calculated based on the ration between obtained average density and the standard atomic density multiplied 
by the detection efficiency. For the fixed number of atoms and the NW height, the compression factor for the 
diameter was calculated as the square root of that of volume. Finally, the dimension of a NW having the 
standard atomic density and the same number of detected atoms was estimated by multiplying the 
reconstructed values of diameter/thickness by the calculated compression factor. 

parameters 
Region of the tip 

Silicon 
core Oxide shell 

Obtained average atomic density [atoms/nm3] 51 2 

Standard atomic density × detection efficiency [atoms/nm3] 50 × 0.52 23 × 0.52 

Density compression factor calculated for the volume [-] 1.9 0.17 

Density compression factor calculated for the diameter/thickness [-] 1.4 0.41 

Reconstructed average diameter/thickness [nm] ~ 54 ~ 13 

Estimated average diameter/thickness according to standard density[nm] ~ 75.6 ~ 5.3 

 
Finally, by implementing the obtained compression factors into the core/shell 

region of the reconstructed APT data, one can approximately estimate the 
corresponding diameter of a NW having the standard atomic density (keeping the 
height fixed to the reconstructed value) to be about 75.6 nm and the oxide 
thickness of about 5.3 nm. Although the estimated thickness of oxide shell is 
much thicker than that of actual native oxide, our density analysis confirms that 
the entire NW was in FOV during APT analysis.  

To further investigate, the properties of the oxide shell, the 2D concentration 
map of Si and O were also reported in Figure 82c and d. The concentration maps 
confirm that the core central region of the reconstructed data consists of about 
100% of Si, while the O concentration in the oxide shell varies from 35% to 65 %. 
This is slightly lower than what is expected from the native oxide, where the first 
7 Å of the oxide (in Si side) is known to be SiO2 layer and the rest consist of SiOx 
layer (x < 2)  [186]. This underestimation of O content might be due to the 
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trajectory aberration and partial projection of Si ions evaporated from core Si 
region toward the outer shell region of the reconstructed data. In addition, the 2D 
concentration maps of Si and O (Figure 82c and d) indicate that the concentration 
of O in the oxide increased from 35% to 65 % as a function the radial distance 
from the reconstruction center. This suggests that a part of the Si ions close to the 
native oxide might be projected within the oxide shell (trajectory aberration). 
Such a trajectory aberration could explain why the average density of oxide shell 
was higher than the expected value, which also resulted in the higher oxide 
thickness in Table 11. In addition, the 2D concentration map of the C atoms 
(Figure 82e) indicates that a C reach region (about 10% in concentration) exist at 
the outer most region of the oxide shell.  Since the C is normally located on the 
outside of the NW on top of the oxide shell, this also confirms the full tip imaging 
in this APT measurement. The C could originate from ambient contamination 
and/or etch residues on the NW.  

To further investigate the projection of the native oxide of the sidewall in the 
form of a thick, less dense oxide layer in the reconstructed data (see Figure 81c), 
finite element analysis of ion trajectories has been carried out with the exact NW 
and micropost dimensions as analysed in this APT measurement. In our FEA 
analysis the apex was assumed to have a hemispherical shape and the image 
compression factor (ξ) was calculated at 20 different radial positions across the 

apex radius. As discussed in the previous section, ξ can vary also along the 

analysis depth with a rate which mainly depends on the micropost dimension (see 
Figure 74). Hence, we repeated the FEA of ξ for two different heights of NW (340 
and 455 nm) corresponding to the initial and the end height of the shank region in 
the 3D reconstructed APT data and the results are reported in Figure 83. 

 
Figure 83: Estimated image compression factor (ξ) as a function of angular distance from the specimen 

axis (launch angle) for two different NW heights corresponding to the initial and the end height of shank 
region in the 3D reconstructed APT data (height of 344 and 455 nm). The calculation of ξ was obtained by 

finite element simulation of ion trajectories. 
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Our FEA suggests that ξ drops along the analysis depth, in which the average 

ξ (average across different launch angles) drops about 10% as the NW height was 
reduced from 455 to 320 nm. This can partially explain the observed reduction in 
the diameter of the dense Si core region along the reconstructed height (see Figure 
81c). In addition, since the NW was not prepared exactly at the center of 
micropost, further compression/distortion in the reconstructed data can be 
expected due to asymmetric electric field distribution around the specimen.  

In addition, the predicted variation of ξ across different launch angles of a 

hemispherical apex shape in Figure 83, suggests that the ion trajectories become 
less compressed as the radial distance from the tip apex increases. This implies 
that the projection of ions evaporated from a large distance from the specimen 
axis (large launch angle) will have a higher magnification as compared to those 
evaporated from the central core area of the apex (small launch angle). Hence the 
rate of change in ξ rises sharply at the angular distance of about 40° (see Figure 
83).  

Although this behavior suggests that reconstructing the APT data using a 
single ξ (currently available algorithms) should result in a gradual reduction in the 

reconstructed density towards the side walls of the NWs and the appearance of 
native oxide thicker (with lower density) than the actual thickness, the 
experimentally observed abrupt variation in the density between the Si core and 
oxide shell cannot be explained by our FEA. A potential explanation lies in the 
fact that the actual apex shape after APT analysis is far from having hemispheric 
shape as assumed in our analysis.  Such an apex shape after APT measurement is 
not unusual as for voltage as well as laser mode measurements, whereby typically 
an ellipsoidal tip shape with a higher curvature towards the specimen edge  have 
been reported [127],[185]. Also TEM images of the analyzed APT tips typically 
indicated a truncated hemispherical shape confined to 120° rather than 180° 
corresponding to a hemispherical apex shape [187], [183]. Such a difference 
between the assumed hemispherical and actual apex shape could potentially 
influence the variation of ξ across the different launch angles. Nevertheless, such 

an experimentally observed thick oxide layer and observed abrupt variation in the 
density between the Si core and oxide shell cannot be completely explained by the 
gradual variation of ξ across different launch angles. This might be partially 

attributed to the trajectory aberration caused by the differences in the field 
evaporation of Si and SiO2, similarly to what has been reported for SiGe fin 
embedded in SiO2 by Melkonyan D., et al.  [13].  
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Figure 84: Reconstruction artefact induced due to the differences between the field evaporation of Si (or 

Ge) and SiO2. (a) Cross-sectional dark-field scanning TEM image of the SiGe fin before APT specimen 
preparation. (b) SEM image of the APT specimen prepared from the SiGe fin. (c) 3D reconstructed APT data, 
where the Ge, Si and O atoms were represented by blue, red and green dots. The fin width in the 
reconstructed data is smaller than the actual value. (d) Estimated tip shape and electric field distribution by 
finite element simulation. (e) Ion trajectories evaporated from one atomic row above the calculated apex 
shape, where the ion trajectories from the SiO2 and fin region are shown in green and blue respectively. The 
figure is reported from reference [13]. 

As can be seen from Figure 84, due to the lower field evaporation between 
SiGe fin and SiO2 region, the apex develops into a shape deviating substantially 
from the from so called hemispherical shape. This results in the distortion of the 
ion trajectories and the appearance of artefacts in the 3D reconstructed data as this 
reconstruction is based on a hemispherical tip shape, whereby the ion trajectories 
originating from the fin region were compressed leading to a fin having a smaller 
width and higher density with respect to the actual values. In addition, the 
compression of the fin region increased along the analysis depth, which resulted 
in a negatively tapered fin versus the actual positively tapered one.  

In our full tip imaging of the NW, we have a similar configuration as the 
embedded fin in oxide. Hence it is not surprising that we observe a similar 
compression in the core Si NW region and that the reconstructed density of this 
region was higher than the actual density and diameter of NW (similar to fin 
width) was reduced along the analysis depth. Since, our experiment is the first full 
tip imaging in the history of APT, the projection of the native oxide from the 
specimen side wall is currently unknown in APT analysis. A further numerical 
investigation including the evaporation field of Si and native oxide is required to 
better understand the projection of the native oxide of the specimen side wall in 
APT. In addition, the TEM image of the NW after the APT measurement could 
provide an insight about the apex shape and possible local variation of apex shape 
close to the sidewalls.  

We also evaluated the degree of agreement between the FEA of the electric 
field and the observed behavior in the APT experiment. To do so, the FEA 
analysis has been performed on the exact NW and micropost dimension used in 
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this APT measurement. As discussed earlier in Section 4.6.1, FEA predicts that 
field factor (kf) gradually rises along the analysis depth for our NW tip design (see  
Figure 66). The FEA analysis of the zero degree-shank angle region of the 
prepared specimen predicted that kf gradually rises from 17.7 to 21.4 as the NW 
height reduces from 455 to 340 nm, corresponding to the initial and end of the 3D 
reconstructed data in the shank region. To compare the predicted trend of kf and 
the experimentally observed value along the APT analysis, the experimental 
voltage curve and the predicted trend by the FEA are plotted in Figure 85. Since 
our FEA only includes the calculation of the electric field and the ion trajectories, 
the direct estimate of the voltage curve is not available using our model. Hence, to 
extract the predicted voltage curve in our FEA, the experimental voltage at the ion 
sequence of 5.7 M atoms (initial part of null-shank angle region) was used to plot 
the predicted variation of electric potential along the NW height, according to the 
numerically predicted variation of kf along analysis depth. 

 
Figure 85: Applied potential during APT analysis. (a) Different regions of the NW heights were used to 

construct the schematic representation. The height of region I (not reconstructed part) was estimated from the 
SEM image of the tip, based on the number of ions detected before the complete laser alignment. While, the 
height of region II (tapered region) and III (null-shank angle) were extracted from the 3D reconstructed data. 
(b) The experimental voltage curve is plotted in blue and the predicted voltage curve by FEA in red. The 
trend was only calculated for shank region of the tip (region III) and the calculation was based on the 
simulated field factor (kf) for NWs having different heights (similar to different sequences of evaporation) 
and knowing the experimental voltage at the ion sequence of 5.5 M. 

The experimental voltage curve and the predicted trend have a reasonable 
agreement (maximum deviation about 5 %) for ion sequences up to 17 M. Hence, 
the FEA analysis of electric field matches the experimental values for the majority 
of NW height in the shank region (about 80 % of the height). For ion sequences > 
17 M, the experimental voltage curve diverged rapidly from the predicted trend by 
FEA. To better understand this experimental result, the detection rate and the 
collected mass spectrum were further investigated. We observed a linear increase 



 151 

in the background noise level of the mass spectrum/time-of-light, for the ion 
sequences > 17 M. The collected mass spectrum together with the background 
noise level in the time-of-flight are reported in Figure 86. Since we did not 
observe any significant change in the detection rate or the CSR along the 
measurement, such an increase in the background level cannot be attributed to the 
increase in electric field at the tip apex. Often such an increase in background 
noise is a precursor to tip rupture and less well understood.  

 
Figure 86: Increase in the background noise for mass spectrum/time-of-flight for ion sequences > 17 M. 

(a) The collected mass spectrum versus ion sequences. The major Si peaks are also identified on the figure. 
(b) Detection rate (in black) and background level for time-of-flight (in blue) are plotted versus ion sequence. 
The background level raised markedly for ion sequences > 17 M, while the detection rate remained 
unchanged.  

4.7  Conclusion 

In this chapter in order to describe the FOV in APT analysis, the distribution 
of the electric field in the vicinity of tip apex (near field) and in between the tip 
and detector (far field) together with ion trajectories have been discussed on the 
mesoscopic and microscopic scales.  

It has been shown that by considering the apex as a smooth hemisphere and 
neglecting the atomic roughness, the strength of electric field can be estimated 
using the field factor kf. This mesoscopic approach does however underestimate 
the actual strength of the electric field on the atomic scale. A quantum mechanics-
based calculation indicated that there is a local concentration of electric charges at 
the protruding atoms on the surface, which causes a local field enhancement at 
these protruding regions. To account for the microscopic atomic roughness, an 
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additional local field enhancement factor γ (over the average field estimated by kf) 
has been introduced which has typically a value between 1.5 to 2. Finally, to 
accurately estimate the distribution of the electric field in the vicinity of the tip 
surface, one needs to consider both the real tip shape (mesoscopic scale) and the 
arrangement of surface atoms (atomic scale). In addition, the trajectories of 
evaporated ions toward the AP detector were discussed in detail.  Finite element 
simulation has been shown to allow the calculation of ion trajectories at both 
mesoscopic and microscopic scales. Alternative, point-projection model has been 
introduced as a robust technique to estimate the ion trajectories by image 
compression factor ξ.  

Finally, 3D data reconstruction in APT was briefly introduced. The main 
reconstruction parameters and their state-of-the-art calibration technique have 
been discussed in detail. In addition, some limitations of the currently available 
protocols to 3D reconstruct back the actual arrangement of the atoms on the 
original specimen surface and the formation of reconstruction artefacts were also 
briefly introduced.     

The FOV for a hemispheric tip shape was shown to be the core central region 
of the specimen, which varies from specimen-to-specimen according to the 
distribution of electric field lines and thus ion trajectories. The FOV for a 
hemispheric tip shape can be accurately identified from the reconstructed 3D data, 
provided that the data reconstruction was carried out according to the calibrated 
reconstruction parameters. Any deviation of the apex shape from an atomically 
smooth hemispherical shape results in modification of the ideal ion trajectories, 
which can potentially influence also FOV.  

We have studied in detail the FOV for an asymmetric tip shape as induced by 
UV laser since this is one of the most common examples where the apex shape 
can strongly deviate from the hemispheric shape. Our study indicates that in UV-
assisted APT, the center of the FOV dynamically shifts toward the shadow side of 
the tip as it projects the ions from the top most region of the specimen always at 
the detector center. The shift in FOV depends on the degree of asymmetricity 
induced on the apex shape and can be estimated from the distance between the 
specimen axis and the detector center line on the TEM image. The detector center 
line can be identified on the specimen TEM image as a vertical line parallel to the 
tip axis and passing through the local maximum of the specimen.  

In order to maximize the FOV and probe the entire specimen volume in APT, 
we proposed a new design for an APT specimen, which consists of a zere degree-
shank angle nanowire prepared on top of a cylindrical micropost. The feasibility 
of full tip imaging, using our new specimen design, has been proven both 
numerically and experimentally. Our FEA analysis indicates that the presence of a 
flat area on micropost below the NW compresses the ion trajectories towards the 
detector center such that the ions evaporated from the sidewalls of the NW still hit 
to the detector. We numerically investigated the optimum dimensions (diameter 
and height) for the preparation of both NW and micropost which allow full tip 
imaging and create enough electric field enhancement at the apex of the NW. 
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Such standardized tip shape is also extremely helpful in fundamental studies (i.e. 
tip-laser interactions) as they allow to eliminate variability contributions in ion-
beam damage, retained Ga dose and distribution, tip geometry, heat transfer 
(shank angle), etc. 

In addition, we developed a preparation process, based on standard 
lithography and etching techniques. The process allows to prepare multiple APT 
specimens in a reproducible fashion and with minimized tip to tip variations in 
view of tip radius and shank angle. We fabricated the NW tip shape (zero degree 
shank angle) on top of a cylindrical micropost according to the exact dimensions 
suggested from the FEA.  

Finally, the APT analysis of the prepared NW tip, proved the full tip imaging 
feature for such a specimen design, whereby the native oxide of the NW (i.e. side 
walls) was within the FOV. Our analysis of the number of detected Si atoms 
versus the estimated number of actual atoms from the SEM image, also confirms 
the full tip imaging feature in our measurement. We have observed different 
forms of distortions in the 3D reconstructed data. For instance, the native oxide 
was projected as a thick layer (> 15 nm) having a very shallow density and the Si 
as the very dense with a small diameter. By correcting the density to the standard 
values, we demonstrated that the thickness of Si and the native oxide reached 
quite close the observed dimensions on the SEM image. Finally, we attributed part 
of the observed artefacts to the trajectory aberration induced by the high field 
native oxide shell around the NW.  
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Chapter 5 

5 Atom probe tomography on 
blanket films 

As discussed earlier, the combination of sensitivity (<10 ppm), 3D-spatial 
resolution and mass identification (isotope selectivity) makes APT a unique 
competitor for the analysis of 3D nanoscale structures and devices. However, as a 
recently emerging technique, APT completely lacks standardization, traceability 
and assessment of its uncertainty budget in view of both quantification and 
reconstructed 3D morphology. The repeatability and reproducibility in the APT 
analysis of bulk heterogeneous systems are not well evaluated and they are 
expected to be worse for more complex heterogeneous systems, including 3D 
nanostructures or multilayers. In addition, insight in some of the fundamental 
physics underpinning APT such as laser-tip interaction and preferential detection 
of one species, are still lacking and need to be investigated.  

In order to establish APT as a reliable and traceable metrological technique 
for quantification and accurate 3D reconstruction of elemental distribution in 3D 
nanostructured devices and layers, many technical aspects need to be further 
developed. In view of reliable quantification, several essential steps require 
further development: development of bulk calibration standards, evaluation of 
accuracy, repeatability and reproducibility of APT analysis in bulk heterogeneous 
materials and eventually development of the uncertainty budget for such an 
analysis.  

Regarding the 3D data reconstruction, the traceable calibration of all the 
reconstruction parameters (with their associated uncertainties), the accurate 
evaluation of apex shape along the analysis depth (both in mesoscopic and 
microscopic scale) and the further improvement in the reconstruction protocols (to 
account for the actual tip shape) are among the required improvements to advance 
APT towards a reliable and traceable metrological tool for the analysis of 3D 
heterogeneous nanostructures. 
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In this study we tried to address and resolve the following issues:  the lack of 
reference material (calibration sample), the evaluation of repeatability and 
accuracy of APT on bulk heterogeneous system and the unknown reconstruction 
volume or field-of-view (FOV). The latter has been discussed in Chapter 4, where 
the zero degree-shank angle nanowire tip shape prepared on top of a cylindrical 
micropost was introduced to maximize the FOV (full tip imaging). As shown, in 
this configuration, the sidewalls of the NW can be employed as a reference during 
the data reconstruction. This eliminates the unknown reconstruction parameters 
(FOV) and can potentially allow the calibration of detection efficiency by 
comparing the estimated number of atoms within the NW volume (from TEM) 
and the atoms detected during the APT analysis.  

In this chapter we will discuss APT analysis of B doped SiGe thin films. In 
Section 5.1, we will introduce a B doped SiGe film sandwiched between Si as the 
wafer for the development of a potential reference material for APT. We will 
discuss several complementary analyses to quantify the B and Ge concentration 
and the corresponding depth profiles. The APT specimen preparation from this 
well characterized heterogeneous system will be discussed in Section 5.2. 

In Section 5.3, we will experimentally evaluate the laser-tip interaction in 
APT analysis with UV and green laser light. In particular, we will discuss the 
local distribution of the electric field across the specimen diameter and its 
variation along the analysis depth for different experimental conditions. Relying 
on the well-characterized reference system, the accuracy of the APT analysis with 
UV and green laser light will be evaluated for different experimental conditions 
(electric field) and the optimum condition will be identified in Section 5.4. In 
addition, the repeatability of APT analysis in view of the Ge and B quantification 
will be evaluated in Section 5.5.  Finally, in Section 5.6, we will discuss the APT 
analysis of a thin SiGe multi-layer systems using a combined APT-STEM-EDS 
analysis and its quantification.[75] 

5.1 Reference material 

Beside scaling device dimensions, the semiconductor industry has already 
embarked in the use of heterogeneous and advanced functional materials in recent 
technology nodes. Doped SiGe is among the most used and promising 
heterogeneous systems for current and future devices. Apparently, the 
performance of such a device relies also on the concentration and the quality (i.e. 
vacancies, defects and Ge diffusion) of the SiGe materials [188],[189]. 

Hence, in this project we developed a B doped SiGe reference material for 
APT analysis. This allows the evaluation of the APT quantification and the depth 
profiling capabilities (for B and Ge) in view of accuracy, reproducibility and 
repeatability. We start from 300 mm Si (100) wafers containing an epitaxially 
grown B doped Si0.78Ge0.22 layer having a thickness of about 110 nm. To protect 
the region of interest (SiGe layer) from the potential damages induced during the 
specimen preparation, a 50 nm Si (100) was epitaxially grown on top of the SiGe 
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layer for one of the wafers.  The schematic representation of layer thicknesses and 
compositions are shown in Figure 87. 

 
Figure 87: (a) Schematic representation of 300 mm wafer used in our study, where the SiGe (100) and 

Si (100) have been epitaxially grown on a bulk Si (100) wafer. (b) Distribution of SiGe film thickness across 
the entire wafer area, measured by spectroscopic ellipsometry (SE). The color bar indicates the thickness 
values. The region demarcated by red lines was selected for APT, SIMS and RBS analysis (c) Distribution of 
active B concentration across the entire wafer area, measured by four point probe (4PP) resistive 
measurement technique. The measurements have been performed at 48 points, indicated by the black dots and 
the resistance were interpolated elsewhere. Please note that 4pp measurement was performed on the wafer 
without the Si cap layer. 

We have carefully analyzed our wafers using several complementary 
techniques in view of composition, film thickness and uniformity. These 
techniques are: grazing incident X-ray fluorescence (GIXRF), secondary ion mass 
spectroscopy (SIMS), Rutherford backscattering spectrometry (RBS), high 
resolution X-ray diffraction (HRXRD), scanning ellipsometry and four-point 
probe (4PP) resistivity measurement. The average Ge concentration, B content 
and SiGe film thickness obtained from these techniques are compared in Table 12. 
The uniformity of the SiGe film thickness and the compositions (Ge and B) were 
estimated from the in-line characterizations (HRXRD, SE and 4PP), where the 
measurements were repeated several times across the entire wafer area (see Figure 
87). The maximum variations of the SiGe film thickness and the sheet resistance 
across the entire wafer were less than 5% (by SE and HRXRD) and 6% (by 4PP) 
respectively. By excluding the central region of the wafer (diameter ~ 35 mm), the 
maximum variation in these parameters becomes less than 1% and 2% 
respectively. To further minimize the contribution of the homogeneity in our 
analysis we decide to use only a piece of the wafer (-60 mm < x < 60 mm, 40 mm 
< y < 120 mm) for the further characterization (GIXRF, SIMS and RBS) and APT 
analysis. The RBS and SIMS analysis were performed on a ~ 20 × 20 mm2 piece 
of wafer diced from a region corresponding to: 40 mm < x < 60 mm, 40 mm < y < 
60 mm.  
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Table 12: Average Ge concentration, B content and SiGe film thickness measured on the 300 mm wafer 
shown in Figure 87. For in-line characterizations techniques (HRXRD, SE and 4PP), the measurements were 
carried out across the entire wafer. While for GIXRF, SIMS and RBS the measurements were performed on a 
piece of wafer (40 mm < x < 60 mm, 40 mm < y < 60 mm).  Please note that the associated uncertainty was 
only available for GIXRF-XRR and RBS measurements. The reported B content by GIXRF is the preliminary 
result.  

Technique 
Ge concentration [%] B content [atoms/cm-3] Film thickness [nm] 

Mean Uncertainty Mean Uncertainty Mean Uncertainty 

GIXRF-XRR 22.5 ± 0.16 1.45 E20 ± 3.23 E19 111.2 ± 2.2 
RBS 24.0 ± 0.61 - - - - 

HRXRD 23.1 - - - 115.7 - 
SE - - - - 113.1 - 
4PP - - 9.63 E19 - - - 

SIMS 21.4 - 1.01 E20 - 112 - 

 
In our study, since only RBS and GIXRF measurements were traceable and the 
measurement results were reported with the associated uncertainties, we only used 
the measured results of these two techniques as a reference for APT analysis. The 
best estimation (𝑥) for the reference Ge concentration was evaluated by the 
weighted mean of these two measurements: 

 
 

𝑥 =
∑ (𝑥𝑖𝜎𝑖

−2)𝑛
𝑖=1

∑ (𝜎𝑖−2)
𝑛
𝑖=1

 5.1 

where xi and σi are the best estimate (or mean value) and the reported uncertainty 
of each technique respectively (see Table 12). The calculated best estimate for the 
Ge concentration by weighted mean was 22.8 % which is very close to the mean 
value reported by GIXRF which has a very small uncertainty. 

Finally, the traceable quantification for Ge and B (with associated uncertainty) 
and their uniformity distribution was planned to be carried by the reference-free 
GIXRF measurement at PTB (Bessy II synchrotron) according to ISO 35:2017 
guide for certified reference material (CRM). The ISO3 5:2017 defines reference 
material (RM) as: “material, sufficiently homogeneous and stable with respect to 
one or more specified properties, which has been established to be fit for its 
intended use in a measurement process” whereas a certified reference material 

(CRM) is defined as: “reference material (RM) characterized by a metrologically 
valid procedure for one or more specified properties, accompanied by an RM 
certificate that provides the value of the specified property, its associated 
uncertainty, and a statement of metrological traceability”. For the assessment of 
the CRM, the GIXRF measurement was planned to be carried out on four 
rectangular pieces (width ~ 20 mm) around the ROI of the wafer (-110 mm < x < 
90 mm, 40 mm < y < 120 mm) and the central region was considered for APT 
analysis. The detailed description of GIXRF analysis and extraction of the 
uncertainty can be found in reference [190]. Due to the long beam time required 
for such an analysis, the complete GIXRF characterization is still ongoing activity 
at PTB, while the preliminary results are reported in Table 12 (based on two 
measurements).  
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Finally, in this PhD project the Ge concentration and the SiGe film thickness 
measured by GIXRF-XRR was used a reference value for APT analysis. Since the 
preliminary reported B content by GIXRF (uncertainty ~ 25 %) was not available 
during this PhD work, we used the measured B content from SIMS, which has 
also a good agreement with the extracted value from 4PP. 

5.2 APT specimen preparation 

In this study the specimen preparation was carried out by the standard FIB lift-out 
technique. To minimize the induced FIB damages (i.e. amorphization and Ga 
implantation), a Ni cap layer (~ 80 nm thick) was evaporated on top of a 10 × 10 
mm2 piece of wafer. This piece of wafer was cleaved from the previously 
described ROI (-110 mm < x < 90 mm, 40 mm < y < 120 mm). We have prepared 
several APT specimens which all had quasi-comparable shapes in view of tip 
diameter in the SiGe layer. To do so, the tip sharpening step was stopped once the 
tip diameter reached to about 100 nm, then the cleaning step was carried out at 5 
keV to remove the entire remaining Pt cap and an apex diameter of about 60 nm 
was reached. The SEM image of one of the prepared specimens is shown in 
Figure 88. 

 
Figure 88: (a) Schematic representation of the wafer used for the preparation of APT specimens. (b) 

SEM image of one of the prepared APT specimens using the standard FIB lift-out technique. The image was 
taken after the 5 keV cleaning step. The measured specimen diameters, from the SEM image, at the tip apex, 
initial of SiGe layer and at the end of SiGe layer are shown on the image. 

In the following sections we will discuss APT analysis of the prepared specimens 
using FIB lift-out technique. 

5.3 APT analysis 

In this project, we have investigated the influence of laser wavelength and 
electric field (corresponding to different CSRs) on the different aspects of APT 
analysis, including quantification accuracy and the lateral and depth resolution. 
The APT measurements were carried out in a LAWATAP tool, using both UV 
and green laser light. In order to improve the measurement statistics by collecting 
a large enough number of atoms (~ 8 millions), several specimens have been 
analyzed, whereby each measurement was carried out with a fixed laser power 
and wavelength and other experimental parameters were kept constant during the 
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entire measurement. The experimental parameters employed in this study are 
listed in Table 13. 

Table 13: The experimental parameters used to study the quantification and depth profiling of B doped 
SiGe film in LAWATAP APT tool. 

 Experimental parameter value 

 Base temperature [K] 40 
 Detection rate range [Atom/pulse] 0.004 - 0.006 
 Pulse rate [kHz] 100 
 Si++/(Si++Si++) CSR [%] From 0.2 to 1 
 Laser power in UV wavelength [mW] From 3 to 12 
 Laser power in green wavelength [mW] From 5 to 100 

 
According to Kingham theory and the related curves, the CSR is a measure of 

the electric field at the time of the evaporation event. Typically, at higher laser 
powers the resulting apex temperature (during evaporation events) increases such 
that the same evaporation rate can be achieved with a lower electric field or 
equivalently a lower CSR. By establishing the relation between laser power – 
CSR value, the estimation of the local apex temperature for metallic [191] and 
semiconductor [101] specimens become possible. We obtained a quasi-linear 
relation between the laser power and the observed Si CSR (averaged over the 
entire SiGe film) for APT analysis in UV laser (see Figure 89). The measurements 
were carried out in a constant flux mode (~ 0.005 atom/pulse). Please note that 
this calibration curve depends on the specimen shape and tool parameters (i.e. 
laser absorption properties, laser alignment, etc) and may vary from tool-to-tool.  

 
Figure 89: Laser power and the measured Si CSR (Si2+/ (Si2++ Si+)) for APT analysis in UV (left) and 

green (right) laser light. Each point on the figures corresponds to one APT specimen measured at a fixed laser 
power. The error bars have been computed according to the combination of counting statistics and the 
standard deviation of the Si CSR over a voxel of 1 × 1 × 5 nm3 in the 3D reconstructed volume. Please note 
that the measurements were carried out at a fixed detection flux (~ 0.005 atom/pulse). 

Each marker in Figure 89 (for UV laser) corresponds about 8 M collected ions 
in the SiGe layer. The error bars have been calculated according to the 
combination of counting statistics and the standard deviation of the CSR over a 
voxel size of 1 × 1 × 5 nm3 in the entire reconstructed volume. Please note that the 
large error bars in the figure do not originated from poor statistics but primarily 
from the variation of Si CSR over the reconstructed volume.  We have further 
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investigated the possible systematic variation of CSR along the specimen depth as 
well as across the tip diameter for the APT measurements and the results are 
discussed in the following sections. 

5.3.1 Laser absorption with UV laser light  

We have analyzed the distribution of the Si and Ge CSRs across the specimen 
diameter and along the analysis depth for the measurements carried out in 
constant flux detection mode with a UV laser. We have observed that the Ge and 
Si CSRs have almost similar values (maximum deviation of the mean value < 6 
%) and distributions over the entire volume of the SiGe layer. Hence, in this study 
we will discuss the distribution of Si CSR over the 3D reconstructed volume 
(including both SiGe and bulk Si).  

The distribution of Si CSR across the specimen diameter for a ~ 50 nm thick 
section (in z direction) of the specimen in SiGe region, has been calculated  for 
different APT measurements and the results are plotted in Figure 90a.  Such a 
ROI was chosen to exclude the possible local variation of Si CSR in vicinity of 
interfaces (Si cap/SiGe and SiGe/bulk Si) and maximize the counting statistics. To 
calculate the distribution of Si CSR across the specimen diameter, the ROI has 
been divided in 21 slices along the laser illumination direction (x direction) and 
the Si CSR has been calculated for each slice. Each error bar corresponds to the 
combination of the counting statistics and the standard deviation for Si CSR 
/voxel within each slice (voxel size: 1 × 1 × 5 nm3).  

Finally, to compare the lateral distribution of the CSRs for specimens having 
different diameters, the normalized lateral positions with respect to the tip radius 
are reported in Figure 90a. As can be seen, the Si CSR gradually increased across 
the tip diameter in the direction of laser illumination (x direction) for all the 
measurements at different laser powers. The observed large error bars (standard 
deviations) in Figure 90a, are partially due to the local variation of the CSRs 
along y direction (see Figure 90b) which might be related to the presence of a 
crystalline pattern (pole and zone lines) at the center of detector hit map.  

For the APT measurements carried out at relatively lower CSRs, we observed 
that lateral distribution of Si CSRs was extended over a larger range. Whereby, 
for the APT measurement carried out at 12 mW laser power (average CSR~ 0.22), 
the Si CSR increased about 600% from the laser side of the tip towards the 
shadow side, while this variation was negligible (less than 2%) for the 
measurement at 3 mW laser power (average CSR~ 0.99). This is compatible with 
the observed tip shape after APT measurement, where a strong asymmetricity in 
the tip shape (different local curvatures) was observed for the APT analysis at 
lower CSRs. 
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Figure 90: The distribution of Si CSR (Si2+/(Si2++Si+)) across a 50 nm thick section (in z direction) of 

the specimen in the SiGe region in the direction of UV laser illumination (a) 1D distribution of Si CSR across 
x direction (laser illumination) of the reconstructed data for the APT measurements carried out at different 
laser powers. The horizontal axis shows the normalized lateral positions with respect to the reconstructed tip 
radius for each measurement. (b) 2D Si CSR map for the same measurement reported in (a) at laser powers 
equal to 3, 8 and 12 mW. (c) The absorption map computed by finite-difference time domain simulation  
(reported from [128])  for a silicon tip having an apex radius of 35 nm and a shank angle of 4° illuminated by 
UV laser light.  

Such a lateral distribution of the Si CSR is expected according to the 
predicted laser absorption map for UV light (see Figure 90b). As discussed in 
Section 3.4.1, for a Si specimen illuminated by a  UV laser, the photon energy is 
higher than the direct band-gap of the silicon (𝐸𝑝ℎ𝑜𝑡𝑜𝑛 > 𝐸𝑔𝑎𝑝𝑑𝑖𝑟𝑒𝑐𝑡) which leads to 
a strong absorption of the photon energy (small penetration depth) at the tip 
surface and sidewalls in the direction of the laser incident light.  

We have also investigated the distribution of the Si CSR along the analysis 
depth for the different APT measurements carried out at several laser powers and 
the results are reported in Figure 91. Our analysis indicates that the Si CSR 
gradually drop along the analysis depth for all the specimens analyzed in this 
study. This drop was negligible for the measurements at relatively high Si CSRs 
(>80 %), while it was maximal (in bulk Si) at midrange values (40 %< Si CSR < 
60 %). 
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Figure 91: Si CSR (Si2+/(Si2++Si+)) along the analysis depth for different APT measurements carried out 

at several UV laser powers. Please note that there was a mass overlap between Ni2+ and Si+, at the first stage 
of APT measurement, corresponding to the highlighted region in the gray color, this caused an error in the 
extraction of Si CSR. Hence this part of the profiles has been partially excluded from the plot. The depth 
profile of Si CSRs for the different measurements have been aligned based on the Ge depth profile (position 
of SiGe layer). The initial and end of SiGe interfaces are also indicated by black dash lines on the figure. 

We have attributed the reduction in the CSR along the analysis depth to the 
gradual decrease in the local evaporation rate due to the increase in the FOV along 
the analysis depth. Indeed, with increasing FOV, the area contributing to the 
measured evaporation flux increases implying that the local average evaporation 
rate decreases when working in a constant flux condition. We developed an 
analytical expression to predict the variation of the electric field along the analysis 
depth, which is discussed below.  

By assuming the same evaporation probability (Pevap) for all the surface atoms 
and a constant pulse frequency (fpulse), the detected flux (Φdet) in atom/s can be 
written as: 

 
 

Φdet =
∫ Pevap
t2
t1

(t) 𝑆𝐹𝑂𝑉(𝑡)ρsurfaceεD𝑓𝑝𝑢𝑙𝑠𝑒dt

(t2 − t1)
 5.2 

Where t is time in s, t1 and t2 are the initial and end time of the analysis in s, SFOV 
is the FOV or equivalently the probed area of the specimen apex at the given 
sequence of evaporation in m2, ρsurface is average number of atoms on the unit 
surface area in atom/m2 and 𝜺D is the detection efficiency. For a short duration of 
measurement time (t2 – t1), we assumed that evaporation probability Pevap(t) and 
SFOV(t) remain constant and one can write: 

 
 

Φdet =
(t2 − t1) Pevap 𝑆𝐹𝑂𝑉 ρsurface εD𝑓𝑝𝑢𝑙𝑠𝑒 

(t2 − t1)
 5.3 
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Since our APT analysis was carried out in a constant flux mode and at a fixed 
pulse frequency, Φdet, fpulse and 𝜺D can be assumed to remain constant along each 
APT measurement. Then, the evaporation probabilities at two different analysis 
depths, for a fixed infinitesimal duration of time, can be written from the equation 
as: 

 Pevap2
Pevap1

= 
𝑆𝐹𝑂𝑉1
𝑆𝐹𝑂𝑉2

 5.4 

As shown in Figure 92, the SFOV for a hemispherical tip shape having a radius of 
R is the cap area of the hemisphere, 𝑆𝐹𝑂𝑉 = 2𝜋𝑅ℎ, whereby the plotted trajectory 
in the figure corresponds to the last detected ion within the FOV. Finally, using a 
simple triangular relation, SFOV can be written as a function of launch angle (θ): 

𝑆𝐹𝑂𝑉 = 2𝜋𝑅
2(1 −  𝑐𝑜𝑠(𝜃)). 

 
Figure 92: Schematic representation of the FOV for a hemispheric tip shape. Please note that the 

indicated launch angle corresponds to the last detected atom on the specimen apex within the FOV. 

As previously shown in Equation 4.15, the θ can be derived as a function of 

the impact angle of ion trajectory (θ′): θ =  θ′ + arcsin ((ξ − 1) sin (θ′)). We 
also demonstrated that, θ′ can be written as a function of detector diameter (d), the 
distance between the detector and the tip (L) and the image compression factor 
(ξ): θ′ ≈ tan−1 (

D

L
) . By combining these parameters, SFOV can be written as: 

SFOV = 2πR
2g (ξ, D, L), where g is a function of ξ, D and L. The two last 

parameters are fixed for an APT tool, while ξ can vary according to the 

electrostatic environment (shank angle, tip height, etc). Nevertheless, ξ is typically 

assumed to remain constant during the 3D data reconstruction. Hence, the 
equation 5.4 can be written as: 

 Pevap2
Pevap1

= 
𝑆𝐹𝑂𝑉1
𝑆𝐹𝑂𝑉2

=  (
𝑅1
𝑅2
)
2

 5.5 

This correlation implies that for a measurement carried out at a constant detection 
rate, the local evaporation probability varies along the analysis depth as a function 
of the inverse square of the specimen radius, i.e. the local electric field will slowly 
decrease.  In order to investigate the influence of such a systematic variation of 
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Pevap on the electric field (F) and finally CSR, we further expand Equation 3.14 by 
considering that the evaporation probability is proportional to Pevap  ∝

exp (−
Q𝑏

kBT
), where Qb is evaporation barrier height, kB is the Boltzmann constant 

and T is the apex temperature at the given time of evaporation.   
By assuming that the apex temperature is similar at the different sequences of 

evaporation (i.e. in voltage mode), equation 5.5 can be written as: 
 
 

exp (−
Q𝑏2
𝑘𝐵𝑇

)

exp (−
Q𝑏1
𝑘𝐵𝑇

)

 ≈   (
𝑅1
𝑅2
)
2

 5.6 

According to Image hump model, the barrier height Qb can be estimated by:  

𝑄𝑏(𝐹) ≈  
1

2
𝑄0  (1 −

𝐹

𝐹𝑒𝑣𝑎𝑝
) (see equation 3.7), where Q0 is the zero-field barrier 

height for both ionization (first state) and the removal of an atom from the surface 
and Fevap is the evaporation field of the material. Hence the above equation can be 
written as: 

 

𝑒𝑥𝑝(−

1
2𝑄0  (1 −

𝐹2
𝐹𝑒𝑣𝑎𝑝

) 

𝑘𝐵𝑇
)

𝑒𝑥𝑝(−

1
2𝑄0  (1 −

𝐹1
𝐹𝑒𝑣𝑎𝑝

) 

𝑘𝐵𝑇
)

≈   (
𝑅1
𝑅2
)
2

 5.7 

One can simplify the above equation and write the variation of the electric field 
(F) along the analysis depth as a function of the ratio of the variation of the tip 
radius (R1 and R2): 

 
exp(

1
2𝑄0

(𝐹2 − 𝐹1)

𝐹𝑒𝑣𝑎𝑝𝑘𝐵𝑇
) ≈   (

𝑅1
𝑅2
)
2

 5.8 

Finally, by knowing the value of kB and Q0 at first ionization state for Si and by 
assuming that the evaporation takes place at 300 K, the above relation can be 
written as: 

 
𝐹2 − 𝐹1 ≈ 2.89 × 10

−10 × ln ((
𝑅1
𝑅2
)
2

) 5.9 

This analytical description of the variation of the electric field (F) as a function of 
tip radius (R) for the Si tip, predicts a drop of ~ 0.23 V/nm in the electric field 
when the tip radius increases by ~ 50 % due to the shank angle. Such variation of 
electric field is reflected in a change of the Si CSR according to Kingham curve of 
Si and can be calculated relative to the initial Si CSR at R1. 
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Since, the extraction of tip radius from SEM image can potentially lead to a 

large error in the calculation of (𝑅1
𝑅2
)
2

, the validity of this derived analytical 

correlation will be discussed later in Section 5.6 for a combined APT-TEM 
analysis. Nevertheless, we can roughly estimate this effect for the APT 
measurement carried out at 8 mW (see Figure 91). According to the SEM image 
of the specimen before APT analysis, we estimated the increase of the tip radius 
along the analysis depth from beginning of the SiGe layer up to the end of the 
analysis, to be ~ 50%. By knowing the initial Si CSR ratio at the end of Si cap (~ 
0.65), Equation 4.9 predicts a drop in the Si CSR to ~0.6, which matches the 
observed variation of the Si CSR along the analysis depth shown in Figure 91. 

Please note that although the ratio of the tip radius (Rinitial/Rend) along the first 
250 nm of the specimen depth was approximately comparable (40% < Rinitial/Rend 

< 60%) for all the specimens, the observed variation of CSRs along the analysis 
depth were quite different with a pronounced variation of CSRs for mid-range 
CSRs (see Figure 91). This can be explained according to the Kingham curve of 
Si and the developed analytical correlation, whereby for the same predicted drop 
of electric field (i.e. 0.23 V/nm) the apparent variation of Si CSR depends on the 
initial Si CSR (at R1) or similarly the initial electric field. According to the 
Kingham curve of Si, the mid-range CSRs (35 % < CSR< 65 %) are highly 
sensitive to the variation of electric field, while at higher/lower Si CSR regions 
the curve shows quite insensitive variation of CSR respect to the electric field. 
This explains well the observed variation of CSRs along the analysis depth with 
the UV laser.  

We have observed that the slopes of the drop in the Si CSRs were higher in 
SiGe layer with respect to the bulk Si for all the measurements. In particular the 
maximum drop of the Si CSR was observed for the measurement carried out at 
highest power. Due to the absence of any correlation between CSR and electric 
field (Kingham curve) for SiGe, we could not discuss this behavior further.   

5.3.2 Laser absorption with green laser light 

In contrary, for APT measurements carried out with a green laser, we observed a 
quite diverse trend for the Si CSR along the analysis depth for the measurements 
at different laser powers. As shown in Figure 93, the variation of the Si CSRs 
along the analysis depth had different trend for each laser power. For the APT 
measurements carried out at 55 and 100 mW (lower average Si CSRs) the 
specimens were fractured at the very beginning stage of the measurements in the 
SiGe layer and we reported the rest of the measurement after 400 K events from 
the fractured position. A possible mechanism for such a fracture at higher laser 
power will be discussed later in this section.  
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Figure 93: Si CSR (Si2+/(Si2++Si+)) along the analysis depth for the APT measurement carried out with a 

green laser using different laser powers. The specimens measured at 55 and 100 mW laser power locally 
fractured within the SiGe layer, while the measurements were continued successfully after this local fracture. 
We reported the rest of the measurements, after the fracture events, by excluding about 400 k events from the 
fractured position. Please note that there was a mass overlap between Ni2+ and Si+, at the first stage of APT 
measurement, corresponding to the highlighted region in the gray color, which caused an error in the 
extraction of the Si CSR. Hence this part of the profiles has been partially excluded from the plot. The Si 
CSR depth profiles for the different measurements have been aligned based on the Ge depth profile. The 
initial and end of the SiGe interfaces are also indicated by the black dash lines in figure. 

We have observed a successive increase/decrease of the Si CSR along the analysis 
depth for the APT measurements carried out at relatively higher laser powers (25, 
55 and 100 mW). In particular for the measurements carried out at 55 and 100 
mW a non-monotonic pattern is seen which will be discussed further.  
As discussed in Section 3.4, for a Si specimen illuminated by green laser, the 
photon energy is in between direct and indirect band-gap energy of Si 
(𝐸𝑔𝑎𝑝
𝑖𝑛𝑑𝑖𝑟𝑒𝑐𝑡 < 𝐸𝑝ℎ𝑜𝑡𝑜𝑛 < 𝐸𝑔𝑎𝑝

𝑑𝑖𝑟𝑒𝑐𝑡) and the photon absorption is assisted by the 
phonons (to conserve the momentum). Hence, the absorbed energy is weaker as 
compared to the case for a UV laser and the penetration depth of the green laser 
can be much deeper than the thickness of the APT tip. In fact, the laser light 
experiences a series of reflection and refraction events inside the 3D volume of 
the tip, which can obviously interfere. As a result, a periodic absorption pattern 
occurs depending on several parameters including tip shape (radius, shank angle, 
etc). These patterns have been theoretically predicted and are shown in Figure 94a 
for a Si tip having a tip diameter of 25 nm and a shank angle of 6° [192]. As can 
be seen, the laser absorption pattern across the specimen diameter (cross-section 
images) varies along the specimen depth, in which the position of the local 
maxima of the laser absorption have a fixed distance in z direction equal to the 
laser wavelength (𝛌=515 nm). Such predicted periodic maxima in the laser 
absorption map can potentially result in a periodic variation of apex temperature 
and similarly result in the same periodic variation of the Si CSR along the analysis 
depth. However, this has not been yet well experimentally evaluated in the 
literature. 
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To correlate the experimentally observed variation of Si CSR along the analysis 
depth to the numerically predicted absorption map in reference [192], we have 
plotted the observed depth profile of Si2+ and  Si+ together with the cross section 
2D maps of Si CSRs, at several depth positions, for the APT measurement carried 
out at 55 mW laser power. This measurement was carried out at an average Si 
CSR of about 0.5, which according to Kingham curve of Si is the most sensitive 
CSR to the variation of electric field. This specimen had a comparable average 
shank angle (~ 6°) and initial radius (30 nm instead of 25 nm) to the tip shape 
used for the simulation of absorption map shown in Figure 94a.  
This comparison clearly indicates that the distance between the maximum-to-
maximum of the experimentally observed periodic pattern of Si CSR does not 
match the predicted period for the local maxima of absorption map (𝛌=515 nm). 
In addition, the observed lateral distribution of the Si CSR (see 2D Si CSR maps 
in Figure 94b) indicates a uniform distribution of Si CSRs dominated by the poles 
and zone lines (see 2D Si density maps in Figure 94b) at different positions in the 
depth, while the average Si CSR of each section image (2D Si CSR map) was 
different according to the depth profile of Si CSR. This is compatible to the quasi-
hemispherical tip shape observed after all APT measurements using green laser in 
our study (see Figure 96). However, the numerically calculated absorption maps 
at different sections of the specimen (see Figure 94a) predicted a number of 
absorption maxima with a distribution depending on the depth position.   
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Figure 94: (a) The predicted 3D absorption map computed by finite-difference time domain for a silicon 

tip having an apex radius of 25 nm and a shank angle of 6°. The image in the center shows the successive 
absorption maxima along the specimen depth at the laser illuminated side of the tip. The images on the top 
and the bottom show the laser absorption pattern in the tip cross-section at different positions along the 
specimen depth. The figure is reported from [192]. (b) The experimentally observed variation of Si CSR for 
APT measurement carried out at 55 mW green laser power on a SiGe/Si specimen having apex radius of 
about 30 nm and a shank angle of about 6°. The image in the center shows depth profile of Si2+ and Si+ along 
the analysis depth, where the marked region up to 19 nm in depth, belongs to SiGe layer and the rest 
corresponds to bulk Si. The images at the top and the bottom show the 2D Si CSR maps for the specimen 
cross-section having a 5 nm thin depth. The 2D Si density maps are also shown for two sections of the tip at 
50 nm and 160 nm in depth.  

To better understand the observed discrepancies between the experimentally 
observed distribution of Si CSR (both lateral and depth) and the numerically 
predicted absorption pattern (local maxima), the laser tip interaction has to be 
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analyzed further in detail. We have described this discrepancy in the following 
paragraphs. 
For a given specimen with a constant shank angle, the finite difference analysis 
predicts that the absorption map (both in the shank and close to the apex) varies 
depending on the initial tip radius [113]. This implies that a single simulation 
cannot be used to predict the absorption map along the analysis depth. Hence, the 
simulation should be repeated at each apex diameter (along the analysis depth) to 
estimate the apparent absorption map during the course of evaporation. This has 
been shown in Figure 95 for a Si tip having a fix shank angle of 4° at four 
different initial tip diameters (20, 50, 100 and 160 nm) corresponding to 
evaporation sequences at different depths. As can be seen, the predicted 
absorption map close to the apex of the tip having an initial diameter of 160 nm ( 
Figure 95 a) is quite different from that of tips with diffrent initial diameters 
(Figure 95 b to d).   

 
Figure 95: 3D absorption maps computed for a silicon tip having a fixed shank angle of 4° at four 

different initial tip diameters (a) 20 nm, (b) 50 nm, (c) 100 nm and (d) 160 nm illuminated by green laser. The 
absorption maps were calculated by finite-difference time domain simulations Reproduced from [192].  

Indeed, to correlate accurately the 3D absorption map to the field evaporation 
process (at the specimen apex), one should repeat the numerical simulation of 
absorption map several times along the analysis depth, corresponding to 
simulations at different initial tip diameters.  Hence, the apparent distance 
between the absorption maxima (obtained from different simulations) may vary 
from 𝛌=515 nm and needs to be studied in detail. In addition, the first absorption 
maximum in green laser is located in a certain distance from the specimen apex 
(see Figure 95). This results in the energy absorption and heating by the specimen 
volume rather than local apex surface, in contrary to what typically observed in 
UV laser illumination [82]. Hence, the apparent distribution of apex temperature 
during the course of evaporation may not necessarily follow the predicted lateral 
pattern of absorption maxima (first cross-section in Figure 94a) at a certain 
distance from the apex surface. However, experimentally we do observe slightly 
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higher Si CSR on the laser side of the specimen cross-section for some positions 
in depth (see 2D Si CSR maps in Figure 94b), which might be interpreted as non-
uniform heating of the apex. 
In addition, the quasi-symmetric tip shape typically observed after APT analysis 
in green laser confirms the quasi-uniform heating of the apex. The SEM images of 
the three specimens after APT measurements at different laser powers are 
reported in Figure 93. As can be seen the apex shape had a quite symmetric shape 
for all the specimens while we observed local dips at the sidewalls of specimen 
shank for the APT analysis at relatively higher laser powers (25 and 100 mW). 
Such a local dip in the specimen shank was observed also in reference [101], 
where the author observed multiple dips along the specimen depth having a 
spacing (in z direction) equal to the 𝛌=515 nm. The author attributed the presence 
of such local dips to laser melting (and enhanced evaporation, not necessarily 
ablation) at the position of local absorption maxima in the specimen depth. The 
observed local fracture at the very initial stage of the APT measurements (see 
Figure 93) at high laser powers (55 and 100 mW) might be also attributed to a 
similar effect (laser melting). Vice versa, due to the small tip diameter at the 
beginning of the APT measurement, a possible damage/dip (by laser melting) 
would cause a complete fracture of the tiny upper part of the specimen.  

 
Figure 96: SEM images of APT specimens after analysis at different laser powers. 

To summarize, we have discussed the experimentally observed distribution of 
Si CSR over the reconstructed volume for APT measurements in UV and green 
laser at different laser powers. The experimentally observed distribution of Si 
CSR (lateral and depth) was compared to the numerically predicted absorption 
maps for UV and green laser lights and different aspects of the APT measurement 
have been explored in detail. In particular we have developed an analytical 
description for the decrease of the electric field along the analysis depth as a 
function of tip radius.  

Since our APT measurements have been carried out in a constant flux mode, 
the variation of the CSRs along the analysis depth implies that the apparent 
electric field or apex temperature was varying during the course of the 
evaporation. Such a variation of the CSR along the analysis depth is not desirable 
in APT measurement, since the electrical field is a crucial factor determining the 
quantification accuracy [193], [194].  But also, the related temperature increase 
might be detrimental for the accuracy. Gault et al. [195] demonstrated that higher 
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laser powers lead to a significant surface migration, which degrades the lateral 
resolution of APT analysis. It has been also reported that CSR has a significant 
impact on mass resolving power [196] and accuracy of quantification in APT 
analysis [193], [194]. In the next section we will discuss the impact of different 
CSRs on the quantification of Ge and B in SiGe film.  

5.4 Quantification of Ge and B in SiGe 

Currently, the accuracy and the uncertainty assessment of APT analysis is not yet 
available, even for the quantification in bulk specimens. This is mainly due to the 
absence of any reference material and the complexity in estimating the 
instrumental uncertainty (type B uncertainty). In this project we will evaluate the 
accuracy of APT analysis in view of Ge and B quantification in SiGe and its link 
to the different experimental conditions (electric field) by relying on a sample 
with a well characterized SiGe composition. In addition, we will evaluate the 
statistical uncertainty (type A uncertainty) for the measured average Ge 
concentration and B content in a bulk SiGe film. As discussed in Section 5.1, we 
have carefully analyzed our reference specimen (SiGe film) by other 
complementary traceable techniques (RBS and GIXRF). In particular, the 
accuracy of APT analysis in bulk SiGe will be assessed with reference to the 
GIXRF results in this section.  

For an APT measurement, the standard uncertainty (type A uncertainty) can 
be calculated according to the counting statistics. In this case for each ranged 
mass, the counting statistic follows the Poisson distribution and the standard 
deviation (Sc) can be calculated as a function of number of counts Nc [197]: 
 

  S𝑐 = √𝑁𝑐 5.10 

As we typically are dealing with millions of atoms, Sc is expected to be small. 
However, being an inherently 3D characterization technique, the reconstructed 
specimen volume is usually divided into a number of voxels, each with a much 
lower counting statistics and thus larger standard deviation.  The choice of the 
voxel size does thus not only have an influence on the extracted mean 
concentrations but also on the related type A uncertainty per voxel.   

On the one hand, the choice for a very large voxel size (up to all the atoms) 
results in an averaging over a large volume such that the intrinsic resolution is 
reduced/lost while it does improve the overall standard deviation due to the better 
counting statistics. This is the case for APT analysis for a bulk specimen where by 
taking the entire specimen as one voxel (no spatial and depth resolution), the 
standard deviation of the analysis will become equal to the overall counting 
statistics (see equation 5.10) which are typically some millions of counts. Hence, 
the standard deviation for such an analysis becomes very small.   

Vice versa, taking a voxel equal to the ultimate resolving power of APT will 
provide the highest spatial resolution, unfortunately at the price of strongly 
reduced counting statistics and thus large standard deviation. As a compromise 
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one aims for a reasonable voxel size such that the best estimate of the measurand 
�̅�𝑖 (i.e. concentration) can be calculated according to the number of counts within 
such a voxel and the associated standard deviation (Si).  The best estimate (mean 
value) of the measurand 𝑋 can be calculated by averaging over the mean values �̅�𝑖 
of all the voxels (see equation 5.11). The overall standard deviation St of the 
measurand can be calculated by the combination of the standard deviation of each 
voxel Si and the standard deviation of the means �̅�𝑖 as: 

 
 

𝑋 = 
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5.11 

where n is the total number of voxels. Please note that this equation relies on the 
same number of counts over the entire voxels which is valid if the number of 
counts are comparable for different voxels similar to what suggested by [198]. 
Otherwise a weighted standard deviation needs to be applied.  

This allows local quantification with an associated type A uncertainty 
calculated over the entire reconstructed volume but with a lateral and depth 
resolution defined by the voxel size. 

For a bulk specimen the calculated overall standard deviation (over the entire 
voxels) is also the measure of the uniformity of the measurand (i.e. mean 
concentration) over the reconstructed volume. We will further discuss this concept 
in this section by evaluating the Ge concentration and its distribution over the 
specimen volume measured at different experimental conditions.  

We have quantified the Ge and B concentrations/distributions for all the APT 
measurements described in the previous section (different laser powers at both 
UV and green laser wavelengths). We observed a systematic underestimate of the 
Ge concentration as a function of average Si CSRs for APT measurements in both 
UV and green laser lights as shown in Figure 97. Each point in the figure 
corresponds to one APT measurement carried out at fixed laser power. The error 
bars in the figures correspond to the overall standard deviation (see equation 5.11) 
of the Ge concentration and the Si CSR over the specimen volume by taking the 
voxel size equal to 1 × 1 × 5 nm3. As discussed previously, by taking the entire 
reconstructed volume as a single block (one voxel), the standard deviation 
becomes determined by the total counting statistics and reduces to less than 0.1% 
owing to the large number of detected events (about 8 M ions for each 
measurement). 

Hence, the obtained large error bars (overall standard deviation) for APT 
measurements carried out with a UV laser, and mostly at relatively lower CSRs 
(high laser power), suggest that a strong variation of the apparent Ge 
concentration (and Si CSR) exists over the reconstructed volume. The error bars 
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for the APT measurements in green laser appear much smaller in comparison to 
the measurements with UV laser.  

 
Figure 97: Average Ge concentration versus Si CSR (Si2+/ (Si2++ Si+)), (~ electric field) for different 

specimens measured with UV (left) and green (right) laser light. Each point in the figure corresponds to one 
APT specimen measured at the fixed laser power. The error bars were calculated according to the counting 
statistics and the standard deviation of the voxel means (see Equation 5.11)  by taking the voxel size as 1 × 1 
× 5 nm3. The linear fit for each data set is also plotted. The dashed black line indicates the reference Ge 
concentration obtained from the GIXRF measurement.   

A systematic underestimation of the Ge content for a C-doped Si75Ge25 layer 
analysed at different electric fields (40 % < Si CSRs < 93 %) was also reported by 
Estivill R., et al [199], [200]. The authors reported that the apparent concentration 
of Ge increases as a function of the electric field, similar to what has been 
observed in our study. However, the maximum measured Ge concentration (at Si 
CSR ~ 93%) reported still underestimates their nominal value (22.5 % versus 24.4 
% of the Ge concentration). As the nominal concentration of Ge and the analysis 
conditions (e.g. detection flux) in our study were comparable to that of ref [200], 
the discrepancy in the measured Ge concentration at high electric fields might be 
attributed to the accuracy in defining the reference Ge value. The latter highlights 
the need for a certified reference material (CRM) usable an interlaboratory 
comparisons on the quantification of such a system (e.g. ranging protocols, 
background subtraction, etc) using APT. These authora also mentioned that the 
observed variation of the apparent Ge concentration with the electric field 
remained an open question and that further investigation was required to better 
understand their results.  In line with these observations and conclusions, we have 
studied the Ge quantification in SiGe in more detail. 

To better understand the observed variation of the Ge concentration as a 
function of the average Si CSR (or equivalently the electric field) and its large 
deviations, we have further investigated the local variation of the Ge 
concentration over the entire reconstructed volume for the different APT 
measurements in this study.  

In the previous section, the lateral/depth distribution of Si CSR for APT 
measurement with UV laser was discussed in detail. In particular, we have 
demonstrated that there was a systematic variation of Si (or similarly Ge) CSR 
across the specimen diameter in the direction of laser illumination, which is also 
reported in Figure 98b. We have also observed a systematic variation of the Ge 
concentration across the specimen diameter for all the specimens measured with 

GIXRF: 22.5 ± 0.16GIXRF: 22.5 ± 0.16
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the UV laser. In Figure 98a, the distribution of the Ge concentration across the 
specimen diameter (in the direction of the laser illumination) is shown for a 50 nm 
thick section of SiGe film. To compare the trend for different specimens having 
different tip diameters, the lateral position was normalized to the specimen radius 
for each measurement. As can be seen, the concentration of Ge was higher on the 
shadow side for all the specimens. To possibly correlate the local distribution of 
Ge concentration (see Figure 98a) to the local variation of Si CSR (see Figure 
98b) across the specimen diameter, these parameters were plotted versus each 
other in Figure 98c.  

Our analysis clearly demonstrates that the local Ge concentration (across 
specimen diameter) was relatively increased as a function of the local Si CSR (or 
electric field) for all the specimens measured at different UV laser powers. 
However, for the same value of Si CSR, the local Ge concentration showed 
different values for the specimens measured at different laser powers (see Figure 
98c). For instance, at local Si CSR of about 0.4, the local Ge concentrations were 
about 19.5, 20.5 and 21.5 % for the specimens measured at laser powers equal to 
12, 9 and 8 mW respectively.  This discrepancy was mostly observed for the 
measurement carried out at lower average Si CSRs (below 0.6).  

 
Figure 98: The distribution of local Ge concentration across the specimen diameter for APT 

measurements carried out with a UV laser at different laser powers. A 50 nm thick section (in z direction) of 
the reconstructed tip in the SiGe film was used for this analysis. (a) Distribution of local Ge concentration 
versus lateral position on the specimen in x direction (laser direction). To compare different specimens 
having different diameters, each position was normalized to the tip radius. (b) Distribution of local Si CSR 
versus lateral position on the specimen in x direction. (c) Correlation between local Ge concentration and 

Laser direction

Laser direction (x) Laser direction (x)(a) (b)

(c)

RBS: 24.0 ± 0.6

RBS: 24.0 ± 0.6
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local Si CSR across the specimen diameters. This figure was obtained by combing the figures (a) and (b). The 
error bars were calculated according to the weighted standard deviation. 

The 1D depth profile of the Ge concentration (averaged over the entire tip 
diameter) was calculated for different APT measurements with the UV laser and 
the results are reported in Figure 99.  Our analysis suggests that the Ge 
concentration was increased along the analysis depth for all the measurements at 
different UV laser powers by ~1% in the Ge content.  The figure also indicates 
that Si CSR dropped along the analysis depth in the SiGe layer for all the 
measurements. The latter has been discussed in detail in the previous section. This 
drop in Si CSR was higher for the measurements at low CSR regions (higher laser 
power), while for the measurements carried out at 12 mw laser power, the Si CSR 
was dropped by more than 100 % along the analysis depth. Although it is clear 
that the average apparent Ge concentration at each position in depth becomes 
higher as the electric field (Si CSR) increases, the correlation is less pronounced 
as compared to the lateral variation. Note for instance for the lowest laser power 
where there is hardly any change in CSR, the local Ge concentration (averaged 
over the tip diameter) still varies with depth. We have observed a similar increase 
in Ge concentration along the analysis depth also in the APT measurements in 
green laser (see Figure 100).  

These observations could be real as a small increase in Ge concentration (< 
1%) was also observed in the SIMS analysis. Further confirmation in the depth 
profile of our reference wafer is ongoing using the GIXRF technique. 

 

 
Figure 99: The depth profile of Ge concentration and Si CSR for different APT measurements carried 

out with UV laser. Each curve corresponds to one specimen measured at a fixed laser power. The interfaces 
between Si cap/SiGe and SiGe/bulk are indicated by black dashed lines. 
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Figure 100: The depth profile of Ge concentration and Si CSR for different APT measurements carried 

out in green laser. Each curve corresponds one specimen measured at a fixed laser power. The interfaces 
between Si cap/SiGe and SiGe/bulk are indicated by black dashed line. 

To understand the origin of such an underestimation of the Ge content in SiGe 
at low field region (Si CSR < 0.7) and its over estimation at high field regions (Si 
CSR > 0.7), we have investigated the potential loss mechanisms including DC 
evaporation, dissociation of molecular ions into neutrals and detector dead zone. 

At high electric fields (high CSR), evaporation in-between laser pulses due to 
the presence of the high DC voltage may occur. As these are non-timed events, 
they lead to nonidentifiable species and an increase in the overall background 
signal. In case of specimens containing species with strongly different field 
evaporations (Fevap), such DC evaporation may cause preferential evaporation of 
low field species and lead to its detection loss (underestimation). To evaluate such 
a possible loss mechanism, we calculated the background signals in our mass 
spectra. We did observe a gradual increase in the back ground level as a function 
of Si CSR, from 8 ppm/ns (at Si CSR=0.2) up to above 20 ppm/ns (at Si 
CSR=0.99) for the APT measurement carried out in UV laser. Since Ge has a 
slightly lower evaporation field compared to Si (29 versus 33 V/nm), the observed 
higher background level might be attributed to DC evaporation of Ge in the high 
field region. By ranging the entire background and calculating its concentration 
for different APT measurements in UV laser (different Si CSRs), we have 
evaluated the possible modification of SiGe stoichiometry according to the 
background level. 
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Figure 101: Estimated additional Ge concentration by assigning all background counts to Ge as a 

function of Si CSR (Si2+/ (Si2++ Si+)) for UV. The background level was estimated by ranging the entire non 
ranged mass-to-charges in the mass spectrum. Each marker corresponds to one specimen measured at a fixed 
laser power.   

As can be seen from Figure 101, the background level increases at higher Si 
CSR but its actual value (< 1%) cannot explain the observed discrepancies in 
concentrations. At low electric fields, where the underestimate is the largest, the 
background is low thus the added concentration as well (<0.5%). At high fields, 
the preferential Ge loss would increase to 1% (causing some underestimate) at 
variance with the observed overestimate of Ge. Hence whether or not the 
background reflects a (non)preferential evaporation of Ge, it can never explain the 
observed errors on the quantification.   

Another possible loss mechanism is the dissociation of molecular ions and the 
generation of neutrals, which was reported to cause underestimation of N in GaN 
due to formation of N2 neutrals [193], [129]. We have evaluated such a possible 
loss mechanism by analyzing the multi hits and by tracking the possible 
dissociation patterns, similar to what discussed in Section 6.3.2. We did not 
observe any significant dissociation pattern for the APT analysis at different 
electric fields. Hence, the dissociation of molecular ions and the generation of 
neutrals was also excluded from the possible loss mechanisms in our study.  

Another source leading to a possible loss mechanism is the dead zone (or dead 
volume) of detection system in delay line detectors (DLD). In case two or more 
ions reach to the detector with the time difference smaller than a certain threshold 
(2 ns for our system) and a distance between atoms is less than certain limit (2 
mm for our system), the DLD system is unable to identify them as two atoms and 
only assigns one count to the detected event. Obviously, the other atom in the 
multi-hit is not counted [82]. In particular, some species in APT are known to 
evaporate more in the form of multi-hit events, such as B in Si [201] and C in 
SiGe [200], hence these are more prone to such a loss mechanism. However, in 
our analysis we did not observe any significant number of multi-hit events: they 
were ~ 5% for Si CSR~ 0.2 and up to ~ 9 % at Si CSR~ 0.99. A similar range of 
Si and Ge multi-hits events was also reported by Estivill R., et al [200] for a C-
doped Si75Ge25 layer. In addition, the composition of the detected Ge in double 
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hits was not much different from that of single-hit events. This implies that there 
is no preferential evaporation mechanism in the form of multiple events between 
Si and Ge. Hence, we do not expect any significant impact of the detector dead 
zone on the compositional analysis of SiGe. However, as expected, the 
concentration of B in multi hits was much higher than that of single detected 
events.   

Finally, to evaluate other possible sources of preferential 
evaporation/detection loss for one of our species (Ge or Si) over the other at 
different electric fields, we have compared the APT analysis of three different 
SixGe1-x compositions (x ~ 22, 50 and 72). For instance, in case a systematic 
preferential evaporation/detection of Si at low electric field exists for Si78Ge22, 
this may become more significant for a higher Ge content (i.e. Si25Ge75). The Ge 
concentrations for three different SixGe1-x stoichiometries (x ~ 22, 50 and 72) do 
show however a very similar trends at all different electric fields (see Figure 102.) 

 
Figure 102: Ge concentration versus electric field (Si CSR) for three different SixGe1-x compositions (x 

~ 22, 50 and 72). The APT measurements for Si28Ge72 was carried out in LEAP 5000 XR, while the other 
measurements were carried out in LAWATAP. Please note that the markers reported for Si28Ge72 and 
Si50Ge50 are lateral slices of one and two specimens respectively, while each marker for Si78Ge22 corresponds 
to one tip measured at a fixed laser power. The error bars have been calculated according to the standard 
deviations. 

Our analysis suggests that the APT measurement at average Si CSR of about 
0.7, allows the accurate quantification for all three SixGe1-x compositions (x ~ 22, 
50 and 72) while the Ge content is underestimated for APT measurements at Si 
CSR < 0.7 and overestimated for Si CSR > 0.7. Despite our detailed 
investigations of the potential loss mechanisms, we could not find any physical 
explanation for the observed underestimation/overestimation of Ge content in 
SiGe at low and high field regions. Potentially surface migration driven by the 
electric field may be the dominant process which is however hard to prove. At 
least for B it was reported that at high laser powers B migrates from outside the 
FOV within the analysis region thereby leading to an overestimate [202].  

Reference: 22.5

OverestimationUnderestimation
CSR 70%

Reference: 50

Reference: 72
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So far, we identified an optimized condition (electric field), which allows a 
more accurate stoichiometry for the APT analysis of SixGe1-x compositions (x ~ 
22, 50 and 72) to be obtained regardless of the use of a UV and green laser 
system. Our developed full tip imaging technique might help better understanding 
of the observed behavior by probing the entire tip and address a possible 
preferential trajectory aberration or the migration for one specious out of FOV. 
For instance, a wider FOV can address the migration of B in the high laser powers 
and it can potentially resolve the inaccuracy in the B quantification.  

We looked at the quantified B content for a B doped Si78Ge22 at different 
electric field (Si CSR) for APT measurements in both UV and green laser, a 
similar underestimate of the B content at low field regions is observed (see Figure 
103). At present, the SIMS measurement was used as a reference for the B content 
(1.01 x 1020 atom/cm-3) while the GIXRF analysis is still ongoing to more 
accurately quantify the reference B content with its traceable uncertainty.  

 

 
Figure 103: APT quantification of B content in Si78Ge22 versus Si CSR (electric field) for measurements 

carried out at both UV and green laser in LAWATAP tool. The error bars were calculated according to the 
counting statistics and standard deviation of voxel means (see equation 5.11)  for the reported parameters by 
taking the voxel size as 1 × 1 × 5 nm3.  

Melkonyan D., et al [201] reported a loss of B in Si was, though a recent 
results by Kouzminov D., et al [203] shows the opposite as well. The 
discrepancies could be linked to the fields used (at present not reported in [203]) 
since also our preliminary analysis also suggests that there is not much 
underestimation of the B content at high electric field. Obviously more systematic 
studies are required to clarify the accuracy which can be obtained. 

5.5 Precision of APT quantification for Ge and B  

In the previous section, we investigate the optimum experimental condition 
(high electric field) which allows a more accurate stoichiometry for the APT 
analysis of Si78Ge22. This accuracy assessment was carried out using the GIXRF 
analysis as the traceable reference, which was discussed in Section 5.1.  

In order to mimic the repeatability of APT analysis and assess its precision, 
we carried out several APT measurements on multiple tips under the same optimal 
experimental conditions. At the time of this analysis, the result of the GIXRF 
measurement was not yet available and we used the RBS measurement as the 

SIMS: 1.01 E20 SIMS: 1.01 E20
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reference value. The APT measurements were repeated on 5 different specimens 
using UV and 3 specimens using a green laser with the Si CSR > 95%. The results 
are reported in Figure 104. 

 
Figure 104: Repeatability of Ge quantification in SiGe by APT using UV (left) and green laser (right). 

Each marker corresponds on one APT tip measured at a fixed Si CSR > 95 %. The error bars were calculated 
according to the counting statistics and the standard deviation of the voxel means (see equation 5.11)  for a 
voxel size of 1 × 1 × 5 nm3.  

Please note that the reported error bars were calculated according to the 
counting statistics and standard deviation of the voxel means (see equation 5.11) 
for both Ge concentration and the Si CSR over the reconstructed volume by 
taking the voxel size as 1 × 1 × 5 nm3. Hence, our measurand is the concentration 
of Ge at each position within the reconstructed volume rather than the average Ge 
concentration over the entire tip (no lateral/depth information). Although both 
measurands lead to the same mean value for the overall Ge concentration, the 
difference is that the latter does not evaluate the possible variation of Ge 
concentration across the volume and the error bar becomes simply the overall 
counting statistics. Vice versa, the reported error bars in this study include the 
degree of homogeneity of the Ge concentration over the reconstructed volume 
(standard deviation of the mean). We obtained a smaller statistical error bars for 
all the APT measurements in green laser as compared to the measurements at the 
same condition and field (Si CSR > 95%) with the UV laser. This implies that 
APT analysis in green laser allows more accurate quantification of Ge in view of 
the Ge distribution (lateral and depth) in a reconstructed tip volume. This is most 
likely because more symmetrical tip shape and the minimal CSR variation across 
the tip. 

Our analysis suggests that the Ge quantification in APT has a quite high 
repeatability, in which the calculated standard deviation of the mean for different 
measurements was only ~ 0.28 % and ~ 0.57 % using UV and green laser 
respectively. This corresponds to a precision better than 1.2 % and 0.2 % for the 
average quantification of Ge concentration respectively. The measurement data 
and the associated uncertainties are reported in Table 14.  

 
 
 

RBS: 24.0 ± 0.6RBS: 24.0 ± 0.6
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Table 14: The Ge concentrations and their statistical uncertainties obtained from the APT measurements 
at a fixed experimental condition and a Si CSR> 0.95. The precision of the APT measurement was also 
evaluated in view of the average Ge concentration. Please note that the reported statistical uncertainty was 
calculated according to standard deviation (including the counting statistics) of different voxels using the 
68.27 % confidence level. 

 
APT Measurement Ge concentration [%] Repeatability 

 Laser # Si CSR 
[%] 

Mean value 
[%] 

Statistical 
uncertainty 

[%] 

Mean 
value 
[%] 

Standard 
deviation of 
means [%] 

Precision 

 UV 1 0.99 23.9 0.71 

23.5 0.28 1.2 % 
 2 0.98 23.3 0.53 
 3 0.94 23.3 0.73 
 4 0.96 23.3 0.65 
 5 0.98 23.7 0.64 

 Green 1 0.99 23.9 0.27 
23.9 0.57 0.2 %   2 0.98 24.0 0.27 

  3 0.96 23.9 0.28 

 
We did a similar analysis for the B quantification in SiGe using both UV and 

green lasers. As can be seen in Figure 105, the calculated statistical uncertainty 
for the B quantification showed relatively large values in compare to that of Ge 
for both analyses in UV and green laser light. Although this is partially due to the 
poor counting statistics for B (small number of counts), we also observed a quite 
inhomogeneous distribution of B over the entire reconstructed tip volume (see 
Figure 106), similar to what observed by [201] for B in Si. Hence, we attributed 
the high statistical uncertainty to the inhomogeneity of B concentration (though a 
measurement artefact). Finally, the calculated precision for the B quantification in 
SiGe (mean value) is better than 1.1% (UV laser) and 2.2 % (green laser). 

 
Figure 105: Repeatability of B quantification in SiGe by APT using UV (left) and green (right) laser 

light. Each marker corresponds on one APT tip measured at a fixed Si CSR > 95 % with all the other 
experimental conditions kept constant during all the measurements. The error bars were calculated according 
to the counting statistics and standard deviation of voxel means (see equation 5.11)  for the reported 
parameters over the reconstructed volume by taking the voxel size as 1 × 1 × 5 nm3. 

SIMS: 1.01 E20SIMS: 1.01 E20
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Figure 106: Lateral distribution of Ge (left) and B (right) concentration across the specimen diameter 

(2D concentration maps) measured at Si CSR~0.99 in UV laser. 

5.6 APT analysis of multi-layer systems 

SiGe multi-layer systems have many applications in the semiconductor industry 
including quantum wells, superlattices for infrared detectors and resonant 
tunneling diodes. Since the composition and the thickness of each layer can have a 
strong influence on the overall performance and properties of the system, these 
parameters need to be measured accurately. The scanning transmission electron 
microscopy (STEM in combination with EDS) is commonly used for determining 
the layer thicknesses, composition and some information on the interdiffusion 
profiles at the Ge/SiGe/Si interface with sub-Å resolution [10]. Nevertheless, it 
lacks the sensitivity to probe the dopant distribution for which APT is much more 
suited as it has a higher sensitivity, even for dopants, and has a comparable 
resolution to STEM. However, due to the unknown reconstruction parameters, the 
reconstructed APT data can easily lead to a wrong layer thickness or other 
morphological parameters. 

Therefore, a combined APT-(S)TEM analysis on the same specimen, referred 
to as correlative microscopy, can address the aforementioned limitations of each 
technique and generate more reliable information about the specimen. In this 
context, the STEM microscopy can improve the 3D data reconstruction in APT 
analysis, whereby the STEM data (e.g. tip shape, layer thicknesses, etc) can be 
used to guide the data reconstruction in APT through calibrating the 
reconstruction parameters or even by identifying the local magnifications (i.e. 
artefacts). In addition, the STEM microscopy can provide crystallographic 
information which is not typically available in the APT analysis (e.g. defects and 
dislocations) [82].  

The feasibility of such a complex correlative microscopy, focusing on the 
same sharpened APT specimen, has been demonstrated by several authors 
[204],[205] and has been identified as pathway towards a more accurate APT data 
reconstruction for complex systems (e.g. devices) [206] and even atomic-scale 
tomography,  as suggested by Kelly F.T., et al. [207]. Several studies have been 
reported on the development of suitable hardware (i.e. holders) or protocols for 
such a complex analysis [206],[132]. Recently, Mouton I., et al. [208] have 
developed a protocol for accurate reconstruction and the correlation of APT 
analysis to the STEM data for nanoporous materials.  
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So far, all correlation microscopy has been done ex-situ i.e. the STEM results 
are obtained either by interrupting the APT process [172] or at the end of an APT 
run. In either case one needs to be concerned about the impact of the STEM 
tomography as it can potentially modify the specimen through electron beam 
damage (i.e. knock-on displacement) [209] or growth a carbon contamination. 
Their impact can be minimized by adopting a suitable (low) voltage during the 
STEM analysis and successive plasma treatment after the image acquisition. A 
more detailed description regarding the potential electron beam damages to an 
APT specimen can be found in [82].  

In this project, we will demonstrate similarly the use of a combined APT-
STEM tomography analysis on the same APT specimen to obtain an accurate 
quantification and 3D data reconstruction of the SiGe multilayers. In addition, we 
have exploited the comparison of the depth profiles obtained with EDS analysis 
and APT, to address several aspects of the Ge quantification in SiGe multilayers. 
This is in line with the studies of Koelling, S., et al. who reported that based on 
such comparison the depth resolution and the accuracy of the APT analysis 
degrades depending on the laser wavelength and laser power used. [210]. 

The schematic representation of the SiGe multi-layer system in our study 
together with the developed measurement flow is reported in Figure 107.  

 
Figure 107: Representation of the measurement flow for the developed combined STEM/EDS 

tomography-APT analysis. (a) The schematic representation of the SiGe multi-layer system and the TEM 
image of the prepared sharped APT specimen by standard FIB lift-out technique. (b) The ortho slices 
obtained from STEM-EDS tomography on the sharpened APT tip. (c) The 3D reconstructed APT data 
obtained from the APT measurement on the same sharpened specimen after cleaning by oxygen plasma. 

The differences in the field evaporation of Si and Ge and the presence of different 
layers along the specimen depth, can potentially modify the apex shape and cause 
reconstruction artefacts at the interface between these layers  [211]. To minimize 
the number of layers involved simultaneously in the field evaporation from the tip 
apex, the tip shape was prepared in form of a high aspect ratio (small shank angle 
and initial radius) to ensure a small tip diameter even at 100 nm in depth, where 
the thin SixGe1-x multi-layers were located. The specimen preparation was carried 
out by FIB lift-out according to the standard procedures. Then, the specimen was 
stored in the load lock of the APT tool (high vacuum) before loading to the STEM 
chamber. The specimen transfer to the STEM chamber was carried out in air. 
After STEM/EDS analysis, the specimen was cleaned by an isotropic oxygen 

STEM Measurements on APT tip : SiGe Quantum Wells (WORKFLOW 1)

STEM-EDXS TOMOGRAPHY

APT tip

Ortho slices

Ge SiTITAN 120kV; +/- 90o series with 5o tilt step; SIRT reconstruction

2D EDXS Maps

D
e
vi

ce

50 nm

STEM Measurements on APT tip : SiGe Quantum Wells (WORKFLOW 1)

STEM-EDXS TOMOGRAPHY

APT tip

Ortho slices

Ge SiTITAN 120kV; +/- 90o series with 5o tilt step; SIRT reconstruction

2D EDXS Maps

D
e
vi

ce

50 nm

TEM

EDS

STEM-EDSX 
tomography

STEM

APT analysis

APTTip preparation

(a) (b) (c)

Si Si
Ge



 184 

plasma for 2 min to eliminate the possible carbon-based materials deposited by 
the e-beam on the apex and sidewalls of the specimen.  
We have measured two APT specimens, according to the described procedures, in 
the LAWATAP AP tool, while the STEM/EDS tomography was carried out only 
on one of the specimens. The APT measurements were carried out using UV and 
green lasers at the optimum experimental condition (Si CSR > 0.95) which allows 
the accurate quantification of Ge in different SixGe1-x layers. The other 
experimental conditions were as the folls: base temperature ~ 40 K, detection flux 
~ 0.005 atom/pulse and pulse rate ~100 kHz.  

The tip shape and layer thicknesses measured by TEM/STEM, were used as a 
reference for the APT data reconstruction. The overlay of the depth profiles for 
the Si and the Ge concentrations obtained from the APT measurements using UV 
and green together with EDS analysis is shown in Figure 108. As can be seen the 
APT measured concentration of Ge/Si for the different layers matched quite well 
(accuracy better than 5 %) the nominal values reported in Figure 107a, while the 
EDS was unable to accurately estimate the concentration of Si29Ge71. In addition, 
the depth profiles obtained by APT indicated a sharper rising and leading edges at 
the interfaces between the layers. Due to the formation of reconstruction artefacts 
at the interfaces, we observed a small retention of the core central region of upper 
layer down to a few nanometer (about 1 to 2 nm) into the lower layer for all the 
layer structures in our study. This resulted in the appearance of the rising and 
leading edges of the interfaces in the depth profile with a certain slope (instead of 
ideal 90°).  The formation of such an artefact at the interface between Si/SiGe was 
discussed in detail in [211].  

 
Figure 108: Comparison between the depth profiles obtained by APT measurements (using UV and 

green laser) and the EDS analysis. The depth profiles for the APT measurements were taken from the 7 × 7 
nm2 core central region of the reconstructed data. 

The comparison between the depth profiles of APT measurements using UV 
and green laser (see Figure 108), indicates that the APT measurement with UV 
underestimated the Ge concentrations for all the Si15Ge85 and Si029Ge71 layers by 

Ge

Si < 3 %
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about 3% (in Ge concentration). In addition, we observe an overall increase in the 
measured concentration of Ge along the analysis depth by about 2% in green and 
3% in UV laser. To better understand these observations, we calculated the 
variation of electric field (Ge CSR) along the analysis depth for both APT 
measurements and the results are reported in Figure 109. Our analysis clearly 
indicates that the overall electric field (Ge CSR) was gradually decreases with 
analysis depth for both APT measurements, while at the interfaces between the 
individual layers more pronounced variations occur. This is expected due to the 
higher field evaporation of Si (~ 33 V/nm) with respect to Ge (~ 29 V/nm). 
Hence, the electric field (Ge CSR) was locally increased by the APT tool (higher 
supply voltage) at the depth positions corresponding to SiGe layers having higher 
concentration of Si, to keep the detection rate at a constant level. 

 
Figure 109: Gradual decrease in the electric field (Ge CSR) along the analysis depth for the APT 

measurements in UV and green laser (left). The TEM image of the APT specimen before the measurement in 
UV laser (right). 

As discussed in Section 5.3.1, the FOV in APT increases gradually along the 
analysis depth, as the square function of specimen radius (𝑆𝐹𝑂𝑉 ≈ 𝑅2). In order to 
maintain the same detection rate along the specimen depth, the evaporation rate 
has to decrease gradually as the inverse ratio of SFOV  

(
Pevap2

Pevap1
= 

𝑆𝐹𝑂𝑉1
𝑆𝐹𝑂𝑉2

=  (
𝑅1

𝑅2
)
2

) as derived in Equation 5.5. Finally, this requires a 

decrease in the electric field according to Equation 5.8: 
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)
2

 5.12 

where Q0 is the evaporation barrier height at zero electric field, F2 and F1 are the 
electric fields at the tip radius of R2 and R1, Fevap is the evaporation field of 
material, kB is the Boltzmann constant and T is the apex temperature.  

In the absence of the fundamental material constants to calculate Q0 and also 
the value of Fevap for SiGe compounds and even Ge, we have evaluated this 
equation for a Si specimen having the same tip shape and the initial electric field 
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(CSR) as the APT measurement in UV laser shown in Figure 109 and using  the 

relation: 𝐹2 − 𝐹1 ≈ 2.89 × 10−10 × ln ((
𝑅1

𝑅2
)
2

). As can be seen from the TEM 

image in Figure 109, the initial tip radius (R1) and the radius at 175 nm depth (R2) 
were about 15 and 67 nm respectively. By knowing the initial Si CSR, the electric 
filed F1 can be calculated from the Kingham curve of Si to be ~20.9 V/nm. Then 
the F2 can be calculated from Equation 5.12 to be ~20.0 V/nm, which corresponds 
to a Si CSR of about 75 % according to the Kingham curve of Si.  The predicted 
drop in Si CSR (from 95% to 75 %) is very close to what we have observed 
experimentally for the drop of Ge CSR along the APT measurement using UV 
laser (see Figure 109).  

The large drop of the electric field (Ge CSR) for the APT measurement using 
the UV laser can clearly explain the underestimation of the Ge concentration 
using UV with respect to the same analysis using a green laser. According to the 
calibration curve described in the previous section (see Figure 102), for a drop of 
the Ge CSR from 95% to 75%, we expect a reduction in Ge concentration of ~3%. 
This matches with the experimentally observed difference between the Ge 
concentration for APT measurements in UV and green laser light.  

We have also observed a gradual increase of the Ge concentration along the 
analysis depth for both APT measurements while the EDS analysis did not show 
such a variation. This is very similar to what has been observed for Si78Ge22 in the 
previous section (see Figure 99 and Figure 100).  

5.7 Conclusion 

In this chapter, we have experimentally investigated the distribution of the 
electric field (or CSR) over the 3D reconstructed specimen volume (lateral and 
depth) for SiGe/Si tips illuminated by UV and green laser light. As expected, 
when using a UV laser, the local electric field (Si CSR) gradually increased across 
the specimen diameter in the direction of laser illumination, whereby at high laser 
powers (average Si CSR <0.7) we observed a strong gradient in the lateral 
distribution of electric field while it was negligible at low laser powers (high 
CSR). In addition, we have observed a gradual decrease in the electric field (Si 
CSR) along the analysis depth (in SiGe and Si) for all the APT measurements 
carried out with UV laser (constant flux and laser power). The slope of such a 
drop in Si was steeper for the analysis using mid-range Si CSRs values (0.4 < Si 
CSR < 0.6).  

We attributed the drop in the Si CSR along the analysis depth to the gradual 
decrease in the evaporation rate linked to the increase in the FOV along the 
analysis depth. We have developed an analytical expression to predict the 
variation of electric field (F) along the analysis depth correlating it to the variation 
of the specimen radius ( 1

𝑅2
) along the specimen depth and the initial electric field. 

This description has been experimentally verified using SEM and TEM.  
For APT analysis with a green laser, we have experimentally evaluated the 

simulated 3D absorption map. Our analysis confirmed the presence of the 
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predicted non-monotonic variations of the Si CSR along the analysis depth over a 
wide range of laser powers. However, we observed that the variation of Si CSR 
along the analysis depth did not follow the predicted periodicity (distance between 
absorption maxima ~ laser wavelength).  

In the absence of any certified reference material (CRM) for APT, we have 
developed a concept for a B-doped SiGe reference material (RM) for APT. Such a 
specimen was carefully analyzed by different complementary techniques to 
identify the thickness and the composition of the SiGe layer. The traceable 
quantification for Ge and B (with associated uncertainty) and their uniformity 
assessment are still ongoing tasks using the reference-free GIXRF technique 
according to ISO 35:2017 guide for certified reference materials (CRM). 

The accuracy of APT analysis in view of Ge quantification over the specimen 
volume has been evaluated for APT analysis using UV and green laser as well as 
in different experimental conditions (electric field). We observed a systematic 
increase in the apparent Ge concentration as a function average electric field (Si 
CSR).   Our analysis indicated that at an average Si CSR < 0.6, the quantified Ge 
concentration underestimates the reference concentration. Such an 
underestimation reached up to about 3% at average Si CSR of about 0.2. In 
contrary, APT analysis at Si CSR > 0.8 resulted in an overestimation of the Ge 
content, up to 1.5 %.  

We have also investigated the uniformity of the Ge concentration over the 
reconstructed 3D volume. Our analysis indicates that the Ge concentration varies 
across the specimen diameter in line with the variation of the electric field (Si 
CSR) along the laser illumination direction. In particular, for APT analysis with a 
UV laser, we have observed that Ge concentration increased gradually from the 
laser side towards the shadow side of the specimen in line with the asymmetric tip 
shape which is formed under UV laser light.  

In order to understand this variation of Ge concentration as a function of 
electric field (Si CSR), we have investigated several possible loss mechanisms for 
the Si and Ge atoms, including DC evaporation, dissociation of molecular ions 
into neutrals and the detector dead zone. However, we did not find any physical 
explanation for this observed mismatch in the measured stoichiometry of SiGe at 
low and high field regions. Surface migration might be one factor to be invoked 
which is however hard to observe. Nevertheless, we identified optimized 
experimental condition (electric field), which allow more accurate stoichiometry 
for APT analysis of SixGe1-x compounds (x ~ 22, 50 and 72) using UV or green 
lasers. 

Our preliminary analysis of the B quantification suggests that there is not 
much underestimation of the B content in Si78Ge22 at high electric field regions, 
contrary to what was reported for B in Si [201]. Similar to Ge, we have observed 
an underestimation of the B content at low electric field (Si CSR) for APT 
analysis using UV and green laser light.  

To evaluate the repeatability of APT analysis, in terms of Ge and B 
quantification and to assess their precisions, we carried out several APT 
measurements on multiple tips under the same experimental conditions. These 
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measurements were carried out at the electric field (Si CSR) appropriate for a 
more accurate quantification in SiGe. Our analysis indicates that the Ge and B 
quantification in APT has a high repeatability, corresponding to a precision better 
than 1.2 % and 0.2 % for the average quantification of Ge concentration using a 
UV or green laser respectively. Similarly, the obtained precision for average B 
content was better 1.1% (UV) and 2.2 % (green).  

Finally, we have demonstrated that the combined STEM/EDS tomography-
APT analysis at the optimized APT experimental condition (i.e. electric field) 
allows for an accurate quantification and 3D data reconstruction of SiGe multi 
layers. Such an analysis allows the complete 3D geometrical characterization by 
STEM tomography providing the essential input to reconstruct the APT data with 
improved 3D composition and layer thicknesses accuracy.  
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Chapter 6 

6 Atom probe tomography on 
organic/inorganic 3D 
nanostructures 

In this chapter we will discuss the state-of-the-art APT analysis of organic-
inorganic systems together with our own results for a polyaniline-porous silicon 
nano composite. Currently, polymer-porous silicon nano composites are 
considered as an extremely promising material for a wide range of scientific and 
engineering applications including:  energy storage, optoelectronic devices, 
photovoltaics, chemical sensors and various emerging biological application such 
as lab-on-chip and drug delivery [212]. Apparently, the prospective properties of 
such a 3D composite system vary according to the choice of polymer (i.e. 
molecular weight), composite morphology and quality of pore filling.  

To evaluate these properties for such a complex 3D heterogeneous system, in 
depth 3D compositional and morphological characterization of such a system is 
required. Although electron microscopy (i.e. STEM) allows the morphological 
characterization and an estimate of the pore filling, the compositional analysis 
remained unsolved (i.e. retention of the solvent in the pores) in this technique. On 
the other hand, conventional chemical analysis does not have enough lateral 
resolution to resolve the material within the small pores of such a system. APT is 
a 3D-analysis method with a high spatial resolution, which might potentially 
address the required 3D characterization (compositional and morphological) with 
a high resolution for polymer-porous silicon (PSi) nano composites. 

In this project we studied the feasibility of APT analysis of porous silicon 
(PSi) filled by polyaniline (Pani). The SEM images of this composite system are 
shown in Figure 110. The thickness of the PSi was about 1 µm, which was 

achieved by electrochemical etching of a n+- doped Si (100). The pore filling was 
carried out by electrochemical deposition.  The SEM image shown in Figure 110c 
suggests that the Pani was penetrated deeply inside the PSi (1~ µm), 
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corresponding to the entire film thickness. Please note that, according to other 
SEM images, the filling was not uniform across the specimen surface as in some 
regions the thickness of the filled layer was slightly thinner. 

 
Figure 110: SEM top (a) and cross-section (b) images of porous silicon (PSi) as the inorganic template. 

(c) SEM cross-section image of PSi filled by polyaniline. The thickness of PSi layer was measured about 1 
µm. The schematic representation of the monomer is also shown in the figure. Please note that SEM image 
shown in (b) were taken from a similar system with a thicker PSi layer. 

We also performed a ToFSIMS measurement on the filled structure to ensure the 
presence of polyaniline within the pore. The measurement clearly indicated peaks 
at the molecular structure of polyaniline: C12H10N2H2

+, C6H8N+ and C6H7N+. 

6.1 APT analysis of organics 

Traditionally, APT analysis in pulse-voltage was limited to metallurgical 
specimens, mainly due to their electrical conductivity. By the advent of modern 
laser-pulse AP instruments such a limitation has been circumvented, in which the 
application of APT analysis has been extended to semiconductors, non-conductive 
insulators, ceramics and biological materials [213]. 

Successful APT analysis has been reported for biominerals and tissues (i.e. 
bones and teeth). Gordon, L. M., et al. [139] reported a 3D reconstruction of an 
elephant tusk dentin together with the collected mass spectra. The same author 
also demonstrated that APT allows the analysis of a buried organic-inorganic 
interfaces in a chiton tooth [214]. In addition, a FIB specimen preparation 
technique was reported to be suitable for the preparation of APT specimen from 
biominerals. 

Nevertheless, APT analysis of polymers and organic molecules has not been 
well explored. Prosa, T. J., et al. [142] reported the mass spectrum from poly(3-
alkylthiophene)s  thin films, deposited on the Al pre-sharpened APT specimens. 
The spectrum for the P3AT film deposited by electrospray ionization 
methodology is shown in Figure 111. This study clearly demonstrated that the 
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detected fragments were not at the individual atom scale and the fragments varied 
according to the structural morphology of the polymeric thin film.  

 
Figure 111: The collected APT mass spectrum from poly(3-alkylthiophene) thin film deposited by 

electrospray ionization on Al pre-sharpened APT specimen. The labeled peaks on the spectrum (15 < m/z < 
190 Da) were identified as single charged alkane fragments: 𝐶𝑛𝐻~2𝑛+, with n = 1, 2, …12. The peak at 190 

Da and its successive peaks at the interval of 12 Da were identified as di-thiophene molecules having 
different amounts of attached alkane according to the mass/charge ratio. The numbered peaks (0 to 48) after 
320 Da are identified as quadra-thiophene molecules with different amounts of alkane attached. Reproduced 
from [142]. 

Although, Gault, B., at al. [144] reported a preliminarily result for self-
assembled monolayers, the 3D distribution (lateral and depth) for the molecular 
structure of polymers or organic molecules has not yet been reported in literature. 
This is not surprising, given the currently used specimen preparation technique 
which is based on thin film deposition (i.e. dip-coating or electrospray ionization) 
on a pre-sharpened metallic specimen. Indeed, accurate 3D data reconstruction 
can only be carried out once the apex has been shaped during the first stage of 
APT analysis, whereby the thin deposited organic film is already consumed. In 
addition, organic molecules are known to undergo structural phase transitions at 
much lower temperatures as compared to inorganic material [215]. Hence, they 
are more sensitive to the choice of the experimental conditions, including laser 
power and pulse rate. Several recent studies have been focused on the 
development of specimen preparation techniques for organic molecules and 
polymers [137], [140], while no significant improvement in terms of the 3D data 
reconstruction has been observed.  

The APT analysis of synthesized organic-inorganic nano composites has not 
been documented in the literature. We expected that the conductive inorganic 
template (i.e. PSi in our study) can potentially improve the field enhancement at 
the tip apex and facilitate the field evaporation process similar to what suggested 
by Kelly, T. F., et al. [138]. Hence, PSi might potentially be considered as a 
template for the analysis of non-conductive organics in APT. 

To conclude, APT can allow the analysis of organic molecules and polymers 
whereby large molecular fragments (ions), corresponding to structural 
morphology of organic molecule, can be identified. So far, the 3D distribution 
(lateral and depth) of a molecular structure has not been reported in the literature. 
To evolve APT into an accepted metrology tool in the field of organic molecules 
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and polymers, still many aspects need to be explored and developed such as: 
better understanding of the fragmentation variability, study of the possible 
dissociation of molecular ions and the role of the experimental conditions, the 
specimen stability and the minimization of the damage to the molecular structure.  

6.2 APT specimen preparation 

In order to prepare APT specimens from ~1 µm thick film of PSi filled by Pani, 
the standard FIB specimen preparation technique was selected either from the top 
or in the cross-sectional configurations.  In Figure 112, the SEM images of two 
prepared specimens from top and cross-section configurations are reported.  

 
Figure 112: APT specimens prepared from ~1 µm thick film of porous silicon filled by polyaniline. The 

specimen preparation was carried out according to the standard FIB technique in (a) top configuration (b) 
cross-section configuration. 

To minimize the extent of the Ga induced damage along the specimen depth (in 
top configuration), a ~ 60 nm thick Cr film was evaporated on top of the substrate. 
The Cr cap together with the remaining Pt were milled way during the final low 
ion energy clean. In order to allow lamella lift-out in the cross-section 
configuration, about 0.8 µm thick Si cap layer was evaporated on top of the 
substrate. In addition, a thick Pt layer ~ 0.6 µm was deposited on top of the 
evaporated Si cap.  

We have prepared several APT specimens in both configurations. The 
prepared specimens in top configuration were quite comparable in view of 
specimen diameter. In the next section the APT analysis of the prepared 
specimens will be discussed in detail.    
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6.3 APT analysis of PSi filled with Pani 

To analyze the APT specimens made from PSi filled with Pani, we used 
LEAP 5000XR with UV light. The pulse rate was adjusted to 150 kHz in order to 
have a large enough mass range in view potentially large fragment formation. 
After the alignment of the specimen in front of local detector followed by a coarse 
laser alignment (manual alignment), we have observed a mass spectrum 
consisting of Si and C peaks. Note that the automatic laser scan did not proceed 
successfully and we could not start the measurement in the constant detection 
regime as the detection rate was fluctuating even at a constant applied potential 
and primarily burst of ions were detected. We have repeated the automatic laser 
scan several times on different specimens (top and cross-section configurations) 
and various choices of Si CSRs. None of them gave any improvement in view of 
reaching a steady state evaporation rate and the automatic laser scan failed in all 
the cases. This observed evaporation/detection in bursts is not surprising for such 
a complex non-homogeneous 3D specimen consisting of pores and elements with 
large differences in the evaporation fields (Si and C).  

We have tried this measurement on another APT tool (LAWATAP) where the 
laser spot has a larger diameter and the fine laser alignment (automatic scan) is 
not required. In addition, to tackle with previously observed burst 
evaporation/detection, we defined a wide detection window (0.0015 to 0.005 
ion/pulse) for the adjustment of the applied electric potential. This implies that for 
the different detection rates within this defined window, the measurement was 
assumed to be at constant detection rate, in which the tool did not adjust the 
applied voltage for the variation of detection rate within this window.  

In order to find the optimum experimental conditions to start the APT 
measurement in this detection range, we used different laser wavelengths (IR, 
Green and UV laser) and various laser powers. We observed that the APT 
measurement was only started with the UV light at relatively high laser powers, 
corresponding to a Si CSR < 0.5. 

The APT measurement started smoothly at 15 µW laser power in UV range 
(Si CSR ~ 0.5), where the other experimental conditions were as the follows: 
detected flux from 0.0015 to 0.005 ion/pulse, base temperature: 60 K and laser 
pulse rate of 100 kHz which is fixed on LAWATAP tool. To investigate the 
possible influence of electric field (or equivalently temperature) on the 
fragmentation/dissociation of molecular ions, the laser power was gradually 
increased after every 300,000 detected events by a step of 5 µW up to the 
maximum value of 35 µW. The experimental conditions for this measurement are 
summarized in Table 15. 
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Table 15: Experimental condition used during APT analysis of the porous silicon filled with polyaniline. 
The measurement was carried out in LAWATAP instrument, where the pulse rate is fixed to a value of about 
100 kHz. 

 Ion sequences 
[M ions] 

UV laser power 
[µW] 

Detection rate 
[ion/pulse] 

Base temperature 
[K] 

 0 to 0.3 15 0.0015 to 0.005 60 
 0.3 to 0.6 20 0.0015 to 0.005 60 
 0.6 to 0.9 25 0.0015 to 0.005 60 
 0.9 to 1.2 30 0.0015 to 0.005 60 
 1.2 to 7.1 35 0.0015 to 0.005 60 

 

6.3.1 APT 3D data reconstruction 

The 3D data reconstruction for the described APT measurement was carried 
out in IVAS software and the results are shown in Figure 113. To visualize the 
distribution of PSi and Pani, the monoatomic ions of Si (for PSi) and C (for Pani) 
were used in this study. Please note that the average atomic density of such a 
complex 3D system, which consists of many voids, is unknown. In addition, the 
presence of localized regions with different materials having very different field 
evaporations add more complexity to the 3D data reconstruction. In this study we 
finely tuned the reconstruction parameters to approximately match the obtained 
pore diameter to the TEM image as also done by Mouton. I., et al. [208] on a 
similar PSi specimen filled with an inorganic Ni filler. To better visualize the 
distribution of Pani within the pores of PSi, the side and cross-section view of a 
slice of the reconstructed volume having a height from 150 to 210 nm are shown 
in Figure 113b. As can be seen, the monoatomic C-ions were distributed within 
the Si pores along the specimen depth. Hence, the distribution of Pani within the 
pores of PSi can clearly be identified according to the distribution of monoatomic 
ions of C and Si.  In addition, the 2D concentration maps of C (C+, C++), Si (Si+, 
Si++) and silicon oxide (SiO+, SiO2

+) were plotted for the same slice of the 
specimen volume in Figure 113c.  This figure indicates the presence of localized 
Si rich regions (concentration > 95 %) and regions where the concentration of C 
ions are maximum similar to what reported by Mouton. I., et al. [208] on PSi 
filled with a Ni filler. We assigned these C rich regions to the pores of PSi. 
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Figure 113: The 3D reconstruction of APT measurement on a specimen prepared from PSi filled with 

Pani. (a) The 3D reconstructed volume of the specimen according to the monoatomic ions of C (represented 
by red dots) and Si (represented by green dots). (b) The distribution of C within the pores are shown in a 
zoomed view (side and cross-section) of a slice of the reconstructed volume having a height from150 to 210 
nm, where the same color code was used to represent the C and Si ions. (c) The 2D concentration maps of C 
(C+, C++), Si (Si+, Si++) and silicon oxide (SiO+, SiO2+) for the same slice of the specimen shown in (b). The 
color bars show the ionic concentration according to the all ranged peaks on the spectrum.  

In addition, the 2D concentration maps of SiO+ and SiO2
+ ions were also 

compared to the C and Si maps. The overall concentration of silicon oxide in the 
specimen volume was higher as compared to that of bulk Si, probably due to the 
presence of the large native oxide volume around the pores of PSi. The figure also 
suggests that the concentration of SiO+( and SiO2

+) was higher within the pores. 
This is similar to what was reported by Mouton. I., et al. [208] on a PSi matrix. 
Furthermore, a careful comparison between the C and oxide concentration maps 
indicates that the localized maximum concentrations of C and oxides are not 
spatially correlated. This might be due to a reconstruction artefact or to the 
presence of voids (not filled pores). Further investigation of 3D 
structure/composition of inorganic matrix (PSi) with different fillers by APT and 
TEM tomography can better understanding of the actual 3D distribution of the 
silicon oxide.  

To summarize, the distribution of Pani within the pores of PSi can be 
identified according to the distribution of monoatomic ions of C and Si. 
Nevertheless, due to the presence of 3D structures with different evaporation 
fields (Si, oxide and Pani), we expect that the apex shape should have deviated 
from the atomically smooth hemispherical shape which was assumed in the data 
reconstructed protocols. Hence, we expect several reconstruction artefacts in the 
reported 3D reconstructed data which hamper the resolution of APT analysis 
(both depth and spatial) and might induce a compression/extension of the actual 
3D structure.  
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6.3.2 Fragmentation of polyaniline 

The mass spectra as obtained by APT at different laser powers are shown in 
Figure 114. To compare the peak heights, only 300,000 detected events were 
plotted for each spectrum. As can be seen from the spectra, the major peaks are 
either monoatomic ions of carbon (C++ and C+) or monoatomic/molecular ions 
from the PSi inorganic template (Si++, Si+, SiO+, etc). In addition, there are several 
unidentified peaks having minor counts, which due to the lack of clear isotopic 
ratios for the molecular ions composed from C, N, O and H cannot be identified 
accurately.  Hence, Pani was mainly detected as carbon atomic fragments, 
whereby the structural morphology of the polymer cannot be identified. The 
comparison between the spectra obtained at different laser powers, indicates no 
improvement in view of the organic fragment size (for Pani), while at higher laser 
powers the Si clusters size became larger (Si2

+, Si3
+, up to Si5

+). Hence, regardless 
of the choice of experimental conditions during APT analysis (field and 
temperature), the Pani was detected always as mono atomic ions of carbon. 

 
Figure 114: Comparison among the collected mass spectra at different laser powers. Each spectrum 

corresponds to 300,000 collected events, where the major peaks are also identified on the figure.  Please note 
that the y axis has an arbitrary unit and the figure only compares the position of the peaks (mass-to-charge 
ration) rather than the counts. 

The observed small organic fragments might be associated to the dissociation 
of larger clusters during their flight toward the detector. In the presence of intense 
electric field at the vicinity of specimen apex, metastable molecular ions may 
decompose into smaller fragments (two or more), which typically occurs during 
the first stage of their flight. This has been widely studied for inorganic systems. 
For instance, oxides and nitrides are known to evaporate as molecular ions, 
whereby some unstable ions were observed to dissociate in the presence of strong 
electric field in the vicinity of specimen [216], [217]. Typically, the dissociation 
study in APT can be done either by numerical prediction (molecular dynamics 
simulation) of unstable molecular ions or by analyzing the multi-hits events 
detected during APT measurement. In this section the multi-hits events and the 
corresponding dissociation study are first briefly introduced.  
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The multi-hits events can be associated either to the co-evaporation (or 
delayed evaporation) or dissociation of molecular ions into two or more smaller 
ions/neutrals fragments.  Upon the trigger of the laser pulse, each surface atom 
has a certain evaporation probability. Hence, depending on the arrangement of the 
surface atoms (local field enhancement) and the required evaporation field of 
elements, there is also a certain probability for co-evaporation during/soon after 
the laser pulse. Typically, in diluted systems, elements having higher evaporation 
fields (i.e. C and B) are predominantly involved in the multi-hits detection events.  
Such multi-hits are typically closely correlated in space. Alternatively, the 
dissociation of molecular ions, evaporated from the surface, into two or more 
ions/neutrals fragments, can lead to detected multiple event.   

The statistical analysis of detected pairs in multiple events, can bring many 
insights on the different aspects of evaporations, including: dissociation, 
compositional biases, etc. To analyze the multiple events (i.e. double hits), 
typically the mass-to-charge ratio of the ion pairs are plotted versus each other 
(m1 versus m2). Such a plot is known as the ion correlation histogram [218]. Each 
point in the correlation histogram corresponds to a pair combination observed as a 
multiple event. In the correlation histogram typically four main characteristic 
shapes can be identified:  

 
Dots on the intersection of horizontal/vertical lines: these ion pairs 

represent the co-evaporation of two ions, evaporated coincidentally with the laser 
pulse or shortly after the pulse [219].  

 
Dots along horizontal/vertical lines: these ion pairs represent the delayed 

evaporation of one ion with respect to the other one. Typically, one ion evaporates 
on the laser pulse or shortly after, while the paired ion evaporates by a delay (dt)  
after the laser pulse within the decay of the specimen temperature [218].  

 
Diagonal trails with positive slopes: these ion pairs represent the 

simultaneous evaporation of both ions from the specimen surface by a delay dt 
after the laser pulse. Hence, their times-of-flight are extended by dt and the pair 
appears similar to a curved track on the correlation histogram [218], [219]. 

Diagonal trails with negative slopes: these ion pairs represent the molecular 
dissociation tracks, which occur after field evaporation of metastable molecular 
ions. In the presence of intense electric fields, the metastable molecular ions may 
decompose into two or more smaller fragments (ion or neutrals). By assuming that 
the metastable molecular ion (parent ion) has a mass-to-charge ratio of mp and 
was evaporated at the potential of Ve, the dissociation can take place at different 
distances from the specimen surface, where the electric potential V is smaller than 

Ve. Hence the dissociation products or daughter ions m1 and m2,  (𝑚𝑝  
𝑑𝑖𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑖𝑜𝑛
→         𝑚1 + 𝑚2) will appear by slightly different mass-to-charge ratios (m1

’ 
and m2

’) depending on the electric potential where the dissociation has been 
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occurred (or equivalently the distance from the surface) [219]. The dissociation 
track on the correlation histogram begins by the daughter ion pairs (m1 , m2), 
corresponding to the dissociation at the specimen surface (V = Ve) and it follows 
by a curved path corresponding to the different mass-to-charge ratios (m1

’ and 
m2

’), where the dissociation has occurred at the different distances from the 
surface (V < Ve). Finally, the dissociation track ends at (m1

’= mp and m2
’= mp), 

corresponding to no dissociation or equivalently dissociation at the detector 
position (V = 0). 

To investigate the possible dissociation of molecular fragments of Pani into 
the observed mono atomic ions of C in our APT analysis, we carried out a multi-
hit analysis. We observed that less than 5 % of the detected events were in form of 
multi hits. In Figure 115 the correlation histogram for double-hits ion pairs is 
shown. As can be seen, the majority of the tracks are associated to co-evaporation 
and delayed evaporations. We have only observed two minor dissociation tracks 
in the correlation histogram, which are both associated to the oxides of inorganic 
template (PSi). The first dissociation track (track #1 in Figure 115) starts at mass-
to-charge ration of (mx=16 Da, my=28 Da) and ended at (mx=22 Da, my=22 Da), 
while the second shallow track (track #2 in Figure 115) starts at mass-to-charge 
ratio of (mx=16 Da, my=60 Da) and ends at (mx=44 Da, my=44 Da). Similar to 
what reported by Zanuttini, D., et al, [216], we attributed this dissociation tracks 

to 𝑆𝑖𝑂2+
𝑑𝑖𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑖𝑜𝑛
→         𝑆𝑖+ +𝑂+ and 𝑆𝑖2𝑂2+

𝑑𝑖𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑖𝑜𝑛
→         𝑆𝑖𝑂2+ + 𝑂 respectively. 

Please note that the neutral product of the dissociation (O) had enough velocity to 
reach the detector [216].  

 
Figure 115:  Correlation histogram obtained from the double-hits ion pairs detected in the APT analysis 

of PSi filled by Pani. The two dissociation tracks in the figure are: 1: 𝑆𝑖𝑂2+
𝑑𝑖𝑠𝑠
→  𝑆𝑖+ + 𝑂+. and 2: 𝑆𝑖2𝑂2+

𝑑𝑖𝑠𝑠
→  𝑆𝑖𝑂2+ + 𝑂. The color bar shows the relative counts. 
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Our analysis reveals that there was no dissociation track associated to the 
molecular ions of Pani. Hence, the detected mono atomic ions of C (C+ and C++) 
were evaporated as the small fragments of C. Prosa T. J., et al. [142] has a similar 
observation on a C60-doped P3HT polymer sandwich between Al contact and Si 
substrate. They observed that for the specimens prepared by FIB lift-out 
technique, the mass spectrum only consisted of the mono atomic ions of carbon 
(C+, C2+), without any molecular peaks of the polymer (Figure 116a). While in the 
same study, the APT spectrum of the same polymer using another sample 
preparation technique (dip coating) clearly indicated the molecular peaks for the 
polymer (Figure 116b). A similar observation was also reported for resin, where 
the monoatomic ions of carbon (C+, C2+) were reported to be the most dominant 
peaks [137]. 

 

Figure 116: APT mass sepctrum for C60-doped P3HT polymer, obtained from an APT tip prepared by 
dip coating (a) and FIB lift-out technique (b). The molecular peaks for the polymer were absent in case of 
FIB lift-out sample prep. The spectra are reported from reference [136]. 

Currently, the extent of FIB-induced damage on the polymers and organic 
materials is not well understood and little has been documented in this area. 
Bassim N. D., et al, [135] carried out a study on the extent of electron and Fib 
damage on polyacrylamide polymer using X-ray absorption near-edge structure 
(XANES). They reported that electron imaging (at 5 keV) induced a considerable 
chemical damage to the polymer [135], while a minor damage has been reported 
by varying the FIB parameter (final ion voltage).  

Hence, we attributed the observed monoatomic ions of C to the FIB-induced 
damages or electron imaging during the specimen preparation and we assumed 
that the polymer structure was fully dissociated to small fragments prior to APT 
measurement. A more sophisticated study on the possible impact of the electron 
imaging and the impact of Ga+ ions on the dissociation and damage to the 
molecular structure of polymers during FIB lift-out sample preparation and the 
successive sharpening step is required. For instance, Cryo FIB specimen 
preparation might help in minimizing the induced damage to the polymer. 



 200 

 
6.4 Conclusion 

In this section we briefly described the state-of-the-art APT analysis of 
organic materials. APT has been reported to be successful for the analysis of 
biominerals and tissues (i.e. bones and teeth), where the mass spectrum and the 
3D distribution (lateral and depth) of organic/inorganic fragments can be 
identified. Vice versa, the work using APT on organic molecules and polymer so 
far was limited to the collection of mass spectra. The larger molecular fragments, 
corresponding to structural morphology of the polymer were identified in the 
spectrum, while the 3D reconstruction (lateral and depth distribution) for a 
molecular structure has not been reported for organic molecules and polymers.  

We studied in detail the APT analysis of an organic-inorganic system based 
on a polyaniline (Pani)-porous silicon (PSi) nano composite. Our analysis 
suggests that such a complex system can be analyzed by APT. By tuning the 
reconstruction parameters, the 3D distribution of polyaniline within the pores of 
PSi can be identified according to the distribution of monoatomic ions of C (for 
Pani) and Si ions (PSi). Our analysis indicated that the molecular structure of the 
polymer was completely damaged during FIB specimen preparation step such that 
Pani was mainly detected as monoatomic ions of carbon (C++ and C+) and the 
larger molecular fragments corresponding to structural morphology of the 
polymer were absent in the spectrum. Our dissociation analysis also confirmed 
that the Pani was evaporated as monoatomic ions of carbon and no any trace of 
dissociation has been observed in the spectrum associated with the polymer 
fragments.  

An improvement in specimen preparation technique is clearly required to 
eliminate/minimize the damage to the polymer as a first step towards a successful 
APT analysis.  A possible solution could be Cryo FIB. 
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Chapter 7 

7 Conclusion and Outline 

The aim of this doctoral project was to develop and fabricate different 3D 
heterogeneous micro and nano structures as potential reference materials for 
different 3D compositional/chemical analysis techniques: time-of-flight secondary 
ion mass spectrometry (ToFSIMS), Grazing incidence X-ray fluorescence 
(GIXRF) and atom probe tomography (APT). The motivation for the preparation 
of such reference 3D structures was to assess the metrological framework, i.e. 
accuracy, precision and traceability, for the aforementioned 3D analysis 
techniques, which is currently hampered due to the absence of any available 
certified 3D reference material (CRM) and the standard procedures.  

In this project we have developed several well-characterized organic-
inorganic 3D reference microstructures for 3D ToFSIMS. Three different 3D 
model-systems composed of a double layered organic system (irganox and 
polystyrene) confined within a microstructured Si template were developed.  The 
traceable dimensional characterization of the Si templates was carried out by a 
calibrated optical profilometer and the measurement results are reported with the 
associated uncertainties followed by a certification from the length department of 
INRIM (NMI of Italy). Similarly, the morphology of each organic layer was 
measured by the optical profilometer (no uncertainty assessment at the moment). 
The design of the reference structure in this project allows the use of the planar 
organic layers, far from the 3D microstructured region, as a reference for the 
calibration of the sputter yields and the chemical information. 

To prepare the 3D reference nanostructures for GIXRF with structural 
ordering and dimensions comparable to those industrial applications (i.e. the 
technology node), we exploit the self-assembly of di-block copolymers (DBCs) as 
a lithography mask.  The DBCs in the perpendicularly oriented cylindrical 
morphology allow the preparation of a well-ordered lithography mask on a large 
scale (e.g. entire sample area) with the tunable characteristic dimensions at sub 20 
nm scale. We have studied in detail, the pattern transfer of such DBC masks (pore 
diameter from 19 nm down to 13 nm) into the Si substrate, which will be 
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summarized in Section 7.1. By combining the capabilities of self-assembly of 
DBCs and the fine control on the pattern transfer, we were able to prepare 
different 3D nanostructures in the form of holey Si, SiO2, Ge and SiGe with 
characteristic dimensions below 20 nm and with a fine control over the pore 
diameter, periodicity and the depth of structures. The developed reference 3D 
structures are suitable as the test vehicle for GIXRF analysis, where the 
characteristic dimensions (i.e. pore diameter and the periodicity) and their 
distributions are known over a large area.  

In order to develop a potential reference material for APT, we have studied in 
detail the different metrological aspects of the data reconstruction in APT, i.e. 
field of view (FOV) and the calibration of the different reconstruction parameters. 
In Section 7.2, I will summarize our study on the FOV and the developed new 
specimen design, which maximizes the FOV (full tip imaging) in the APT 
analysis. In Section 7.3, the accuracy and the precision assessment of the APT 
analysis in view of the quantification of B and Ge in a B doped Si78Ge22 film will 
be reported.  In Section 7.4, the extent of the APT analysis of organic materials 
and its challenges will be summarized. Finally, in the last section, I will outline 
some potential routes to improve the different aspects of APT analysis based on 
the obtained results in this project.  

7.1 Feature-dependent RIE etch as sub 20 nm 

We have studied in detail the pattern transfer of DBC masks into the Si 
substrate by reactive-ion etching (RIE) in Chapter 2. We discussed that the 
Cryogenic mixing mode of SF6 + O2 is the most suitable etch process for the 
direct pattern transfer of nanometric features using a soft mask, owing to the high 
selectivity (Si with respect to the polymeric mask) which this process can offer. 
The feature-dependent etch of Si at sub 20 nm scale has been investigated for this 
process using the polystyrene-block-polymethylmethacrylate (PS-b-PMMA) DBC 
masks in the cylindrical morphology with different pore diameters ranging from 
19 to 13 nm. Our analysis clearly indicates that the etch rate on the bare Si 
substrate (unmasked substrate) is about 450% higher than that obtained through 
the narrow pores of DBC masks, which indicates a remarkable drop in the etch 
selectivity (Si to PS) from 15:1 to less than 1:1. In addition, our analysis 
suggested that the Si etch rate through the pores of the DBC masks decreases 
about 14% as the pore diameter reduces from 19 to 13 nm.  

Moreover, our analysis revealed that by increasing the thickness of the DBC 
masks by 33% (from 30 to 40 nm), the etch rate drops about 40%, which implies 
that a thicker DBC mask cannot improve the maximum achievable etch depth and 
vice versa it has a negative impact on the etch rate and the maximum achievable 
etch depth. We attributed the observed etch behavior to the limited transport of 
fluorine-based neutrals through the narrow pores of the DBC masks/Si 
nanostructures, which can be described by the Knudsen transport as the mean free 
path of the fluorine-based neutrals in the plasma are much higher respect to the 
pore diameter of the DBC masks. 



 203 

7.2 Field-of-view in APT 
As discussed in Chapter 4, the field-of-view (FOV) in APT analysis is 

commonly defined as an area of the apex surface from where the evaporated ions 
can reach the detector. We discussed that the FOV is governed by those ion 
trajectories which hit the detector, thus FOV can be determined according to the 
ion trajectories and the detector dimension. The FOV for a hemispheric tip shape 
was shown to be the core central region of the specimen, which varies from 
specimen-to-specimen according to the distribution of ion trajectories. The FOV 
for a hemispheric tip shape can be accurately identified from the reconstructed 
data, provided that the data reconstruction was carried out according to the 
calibrated reconstruction parameters.  

Vice versa, as the deviation of the apex shape from an atomically smooth 
hemispherical shape results in the aberration of the ideal ion trajectories (i.e. that 
of smooth hemispherical tip shape), the currently available reconstruction 
protocols are unable to accurately reconstruct the data, thus the FOV must be 
determined directly from the ion trajectories for such a tip shape.  

We discussed that finite element simulations allow the calculation of ion 
trajectories at both mesoscopic and microscopic scales. We have studied in detail 
the FOV for an asymmetric tip shape as induced by UV laser since this is one of 
the most common examples, where the apex shape can strongly deviate from the 
hemispherical shape. The results of our study are summarized as follows.  

 
FOV for UV-induced asymmetric tip shape 
 
The UV laser induced asymmetric tip shape is one of the typical examples, 

where the apex shape can strongly deviate from the ideal hemispherical shape. 
Our study indicates that in the UV-assisted APT, the center of the FOV 
dynamically shifts toward the shadow side of the tip as it projects the ions from 
the top most region of the specimen always at the detector center. The shift in 
FOV depends on the degree of asymmetricity induced on the apex shape and can 
be estimated from the distance between the specimen axis and the detector center 
line defined on the specimen image (i.e. TEM image). The detector center line can 
be identified on the TEM image of the specimen as a vertical line parallel to the 
tip axis which passes through the local maximum of the specimen height. We 
estimated the shift in FOV (towards the shadow side of the tip) for a Si specimen 
analyzed at a Si CSR ~ 0.2 to be about 13 nm, where the tip radius was about 75 
nm. 

 
Full tip imaging in APT 
 
As the FOV in the APT analysis is determined by the combination of the ion 

trajectories and the detector dimension, one can improve the FOV either through 
compressing further the ion trajectories towards the detector or by increasing the 
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detector dimension. The latter requires further developments in the detection 
system (hardware) and it is not currently available.  

In this project to maximize the FOV and probe the entire specimen volume in 
APT (full tip imaging), we proposed a new design for an APT specimen, which 
consists of a zero degree-shank angle nanowire prepared on top of a cylindrical 
micropost. The feasibility of full tip imaging, using our new specimen design, has 
been proven both numerically and experimentally. Our FEA analysis indicates 
that the presence of a flat area on top of the micropost, below the NW, compresses 
the ion trajectories towards the detector center such that the ions evaporated from 
the sidewalls of the NW still hit to the detector. We numerically investigated the 
optimum dimensions (diameter and height) for the preparation of both NW and 
micropost which allow full tip imaging and create enough electric field 
enhancement at the apex of the NW. 

In order to experimentally evaluate the performance of this new specimen 
design, we developed a preparation process, based on the standard lithography 
and etching technique. The process allows to prepare multiple APT specimens in 
a reproducible fashion and with minimized tip to tip variations in view of tip 
radius and shank angle. Finally, we fabricated the NW tip shape (zero degree 
shank angle) on top of a cylindrical micropost according to the exact dimensions 
suggested from the FEA.  

The APT analysis of the prepared NW tip, proved the full tip imaging feature 
for such a specimen design, whereby the native oxide of the NW side walls was 
within the FOV. In addition, our analysis of the number of detected Si atoms 
versus the estimated number of the actual atoms from the SEM image (from the 
analyzed volume), also confirms the full tip imaging feature in our measurement. 
As the first full tip imaging in the history of APT analysis (sidewalls within the 
FOV), we have observed different forms of distortions in the 3D reconstructed 
data. For instance, the native oxide was projected as a thick layer (> 15 nm) 
having a very shallow density and the Si as the very dense region with a small 
diameter. By correcting the density to the standard values, our analysis 
demonstrated that the thickness of Si and the native oxide reached quite close the 
observed dimensions on the SEM image. Finally, we attributed a part of the 
observed artefacts to the trajectory aberrations induced by the high field native 
oxide shell around the NW. 

The impacts of the full tip imaging on different aspects of APT analysis will 
be discussed in Section 7.5. We will see that full tip imaging (FOV equals the tip 
size) allows to maximize the statistics and a self-calibration of some 
reconstruction parameters such as image compression factor and detection 
efficiency. This can finally pave the way for the assessment of the uncertainty for 
all the reconstruction parameters and potentially enables a more reliable 3D data 
reconstruction in APT with a quantifiable uncertainty.  
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7.3 Accuracy and precision in APT analysis 
In the absence of any certified reference material (CRM) for APT, we have 

developed a concept for a B doped SiGe reference material (RM) for APT. Such a 
specimen (i.e. piece of wafer) was carefully analyzed by different traceable 
complementary techniques (i.e. reference free GIXRF and RBS) to identify the 
thickness and the composition of the SiGe layer with the associated uncertainties. 
In Section 7.5, we will discuss that the combination of such a well characterized 
wafer with our developed repeatable specimen preparation process (based on 
lithography and etching) can be considered as a promising route towards a 
certified reference material (CRM) for the APT. 

In order to evaluate the accuracy of the APT analysis at different experimental 
conditions (i.e. electric field), in Chapter 5 we have experimentally investigated 
the distribution of the electric field (CSR) over the 3D reconstructed specimen 
volume (lateral and depth) for SiGe/Si tips illuminated by UV and green laser 
light. As expected, when using a UV laser, the local electric field (Si CSR) 
gradually increased across the specimen diameter in the direction of laser 
illumination. In addition, we have observed a gradual decrease in the electric field 
(Si CSR) along the analysis depth (in SiGe and Si) for all the APT measurements 
carried out with a UV laser (constant flux and laser power). We attributed this 
drop in the Si CSR along the analysis depth to the gradual decrease in the 
evaporation rate linked to the increase in the FOV along the analysis depth. We 
have developed an analytical expression to predict the variation of electric field 
along the analysis depth as a function of the variation of the specimen radius ( 1

𝑅2
) 

along the specimen depth and the initial electric field. This description has been 
experimentally verified using SEM and TEM images.  

For the APT analysis in green laser light, we observed that at low laser 
powers the electric field (Si CSR) has a better uniformity across the specimen 
diameter (better than 1%) as compared to the UV laser, whereby as expected the 
average electric field (Si CSR)  monotonically decreased along the analysis depth 
(linked to the increase in the FOV). However, for higher laser powers, we 
observed a non-monatomic variation of electric field (CSR) along the analysis 
depth quasi in accordance with the predicted absorption maps in the literature.  

The accuracy of APT analysis in view of Ge quantification over the specimen 
volume has been evaluated using UV and green laser lights and in the different 
experimental conditions (electric field). We observed a systematic increase in the 
apparent Ge concentration as a function average electric field (Si CSR).   Our 
analysis indicated that at an average Si CSR < 0.6, the quantified Ge 
concentration underestimates the reference concentration. This underestimation 
reached up to about 3% at an average Si CSR about 0.2. In contrary, APT analysis 
at Si CSR > 0.8 resulted in an overestimation of the Ge content, up to 1.5 %. We 
have also investigated the uniformity of the Ge concentration over the 
reconstructed 3D volume. Our analysis indicates that the Ge concentration varies 
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across the specimen diameter in line with the variation of the electric field (Si 
CSR) along the laser illumination direction (in UV laser light). 

To understand this variation of Ge concentration as a function of electric field 
(Si CSR), we have investigated several possible loss mechanisms for Si and Ge 
atoms, including DC evaporation, dissociation of molecular ions into neutrals and 
the detector dead zone. However, we did not find any physical explanation for this 
observed mismatch in the measured stoichiometry of SiGe at low and high field 
regions. Surface migration might be one factor to be invoked which is however 
hard to observe. Nevertheless, we identified optimized experimental conditions 
(electric field), which allow more accurate stoichiometry for APT analysis of 
SixGe1-x compounds (x ~ 22, 50 and 72) using UV or green laser lights. 

Our preliminary analysis of the B quantification suggests that there is not 
much underestimation of the B content in Si78Ge22 at high electric field regions, 
contrary to what is reported for B in Si [201]. Similar to Ge, we have observed an 
underestimation of the B content at low electric field (Si CSR) for APT analysis 
using UV.  

Finally, we assessed the precision of the APT analysis by carrying out several 
APT measurements on multiple tips under the same experimental conditions (Si 
CSR > 95 %). Our analysis indicates that the Ge and B quantification in APT has 
a high repeatability, corresponding to a precision better than 1.2 % and 0.2 % for 
the average quantification of Ge concentration using a UV and green laser 
respectively. Similarly, the obtained precision for average B content was better 
1.1% (UV) and 2.2 % (green).  

7.4 Analysis of organics in APT 
The state-of-the-art APT analysis of organic materials was described in 

Chapter 6. We discussed that APT had been reported to be successful for the 
analysis of biominerals and tissues (i.e. bones and teeth), where the mass 
spectrum and the 3D distribution (lateral and depth) of the organic/inorganic 
fragments can be identified. In contrary, the extent of APT analysis to polymers 
and organic molecules so far was only limited to the collection of mass spectra, 
whereby the large molecular fragments, corresponding to structural morphology 
of the polymer, were identified in the spectrum. However, the 3D reconstruction 
(lateral and depth distribution) for a molecular structure has not been yet reported 
for organic molecules and polymers.  

In this project, we studied in detail the APT analysis of an organic-inorganic 
system based a polyaniline (Pani)-porous silicon (PSi) nano composite. We 
demonstrated that such a complex system can be analyzed by APT and the 3D 
distribution of Pani within the pores of PSi (lateral and depth distribution) can be 
identified according to the distribution of monoatomic ions of C (for Pani) and Si 
ions (PSi). 

However, our analysis suggested that the molecular structure of the polymer 
was completely damaged during FIB specimen preparation step such that Pani 
was mainly detected as monoatomic ions of carbon (C++ and C+) and the larger 
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molecular fragments corresponding to structural morphology of the polymer were 
absent in the spectrum. Our dissociation analysis also confirmed that the Pani was 
evaporated as the monoatomic ions of carbon and no any trace of dissociation has 
been observed in the spectrum associated with the polymer fragments.  

In the next section, a potential route to minimize such a damage during the 
specimen preparation will be suggested.  

 
7.5 Outline for future developments in APT analysis 

In this project we demonstrated a promising route towards the preparation of a 
certified reference material (CRM) for APT, which is currently not available and 
hampers the metrological evaluation of the APT analysis.  As we discussed, we 
have developed a well characterized B doped SiGe reference system for APT, 
whereby different traceable complementary techniques (i.e. reference free GIXRF 
and RBS) were used to identify the thickness and the composition of the SiGe 
layer with the associated uncertainties. The traceable quantification for Ge and B 
(with associated uncertainty) and their uniformity assessment are still ongoing 
tasks using the reference-free GIXRF technique according to ISO 35:2017 guide 
for certified reference materials (CRM). By integrating such a well characterized 
wafer with our developed specimen preparation process (based on standard 
lithography and etching technique), one can prepare multiple APT specimens in a 
repeatable fashion having a well-defined composition (followed by it associated 
uncertainty) with minimized tip to tip variations in view of the tip radius and the 
shank angle and no retained Ga dose. To develop such a CRM, we optimized the 
aforementioned specimen preparation process for our well-characterized B doped 
SiGe system.  Implementation of the process in the near future will depend on the 
availability of adequate etching tools. 

Our developed specimen design with the full tip imaging feature (FOV equal 
to the tip size), allows a potentially route for an accurate self-calibration of all 
reconstruction parameters, whereby the detection efficiency can be accurately 
calibrated by comparing the detected number of atoms in the APT analysis to the 
actual number of atoms in the specimen volume (i.e. estimated from TEM image). 
Similarly, the image compression factor (ξ) can be accurately tuned to match the 

reconstructed volume to the actual nanowire dimension, owing to the full tip 
imaging feature where the sidewalls of the tip are also within the FOV.   

The full tip imaging paves the way for the uncertainty assessment for all the 
reconstruction parameters and potentially enables a more reliable 3D data 
reconstruction in APT with the quantifiable uncertainties. In addition, such a 
standardized tip shape is also extremely helpful in fundamental studies (i.e. tip-
laser interactions) as they allow to eliminate the variability contributions in the tip 
geometry, ion-beam damage, retained Ga dose and its distribution, heat transfer 
(shank angle), etc. 

In this content, based on the results of this PhD project, the first 
interlaboratory study on the quantification and reproducibility in APT analysis has 
been initiated under the VAMAS umbrella [220], with the aim to address the 
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accuracy , reproducibility and possible uncertainty budget in APT analysis related 
to the quantification of the Ge and B in SiGe. Such an interlaboratory study can 
also potentially lead to the development of a standard procedure for the ranging 
protocol and a reliable background subtraction method, which is not currently 
well-stablished.  

In this project we have explored the concept of hybrid metrology based on 
combining STEM tomography-APT analysis, to derive the optimized APT 
experimental conditions (i.e. electric field) which do lead to an accurate 
quantification and 3D data reconstruction of SiGe multi layers. In particular the 
detailed analysis of the discrepancies between both methods has provided insight 
in the parameters governing the accuracy of APT. 

Finally, regarding the APT analysis of organic-inorganic systems (i.e. 
polyaniline-porous silicon nanocomposite), as the molecular structure of the 
polymer (polyaniline) was completely damaged during FIB specimen preparation 
step, an improvement in specimen preparation techniques is clearly required to 
eliminate/minimize the damage to the polymer during the FIB milling/SEM 
inspection as a first step towards a successful APT analysis.  A possible solution 
could be the use of Cryo FIB, as it is a well-established technique for the 
preparation of the lamella in biology from live tissues. 
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8 Appendix A 

The RIE etch recipes used for the preparation of microstructured Si templates 
(see Table 16) and nanostructured Si using DBC masks (see Table 17).  

Table 16: Recipe of the Bosch process used to etch the Si templates with a target depth about 2.3 µm. 

Deposition step 
RF=10 W, ICP=1500 W, C4F8=50 sccm, SF6=1 sccm, p=20 

mTorr, T=18 °C and time =4 s 

Etch step RF=12 W, ICP= 1500 W, C4F8= 0 sccm, SF6=120 sccm, p=20 
mTorr, T=18 °C and time = 7 s 

Number of cycles 7 

 

Table 17: Recipe of Cryogenic etch process used to etch the Si substrate using DBC masks. 

 Gas flow 
[sccm] 

Temperature 
°C 

Pressure 
[mTorr] 

RF power 
[W] 

ICP power 
[W] 

 SF6 = 28, O2 =1 -120 20 12 550 
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Figure 117: Issued certificate from the length department of INRIM (NMI of Italy) for the dimensional 

characterization of the prepared microstructured Si templates as the potential reference material of 3D 
ToFSIMS. 
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9 Appendix B 

The process flow for the preparation of a potential reference sample for APT 
is schematically represented in Figure 118. The detailed description of each 
process step is reported in Table 18. 

 
Figure 118: schematic representation of the process flow for the preparation of a potential reference 

specimen for APT.  
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Table 18: Brief description of the process steps used for the preparation of the potential reference 
sample for APT. 

Step 
 

Process Tool Parameters 

1.0 Spinning the photo 
lithography resist 

Spinner Resist name: S1828Spinning parameters: 
2000 rpm, 30s 

1.1 Prebake Hotplate At 115 °C for 5 min 

1.2 Cleaving Dicing tool Die dimension: 86 x 86 mm2 

2.0 Cleaning Wet bench Dirty hot acetone (45 °C): 3min 
Ultrasonic bath acetone: 5 min 
Hot acetone (45 °C): 5 min 
Hot IPA (65 °C): 5 min 
N2 dry 
O2 stripping 100 W for 20 min 

3.0 Spinning the EBL resist Spinner Resist name: XR1541_006 
Spinning parameters: 600 rpm, 60 min 

3.1 Prebake (EBL) Hotplate At 90 °C for 5 min 

3.2 Exposure (EBL) Electron beam 
lithography (EBL) 

Dose: 
NW (d=50, 60, 70 and 80) = 4700 µC 
Alignment markers= 1100 µC 

3.3 Development (EBL) Wet bench Immersion in: 
TMAH 25wt% (Silicon etch): 1 min 
TMAH 2.38wt% (OPD5262): 10 s 
Rinse: 1'30” water + rinse in IPA and N2 
DRY 

4.0 Spinning Spinner TI primer 
Spinning parameters: 4000 rpm, 30 s 

4.1 bake Hotplate At 120 °C for 2 min 

4.2 Spinning Spinner Resist name: S1828 
Spinning parameters: 2000 rpm, 30 s 

4.3 Prebake Hotplate At 115 °C for 5’ 

4.4 Photo lithography Karl Suss MA6 
Mask aligner 

Hard contact, 6’’ exposure 

4.5 Development Wet bench OPD 5262 developer: 70 s, water rinse for 
2’ and N2 dry 

4.6 Postbake Hotplate At 120 °C for 5 min 

5.0 Deep etching for 
micropost 

Oxford100 Cobra 
DRIE 

450 cycles for 40 µm tall micropost 
Recipe is reported in Table 19 

5.1 Inspection SEM - 

6.0 Spinning spinner Resist name: S1828 
Spinning parameters: 2000 rpm, 30 s 

6.1 Prebake Hotplate At 115 °C for 5 min 

6.2 Dicing Dicing tool Dicing the wafer piece to several chips 
(final APT specimen) 
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7.0 Cleaning Wet bench Dirty hot acetone (45 °C): 5 min 
Hot acetone (45 °C): 5 min 
Hot IPA (65 °C): 5 min 
N2 dry 
O2 stripper at 100 W for 40 min 

8.0 Etching for nanowire Oxford100 RIE tool Recipe is reported in Table 20 

8.1 Inspection SEM - 

 

Table 19: DRIE Bosch recipe for etching of micropost using Oxford 100 Cobra DRIE tool. 

Parameters Deposition Etch 

Gas flow [sccm] SF6:10, C4F8:180 SF6:5, C4F8:200 
Pressure [mbar] 0.033 0.053 
Temperature [°C] 0 0 
ICP power [W] 1500 1800 
RF power [W] 5 30 
Duration [s] 2 1.5 

 

Table 20: RIE etch recipe for etching of nanowire using Oxford 100 RIE tool. 

 Parameters values 

 Pressure [mTorr] 10 
 SF6 flow [sccm] 35 
 C4F8 flow [sccm] 45 
 Temperature [°C] 15 
 ICP power [W] 200 
 RF power [W] 7 
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