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Abstract. Nowadays, an exponential growth in biological data has been
recorded, including both structured and unstructured data. One of the
main computational and scienti�c challenges in the modern age is to
extract useful information from unstructured textual corpora to e�ec-
tively support the decision making process. Since the emergence of topic
modelling, new and interesting approaches to compactly represent the
content of a document collection have been proposed. However, the ef-
fective exploitation of the proposed strategies requires a lot of expertise.
This paper presents a new scalable and exploratory data visualisation en-
gine, named ACE-HEALTH (AutomatiC Exploration of textual collec-
tions for HEALTH-care), whose target is to easily analyse medical doc-
ument collections through the Latent Dirichlet Allocation. To streamline
the analytics process and enhance the e�ectiveness of data and knowl-
edge exploration, a variety of data visualisation techniques have been
integrated in the engine to provide navigable informative dashboards
without requiring any a-priori knowledge on the analytics techniques.
Preliminary results obtained on a real PubMed collection show the e�ec-
tiveness of ACE-HEALTH in correctly capturing the high-level overview
of textual medical collections through innovative visualisation techniques.

Keywords: Textual data visualisation � Topic modelling � Informative
dashboards.

1 Introduction

In the recent years, we have been witnessing the exponential growth of biolog-
ical data, including both structured and unstructured data. One of the main
computational and scienti�c challenges in the modern age is to extract useful
information from unstructured texts with minimal user intervention [4]. Their
value is severely undermined by the inability to translate them into knowledge
and, ultimately, actions [2].
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This paper presents a new scalable and exploratory data visualisation en-
gine, named ACE-HEALTH (AutomatiC Exploration of textual collections for
HEALTH-care), whose target is to analyse medical document collections. The
framework brings many di�erent analytic techniques to help non-expert users to
make sense of large medical data collections. The framework exploits the Latent
Dirichlet Allocation [1], a generative probabilistic model, to divide a given cor-
pus into correlated groups of documents with a similar topic. ACE-HEALTH
includes several kinds of visualisations to show knowledge at di�erent granular-
ity levels to easily capture the high-level overview of textual medical collections,
and drill-down the knowledge to the single document. We have experimentally
evaluated the engine on a real textual medical collection. The performed exper-
iments highlighted ACE-HEALTH’s ability to autonomously identify homoge-
neous groups of medical documents and e�ciently represent a manageable set
of human readable results.

The next Sections are organised as follows. Section 2 presents ACE-HEALTH
architecture and its main building components, Section 3 shows the tests run to
assess ACE-HEALTH’s performances and discusses the experimental results.
Lastly, Section 4 draws the research conclusions and presents future works.

2 The ACE-HEALTH framework

ACE-HEALTH (AutomatiC Exploration of textual collections for HEALTH-
care) has been tailored to analyse any medical textual collection. This new
framework is able to automatically extract and graphically represent multi-
ple knowledge items from textual collections, minimising the user intervention.
ACE-HEALTH includes three main components: (i) Data processing and char-
acterisation, (ii) Self-tuning topic modelling, and (iii) Knowledge visualisation.

2.1 Data processing and characterisation

In the data processing and characterisation, ACE-HEALTH computes �ve steps
which are carried out conclusively. (1) Document splitting, in which documents
can be split into paragraphs or analysed in their total content. (2) Tokenisation
represents the process of segmenting a text into words. (3) Case normalisation,
in which each word is converted completely to lower-case characters. (4) Stem-
ming maps each word into its own root form, and (5) Stopword removal, which
discards the words which do not bring any additional information (e.g. articles,
prepositions). These steps lead to the Bag-Of-Words (BOW) representation.

Statistics de�nition and computation. To describe the data distribution
[3] of each corpus, ACE-HEALTH computes a set of statistical features able to
characterise the lexical richness of the corpus:

{ Avg frequency : the average frequency of word occurrence in the corpus;
{ Max frequency : the maximum frequency of word occurrence in the corpus;
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{ Min frequency : the minimum frequency of word occurrence in the corpus;
{ # documents: the number of textual documents in the corpus;
{ # terms: number of terms in the corpus, with repetitions;
{ Avg document length: the average length of documents in the corpus;
{ Dictionary : the number of di�erent terms in the corpus, without repetition;
{ TTR: the ratio between the Dictionary and # terms;
{ Hapax % : the ratio between the number of terms with one occurrence in the

whole corpus and the cardinality of the Dictionary;
{ Guiraud Index : the ratio between the cardinality of the Dictionary and the

square root of the number of tokens (# terms).

Weighting schemas. To highlight the relevance of speci�c words in the collec-
tions, ACE-HEALTH includes two weighting strategies. A weight is a positive
real number associated with each term of the collection that quanti�es its degree
of importance. In literature, several weighting schemas have been proposed [8].
Each corpus is represented as a matrix, named document-term matrix, in which
each row corresponds to a document of the collection and each column corre-
sponds to a distinct term. Each weight is computed as the product of a local
weight (which measures the relevance of each word in each document) and a
global one (which measures the relevance of each word in the entire collection).
In ACE-HEALTH, two local weights, Term-Frequency (TF) and Logarithmic
Term-Frequency (LogTF), and the global weight Inverse Document Frequency
(IDF) are integrated.

2.2 Self-tuning topic modelling

To cluster each collection into well-separated topics, ACE-HEALTH includes
the Latent Dirichlet Allocation (LDA), an unsupervised generative probabilistic
model for corpora [1]. Each document is described by a distribution of topics and
each topic by a distribution of words. To generate the clusters, ACE-HEALTH
selects the topic with the highest probability for each document. To automati-
cally identify a suitable value for the number of topics, ACE-HEALTH includes
the ToPIC-SIMILARITY strategy proposed in [9].

Given a lower and an upper bound for the number of clusters, a new LDA
model is generated for each K value. For each partition, ToPIC-SIMILARITY
computes three steps:

1. topic characterisation, to describe each topic with its most representative
words;

2. similarity computation, to assess how the topics in the same partition are
similar;

3. K identi�cation, to �nd good clustering con�gurations to be proposed.

Steps 1) and 2) are repeated for each topic in every probabilistic model. For each
weighting strategy, ACE-HEALTH reports to the analyst the top-3 values that
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represent good quality partitions. ACE-HEALTH includes three quality met-
rics: (i) Perplexity, (ii) Entropy, and (iii) Silhouette. The perplexity [1] describes
how well the probabilistic model depicts a sample. The lower the perplexity
value, the better the model. The entropy [1] is de�ned as the amount of informa-
tion in a transmitted message. The larger the entropy, the more uncertainty is
contained in the message. Lastly, the Silhouette [10] measures the similarity of a
document with respect to its own cluster (cohesion) compared to other clusters
(separation). It assumes values in [-1, 1], where higher values indicate that the
document is well matched to its own topic.

2.3 Knowledge visualisation

A dynamic and visual exploration of both data and information hidden in the
scienti�c literature may signi�cantly improve the knowledge understanding and
its real exploitation. To this aim, ACE-HEALTH enriches the cluster set to
provide two forms of human-readable knowledge: (i) document-topic distribution
and (ii) topic-term distribution.

Document-topic distribution characterises the document distribution over
the topics. It includes the exploitation of (i) topic cohesion/separation in terms of
document distribution and (ii) coarse-grained versus �ne-grained groups through
the analysis of the impact of the di�erent weighting schemas. (i) focuses on
the characterisation of the documents distribution through pie charts and t-
Distributed Stochastic Neighbour Embedding (t-SNE) [7]. t-SNE allows repre-
senting high-dimensional data into lower dimensional map. The colouring of the
points reects the assignment to a speci�c topic after the LDA model. (ii) car-
ries out the analysis of the weights impact in terms of coarse versus �ne grained
groups, through the analysis of the correlation matrix. Documents belonging
to the same macro category tend to be more similar to each other than those
belonging to di�erent ones.

Topic-term distribution describes the distribution over words for each
latent topic. Speci�cally, ACE-HEALTH includes the characterisation of (i)
topic-term distribution through the analysis of the top-k relevant words in terms
of probabilities, and (ii) the topic cohesion/separation in terms of relevant words.
For task (i), the most probable top-k terms are extracted from each topic and
plotted using word-clouds [5]. The comparison of the word-clouds obtained is
left to the human analyst judgement. For task (ii), we propose the graph repre-
sentation. We introduce two types of nodes: topic nodes, which are green nodes
one for each topic, and term nodes, which are pink nodes one for each distinct
term. Then, for each topic we add an edge for each term linked with that topic.
ACE-HEALTH extracts only the top-k most relevant words for each topic (the
default value is 40). If a word appears in more than one topic, we colour that
node in red. The framework computes the connectivity of the graph, since if a
topic is characterised by words that are not used in other topics, that topic will
be disconnected by the others.
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3 Experimental results

Experimental validation has been designed to address two main issues: (i) the ef-
fectiveness of ACE-HEALTH in discovering good document partitions and (ii)
the ability of visualising and making the information and the extracted knowl-
edge easy to be interpreted at di�erent detail levels by various non-expert ana-
lysts. ACE-HEALTH has been developed to be distributed and implemented in
Python. All experiments have been performed on the BigData@PoliTO cluster3

running Apache Spark 2.3.0. The virtual nodes, the driver and the executors,
have a 7GB main memory and a quad-core processor each.

Features WH WoH
# documents 1,000

Max frequency 775
Min frequency 1.0 2.0
Avg frequency 15 18

Avg document length 3600 3469
# terms 3,600,153 3,469,305

Dictionary jV j 227,210 96,362
TTR 0.06 0.05

Hapax % 57.02 0
Guiraud Index 119.75 51.73

Table 1: Statistics for the PubMed collection

Dataset. We experimentally assessed ACE-HEALTH on a real collection of
medical articles extracted from PubMed4, which is the largest bio-medical liter-
ature database in the world. From this collection, we extract 1000 papers which
statistics are reported in Table 1. The dataset contains documents characterised
by a great lexical richness (de�ned by the Guiraud index ). Moreover, removing
Hapax (i.e. column WoH) does not change the main corpus features and statis-
tics, but allows better LDA modelling. The number of expected categories is not
a-priori known.

3.1 Performance

Table 2 includes a row for each K obtained using our proposed clustering
methodology and the three quality metrics. For each weighting strategy, the best
solution found by ACE-HEALTH is reported in bold. The number of clusters
found by the TF-IDF schema is greater than the one obtained with LogTF-IDF.
This means that the two weighting schemas characterise the same dataset in a
di�erent way.

3 https://bigdata.polito.it/content/bigdata-cluster
4 https://www.ncbi.nlm.nih.gov/pubmed/
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Weight K Perplexity Silhouette Entropy

TF-IDF
3 9.715 0.285 0.208
6 9.511 0.28 0.314
8 9.432 0.276 0.352

LogTF-IDF
3 10.318 0.258 0.251
4 10.229 0.283 0.293
6 10.164 0.301 0.301

Table 2: Experimental results

ACE-HEALTH integrates the Adjusted Rand Index (ARI) [6] to compare
the solutions obtained using the two weighting schemas. A larger ARI means
a higher agreement between the two partitions. For the dataset, ARI is 0.487,
which means that the partitions are di�erent leading to di�erent partitions.

To analyse the cardinalities of each cluster set, ACE-HEALTH integrates
the pie chart. Figure 1 shows the document frequency for each weighting strategy.
The TF-IDF �nds a large number of clusters with respect to the LogTF-IDF.

Fig. 1: Cardinality of cluster set though pie chart representation, weighting via
TF-IDF weighting schema (Left) and LogTF-IDF weighting schema (Right)

3.2 Knowledge visualisation

ACE-HEALTH characterises the discovered topics through two types of in-
teresting knowledge: document distribution and topic-term distribution. For the
document distribution, two di�erent visualisations are reported: (i) t-SNE and
(ii) correlation matrix. For the topic-term distribution, ACE-HEALTH inte-
grates (i) the word-clouds and (ii) the graph visualisation.

Document-topic distribution. To analyse the topic cohesion/separation in
terms of documents distribution, ACE-HEALTH includes the t-SNE represen-
tation. Figure 2 (Top) reports the t-SNE representation, weighting via TF-IDF
(Left) and LogTF-IDF (Right). Each colour point is based on the assignment to
a speci�c topic. In both case the colours are well separated and not overlapped.
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Fig. 2: t-SNE representation (Top) and Correlation matrix (Bottom), TF-IDF
(Left) K =8 and LogTF-IDF (Right) K =6 weighting schemas.

To analyse the impact of the di�erent weighting schemas, Figure 2 (Bot-
tom) shows the correlation matrices. Documents belonging to the same topic
tend to be more similar to each other than those belonging to di�erent ones.
The dark rectangles highlight that the topics are well-separated, although some
correlations can be found by the analysis of topics with a lower cardinality.

Topic-term distribution. To interpret the content of each cluster ACE-
HEALTH derives the word-clouds to analyse the top-k words in terms of prob-
abilities and the graph representation to evaluate the topic cohesion/separation
in terms of words.

As shown in Figure 3, Cluster0 includes documents concerning the analysis of
problems related to shock or a feeling of anxiety. The most frequent words (i.e.,
those reported with a larger size), are related to terms such as PTSD, paediatric,
geriatric, adolescent and ASQ. On the other side, Cluster7 (see Figure 3) includes
documents addressing the cancer analysis. The fact that all the clusters are
well separated is also con�rmed by the graph representation shown in Figure
3 (Right). Speci�cally, it includes the graph representations using the top-40
words. The clusters are well-separated, and the graph is not connected.

4 Conclusion and future works

This paper presented ACE-HEALTH (AutomatiC Exploration of textual col-
lections for HEALTH-care) a new scalable and exploratory data visualisation
engine, whose target is to analyse textual medical collections through the LDA
topic modelling and graphically represents the results using innovative visu-
alisation techniques. As future directions, we are currently extending ACE-
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Fig. 3: TF-IDF weighting schemas with K=8. Word-clouds of Cluster0 and Clus-
ter7 (Left) and graph visualisation using the top-40 frequent words (Right)

HEALTH with (i) a querying engine able to assign topics to a new document
using the generated LDA models.
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