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A space-time BIE method for wave equation problems.
The (2D) Neumann case. ∗

S. Falletta†, G. Monegato‡, L. Scuderi§

Abstract

In this paper, initially we consider the (2D and 3D) interior and exterior problems
for the scalar wave equation, with a Neumann boundary condition and in general with
non trivial data. For these problems, we derive a space-time hypersingular boundary
integral equation formulation. Then, in the 2D case, we propose a numerical approach
for the computation of the extra “volume” integrals generated by the problem data.
To solve the above integral equation in the 2D case, we propose to use a second order
Lubich convolution quadrature for the discretization of the time integral, coupled with
a (space) ǫ-collocation boundary element method. We also analyze the numerical
evaluation of all the integrals required by this method.

Finally, to show the efficiency of the proposed numerical approach, and to detect
its convergence rate, we solve some 2D test problems by applying the new method, as
well as the corresponding Galerkin one. Several numerical examples are presented.

KEY WORDS: wave equation; Neumann problem; non homogeneous conditions; space-
time boundary integral equations; numerical methods

1 Introduction

Let Ωi ⊂ Rd, d = 2, 3, be an open bounded domain with a sufficiently smooth boundary
Γ; define Ωe = Rd \ Ω̄i. Consider the following exterior problem given by the scalar
wave equation with a Neumann boundary condition:





∆ue(x, t) − ue
tt(x, t) = f(x, t) in Ωe × (0, T )

∂ue

∂ne
(x, t) = g(x, t) in Γ × (0, T )

ue(x, 0) = u0(x) in Ωe

ue
t (x, 0) = v0(x) in Ωe.

(1)
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the research program: Boundary element methods for time-dependent problems.

†Dipartimento di Scienze Matematiche, Politecnico di Torino, Italy. Email: silvia.falletta@polito.it
‡Dipartimento di Scienze Matematiche, Politecnico di Torino, Italy. Email: giovanni.monegato@polito.it
§Dipartimento di Scienze Matematiche, Politecnico di Torino, Italy. Email: letizia.scuderi@polito.it

1



where the data f, u0, v0 are smooth and, in general, but not necessarily, have compact
supports. By extending smoothly the data f, u0, v0 into Ωi, we associate with (1) the
corresponding interior problem





∆ui(x, t) − ui
tt(x, t) = f(x, t) in Ωi × (0, T )

∂ui

∂ni
(x, t) = −g(x, t) in Γ × (0, T )

ui(x, 0) = u0(x) in Ωi

ui
t(x, 0) = v0(x) in Ωi.

(2)

In (1) and (2), ne and ni denote the associated boundary outward unit normal vectors.
We recall that from a theoretical point of view, if the boundary Γ is sufficiently

smooth, any smooth function defined in Ωe can be smoothly extended on Ωi, and vice
versa, if this is required. From the practical point of view we assume that the data
f, u0, v0 are defined in all of Rd, or, for instance in the case of a data with compact
support, that are trivially extended in Rd.

Results on existence, uniqueness and regularity of the solutions of problems of this
type can be found in [9], [22], [23].

For simplicity, in this paper we assume that the boundary Γ of the domain Ω
(either Ωe or Ωi) and the data satisfy the regularity and compatibility properties which
guarantee the existence and uniqueness of the solutions of both problems in C2(Ω̄ ×
[0, T ]). Nevertheless, when testing our numerical approach, we will apply it also to
problems whose data do not satisfy all these assumptions.

In the following, we will initially consider both exterior and interior problems. Since
in the applications we may have to deal not only with the homogeneous wave equation
with trivial initial values, but also with non homogeneous problems, we will concentrate
our attention mainly to these latter. Exterior non homogeneous problems arise, for
example, when studying wave propagations outside of a scatterer or an obstacle Ωi.
About these problems see, for example, [36], [24], [16].

A time domain boundary element method, for an interior non homogeneous prob-
lem, has been very recently proposed for electromagnetic microwave simulations (see
[19]). The problem data may have a global or a compact support. In the (3D) problem
considered in [19], the wave equation known term f is even concentrated along a line.

In this paper, however, our main goal will be the numerical solution of exterior
problems. Moreover, we will especially consider data having a global support; but we
will also suggest a numerical approach for dealing with those that have a local support.
This because it is the former case that produces the highest overhead computation with
respect to the homogeneous case; furthermore, this is also the case where the volume
integration can cause numerical difficulties when the time t becomes large.

To solve (interior and exterior) non homogeneous problems, in the next section
we derive a space-time hypersingular boundary integral equation. Although space-
time boundary integral formulations have been used for many years by engineers to
solve homogeneous problems, the development of a satisfactory theory and of standard
numerical tools for their solution is still far from being completed. For a survey on this
topic see for example [13].

In the case of the 3D exterior problem for the homogeneous wave equation, with
homogeneous initial conditions, in 1994 (see [26]) Lubich has proposed and examined
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a new numerical approach to solve such problems when the boundary condition is the
Dirichlet one. His method is based on a special (convolution) quadrature rule (see
[25], [35]) he has constructed and examined, for the discretization of the time integral,
and on a standard Galerkin BEM for the space integration. For his numerical scheme
he has proved unconditional stability and convergence. In 2009 this theory has been
applied by Chappell [11] also for the corresponding 3D Neumann problem. For further
results see also [21]. These are the only known theoretical results. They all refer to 3D
problems.

The use of a (space) collocation method is very appealing, because of its lower
computational cost. Nevertheless, for this approach we are not aware of stability and
convergence results in the case of the wave equation. We are not even aware of some
significant numerical testing of these properties.

Lubich’s approach has been also used to solve some homogeneous wave propaga-
tion problems in elastodynamics (see, for example, [37],[20],[40]). It has also stimulated
the study of some fast algorithms for the implementation of the convolution quadra-
ture/Galerkin method (see for example [10], [18]) for the 3D wave case, which take into
account the lower block triangular Toeplitz structure of the final linear system and the
behavior of its matrix elements.

However, except for a few papers written by engineers (see for example [28], [4],
[3]), none of the above mentioned papers deals with the non homogeneous case of
the wave equation. Moreover, in all these papers the numerical evaluation of the
integrals generated by the proposed approaches is apparently ignored or simply taken
for granted, although this is a fundamental issue for the success of the method. With
respect to this evaluation, it is the 2D case that causes more difficulties.

Very recently (see [15]) we have considered the (2D and 3D) exterior problem for
the non homogeneous wave equation, with a Dirichlet boundary condition and non
homogeneous initial conditions. In particular, to solve this problem, we have first
derived a space-time single-layer BIE formulation that takes into account the non
trivial initial data. This gives rise to “volume” integrals, for whose evaluation an
efficient numerical approach has been proposed. The above mentioned BIE has then
been solved by coupling a second order Lubich discrete convolution quadrature with
classical collocation and Galerkin BEMs.

From the testing we have performed in [15], and that we will present in Section 4,
it appears that the CPU overhead due to the data volume integrals is often negligible
or fairly low. This is even more true when the data have a local support. Moreover,
for the potential evaluation, we have recently constructed and tested a new integration
approach for the time integral (see [34]), having a very low computational cost. We be-
lieve that this BEM approach should provide, especially for the solution of the exterior
problem, a viable alternative to the FEM method (possibly coupled with a non reflect-
ing artificial boundary condition; see for example [16]). Although we are not aware
of comparisons of this type, there are situations, like for example those mentioned in
the introduction of [19], where a time domain BEM approach may provide attractive
advantages. This should be also true when the solution of the original PDE problem is
required only in a neighborhood of the boundary Γ, or in a small region away from Γ.

In the present paper we extend the numerical approach proposed in [15] to the case
of problem (1). In particular, in Section 2 we derive a space-time hypersingular BIE
to represent this problem and obtain, for the 2D case, simple representations for the
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“volume” integrals generated by the initial data as well as by the equation known term.
For the evaluation of these integrals we propose some efficient integration rules.

In Section 3 we examine and construct a second order Lubich convolution quadra-
ture associated with the kernel of the above hypersingular BIE in the 2D case. This
rule is then coupled with a (space) collocation method to solve homogeneous and non
homogeneous problems. Since no (theoretical) stability and convergence results are
known for the 2D collocation method, as well as for the 2D Galerkin method, to test
these properties, in Section 4 we apply these methods to some simple 2D problems.
This testing includes nodal collocation, ǫ-collocation and Galerkin methods (for the
space discretization). Efficient numerical integration rules are proposed for the com-
putation of all the integrals required by these methods. Some conclusions are finally
drawn in Section 5.

2 A boundary integral equation formulation

In this paper we will consider smooth problems, of form (1) or (2), having C2 solutions.
In particular, we will solve problems defined on domains having a smooth boundary
and sufficiently smooth compatible data, satisfying, for simplicity, at least the following
conditions:

f ∈ C1([0, T ], C3(Rd)), g ∈ C2([0, T ], C(Γ)), v0 ∈ C3(Rd), u0 ∈ C4(Rd)

and, for all x ∈ Γ,

g(x, 0) =
∂u0(x)

∂n
, gt(x, 0) =

∂v0(x)

∂n
, gtt(x, 0) =

∂

∂n
[∆u0(x) − f(x, 0)]. (3)

where n = ne in the case of the exterior problem, and n = ni when dealing with
the interior one. These assumptions are required mainly to be able to apply existing
theoretical results. However, in our numerical testing we will also consider data not
satisfying all the above mentioned smoothness requirements. In any case, these are
actually a little stronger than those really needed, but we have made them for notational
simplicity. They will be used in the proof of Proposition 2.2 (see Sect. 2.2) to perform
some simple Taylor expansions.

Let G(x, t) denote the wave equation fundamental solution

G(x, t) =
1

2π

H(t− ‖x‖)√
t2 − ‖x‖2

, x ∈ R
2

G(x, t) =
1

4π‖x‖δ(t− ‖x‖) =
1

4π‖x‖
∂

∂t
H(t− ‖x‖), x ∈ R

3,

H(·) and δ(·) being the well known Heaviside and Dirac delta functions, respectively.
Then, for the solution of problem (1) we have the following result.

Proposition 2.1 Let Ω ⊂ Rd be either Ωi or Ωe, and [u(x, t)] = ui(x, t) − ue(x, t),
x ∈ Γ, denote the jump of the solution along the boundary. Let ny(nx) denote the
outward (with respect to the chosen Ω domain) boundary unit normal vector evaluated
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at the point y(x) ∈ Γ. Under the smoothness assumptions we have made above we
have:

u(x, t) =

∫

Γ

∫ t

0

∂G

∂ny

(x − y, t− τ)[u(y, τ)] dτ dΓy +
∂

∂t

∫

Rd

u0(y)G(x − y, t)dy (4)

+

∫

Rd

v0(y)G(x − y, t)dy −
∫

Rd

∫ t

0
f(y, τ)G(x − y, t− τ) dτ dy, x ∈ Ω,

g(x, t) =
∂

∂nx

∫

Γ

∫ t

0

∂G

∂ny

(x− y, t− τ)[u(y, τ)] dτ dΓy +
∂

∂nx

∂

∂t

∫

Rd

u0(y)G(x − y, t) dy (5)

+
∂

∂nx

∫

Rd

v0(y)G(x − y, t) dy − ∂

∂nx

∫

Rd

∫ t

0
f(y, τ)G(x − y, t− τ) dτ dy, x ∈ Γ.

u(x, t) =

∫

Γ

∫ t

0

∂G

∂ny

(x − y, t− τ)[u(y, τ)] dτ dΓy +
∂

∂t

∫

Rd

u0(y)G(x − y, t) dy (6)

+

∫

Rd

v0(y)G(x − y, t) dy −
∫

Rd

∫ t

0
f(y, τ)G(x − y, t− τ) dτ dy − 1

2
[u(x, t)] x ∈ Γ.

In this latter expression we have u(x, t) = ue(x, t) when Ω = Ωe, and u(x, t) = ui(x, t)
when Ω = Ωi.

Proof. Consider the integral equation formulations for the interior and exterior prob-
lems we have derived in [15]:

∫

Γ

∫ t

0
G(x − y, t− τ)∂niu

i(y, τ)dτdΓy −
∫

Γ

∫ t

0
∂niG(x − y, t− τ)ui(y, τ) dτ dΓy +

∂

∂t

∫

Ωi

u0(y)G(x − y, t)dy +

∫

Ωi

v0(y)G(x − y, t) dy −
∫

Ωi

∫ t

0
f(y, τ)G(x − y, t− τ) dτ dy

=





ui(x, t) x ∈ Ωi

1
2u

i(x, t) x ∈ Γ

0 x ∈ Ωe,

(7)

and

∫

Γ

∫ t

0
G(x − y, t − τ)∂neu

e(y, τ)dτdΓy −
∫

Γ

∫ t

0
∂neG(x − y, t− τ)ue(y, τ) dτ dΓy +

∂

∂t

∫

Ωe

u0(y)G(x − y, t) dy +

∫

Ωe

v0(y)G(x − y, t) dy −
∫

Ωe

∫ t

0
f(y, τ)G(x − y, t − τ) dτ dy

=





0 x ∈ Ωi

1
2u

e(x, t) x ∈ Γ

ue(x, t) x ∈ Ωe,

(8)

where ui and ue denote the solutions of the interior and exterior problems, respectively.
Summing these two integral formulations, we obtain expression (4).
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To obtain the double layer boundary integral equation formulation of (1), first we
take the normal derivative ∂nx of both sides of (4). Then, letting x ∈ Ω move to Γ,
and computing properly this limit (see [12]), we finally have (5).

Once the unknown [u(y, τ)] has been determined, one can compute u(x, t) at x ∈ Ω
by means of (4). If instead the goal is the value of ue(x, t) at a point x ∈ Γ, then from
(8) and (7) one easily derives the representation (6).�

In Proposition (2.6) it will be shown that, under the assumptions we have made on
the problem data, all the volume terms of the above representations are C2 continuous
with respect to their arguments x and t.

Remark 2.2 To solve the exterior problem, for example, we could also use directly
equation (8), which in this case is only weakly singular and of the second kind. However
this equation requires, for any chosen x and t, also the computation of the corresponding
(double) integral containing the known Neumann data. One has this overhead also
when, later, the computation of the associated potential, i.e., the solution ue(x, t) at
points x ∈ Ωe, must be performed.

Moreover, as remarked in [15], because of the presence of the Heaviside function
in the expression defining the kernel G, in the case of data with “global” supports the
formulations (7) and (8) require the computation of volume integrals defined on the
intersection of the data supports with the disc (sphere) of radius t centered at x; a task
that is by no means trivial, unless Ω itself is a disc (sphere). In formulation (5), no
matter what is the shape of the boundary Γ, the domain of integration of our volume
integrals is a disc (sphere), which makes the integral calculation fairly simple.

Because of the above two main reasons, to solve our problems we will use formu-
lation (5). In this case we have to assume, as we did, that all the problem data are
defined (after a smooth extension) in the whole space Rd.

Notice that by considering different smooth extensions of the data f, u0, v0, we obtain
corresponding different known terms and unknown densities in the above formulations;
nevertheless the associated potential u(x, t) will always be the same. This latter does
not depend on the particular chosen extension of the data.

Remark 2.3 When a data has a local support, away from the boundary Γ for ex-
ample, and decays smoothly to zero around the boundary support, for computational
convenience we embed the support into a disc/sphere C(ys, ρs), with center at ys and
radius ρs, and consider this latter as practical support of the data. The (space) domain
of integration for this data will then be: (i) empty, if t ≤ ‖x− ys‖ − ρs; (ii) coinciding
with C(ys, ρs), when t ≥ ‖x−ys‖+ρs; (iii) given by C(x, t)∩C(ys, ρs) otherwise. Thus,
in this case, the computational overhead required by these volume integrals will be sig-
nificantly smaller than that required in the case of data with global supports. Moreover,
the overhead would depend on the size of the data supports. For these reasons, in the
following we will consider only the worst case, i.e., that of data having a global support.
Nevertheless, the numerical evaluation of the volume integrals in the above local case
will be briefly discussed at the end of the next section.

For reasons of space, from now on we will examine only the 2D case. The 3D case
will be treated in a forthcoming paper (see, however, the final comment in Section 5).
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2.1 The volume terms

Concerning the volume terms due to the non homogeneous problem data, a key issue
for the success of the overall numerical approach is their accurate and fast evaluation.
To this end, in the following we analyze their representations given in (5), i.e.,

Iu0
(x, t) =

∂

∂nx

∂

∂t

∫

R2

u0(y)G(x − y, t) dy

Iv0
(x, t) =

∂

∂nx

∫

R2

v0(y)G(x − y, t) dy (9)

If (x, t) =
∂

∂nx

∫

R2

∫ t

0
f(y, τ)G(x − y, t− τ) dτ dy

and, in the case of data with global supports, derive equivalent expressions which are
more suitable for their evaluation. For these, in Section 3.2 we will propose some
efficient quadrature rules.

For the cases mentioned in Remark 2.3, it is not difficult to derive corresponding
representations. In these latter cases, we might have to deal with situations of nearly
(strong) singularities, that have to be treated properly, if one wants to achieve the
required accuracy with a low number of nodes. We remark however that, when the
support is local, the space domain of integration is at most a disc/sphere of fixed radius
ρs, not one of increasing radius t.

Lemma 2.4 Let r = ‖x− y‖ > 0 and t > 0. Then the following representation holds:

∂G

∂nx

(x − y, t) = − 1

2π

[
∂

∂t

H(t− r)√
t2 − r2

+
(t− r)H(t− r)

(t2 − r2)3/2

]
∂r

∂nx

. (10)

Proof. Let Hk(x) be, for example, the well known logistic function

Hk(x) =
1

1 + e−2kx
, k → ∞

which converges to the Heaviside function H(x) both pointwise and in the weak sense.
Then write

∂

∂r

(
Hk(t− r)√
t2 − r2

)
= −H

′
k(t− r)√
t2 − r2

+
rHk(t− r)

(t2 − r2)3/2
,

from which, recalling also the relationship

H ′
k(t− r)√
t2 − r2

=
∂

∂t

Hk(t− r)√
t2 − r2

+
tHk(t− r)

(t2 − r2)3/2
,

we have

∂

∂nx

(
Hk(t− r)√
t2 − r2

)
= −

[
∂

∂t

(
Hk(t− r)√
t2 − r2

)
+

(t− r)Hk(t− r)

(t2 − r2)3/2

]
∂r

∂nx

.

Taking the weak limit of this latter, for k → ∞, and applying the dominated conver-
gence theorem, we finally obtain (10).2
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By introducing the polar coordinates, centered at y = x:

y = yr = x + reθ, eθ = (cos θ, sin θ)T ,

recalling the definition of finite part integral, here and in the following denoted by the
symbol

∫
=, and the relation (see [31], Sect.3 )

d

dt

∫ t

0
=

rf(yr)

(t2 − r2)m/2
dr = −mt

∫ t

0
=

rf(yr)

(t2 − r2)m/2+1
dr, 0 < r < t

where m ≥ 1 is an integer, and the left hand side integral is a Riemann one when
m = 1, we obtain new representations for the volume integrals defined in (9), more
suitable for their evaluation.

Proposition 2.5 Let nx = (nx,1, nx,2)
T and t > 0. Then the following representations

holds:

Iv0
(x, t) = − 1

2π

∫ 2π

0
(nx,1 cos θ + nx,2 sin θ)

∫ 1

0
=

ξ2

(1 − ξ)3/2

v0(x + tξeθ)

(1 + ξ)3/2
dξdθ, (11)

Iu0
(x, t) =

3

2πt

∫ 2π

0
(nx,1 cos θ + nx,2 sin θ)

∫ 1

0
=

ξ2

(1 − ξ)5/2

u0(x + tξeθ)

(1 + ξ)5/2
dξdθ. (12)

If (x, t) = − t

2π

∫ 2π

0
(nx,1 cos θ + nx,2 sin θ)

∫ 1

0
=

ξ2

(1 − ξ)3/2

F (x, t; θ, ξ)

(1 + ξ)3/2
dξdθ. (13)

In the latter we have set

F (x, t; θ, ξ) =

∫ 1

0
f(x + tξ(1 − τ)eθ, tτ)dτ (14)

Proof. By using relationship (10), for Iv0
in (9) we have:

Iv0
(x, t)

= − 1

2π

∂

∂t

∫

R2

v0(x + reθ)
H(t− r)√
t2 − r2

∂r

∂nx

dy − 1

2π

∫

R2

v0(x + reθ)
(t− r)H(t− r)

(t2 − r2)3/2

∂r

∂nx

dy

= − 1

2π

∫ 2π

0
(nx,1 cos θ + nx,2 sin θ)

(
t

∫ t

0
=

rv0(x + reθ)

(t2 − r2)3/2
dr −

∫ t

0

rv0(x + reθ)√
t− r(t+ r)3/2

dr

)
dθ

= − 1

2π

∫ 2π

0
(nx,1 cos θ + nx,2 sin θ)×

(∫ 1

0
=

1

(1 − ξ)3/2

ξv0(x + tξeθ)

(1 + ξ)3/2
dξ −

∫ 1

0

ξv0(x + tξeθ)√
1 − ξ(1 + ξ)3/2

dξ

)
dθ

i.e. (11), where we have set r = tξ. We recall that in the above finite part integrals the
change of variable is allowed, even if the hypersingularity is at an endpoint, because
the order of the singularity is not an integer (see [30], p.13).
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Analogously we get

Iu0
(x, t) = − 1

2π

∂2

∂t2

∫

R2

u0(x + reθ)
H(t− r)√
t2 − r2

∂r

∂nx

dy

− 1

2π

∂

∂t

∫

R2

u0(x + reθ)
H(t− r)√

t− r(t+ r)3/2

∂r

∂nx

dy =: I1 + I2

hence derive the expressions

I1 = − 1

2πt

∫ 2π

0
(nx,1 cos θ + nx,2 sin θ)

(∫ 1

0
=

ξu0(x + tξeθ)

(1 − ξ2)3/2
dξ − 3

∫ 1

0
=

ξu0(x + tξeθ)

(1 − ξ2)5/2
dξ

)
dθ

I2 = − 1

4πt

∫ 2π

0
(nx,1 cos θ + nx,2 sin θ)

(∫ 1

0
=

ξu0(x + tξeθ)

(1 − ξ2)3/2
dξ + 3

∫ 1

0
=

ξu0(x + tξeθ)√
1 − ξ(1 + ξ)5/2

dξ

)
dθ.

From these it follows that

Iu0
(x, t) = − 3

4πt

∫ 2π

0
(nx,1 cos θ + nx,2 sin θ)×

(∫ 1

0
=

ξu0(x + tξeθ)

(1 − ξ2)3/2
dξ +

∫ 1

0
=

ξ(ξ2 − 2ξ − 1)u0(x + tξeθ)

(1 − ξ2)5/2
dξ

)
dθ

i.e., (12).
The integral If (x, t) is very similar to Iv0

(x, t), except for an extra (inner) integra-
tion over (0, t).2

The numerical evaluation of the above integrals will be discussed in Section 3.2.
When the data have local supports (as described in Remark 2.3), the corresponding
volume integrals are different from zero only when t > ‖x − ys‖ − ρs. In this case,
they are represented by expressions very similar to those reported above, where now
the θ interval of integration is of the type (θ1, θ2), θ1 > 0, θ2 < 2π, while that of the
r variable is of the form (r0(θ), t) if t ≤ ‖x − ys‖ + ρs, and (r0(θ), r1(θ)) otherwise.
The values of r0, r1 are determined, for each of the above values of θ, by intersecting
the line, defined by the point x and the angle θ, with the circle C(ys, ρs). Notice that
in the case t < ‖x − ys‖ + ρs, to avoid the splitting of the θ interval into three parts,
for simplicity we have enlarged a little bit the domain of integration, by adding to it a
small region where the integrand is null.

2.2 The hypersingular BIE representation

Recalling the definition of finite part integral (see [31]), and the smoothness properties
of our problems, the BIE (5) can be rewritten in the following hypersingular form:

∫

Γ
=

∫ t

0

∂2G

∂nx∂ny

(x − y, t− τ)ϕ(y, τ) dτ dΓy = ḡ(x, t), x ∈ Γ, t ∈ [0, T ],

ḡ(x, t) = g(x, t) − Iu0
(x, t) − Iv0

(x, t) + If (x, t) (15)

where the density function ϕ(y, τ) = [u(y, τ)] is sought on Γ, and Iv0
, Iu0

and If have
been defined in Section 2.1.
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Next we derive the (expected) consequences that the compatibility conditions (3)
have on the right hand side of equation (15). As we shall shortly recall, in the 3D
case, the (unconditional) stability and convergence properties derived in [11] for the
Lubich/Galerkin BEM require the function ḡ(·, t), together with a certain number of
its time derivatives, to vanish on Γ for t = 0.

Proposition 2.6 Under the assumptions made above on the problem data we have
Iu0

, Iv0
, If ∈ C2([0, T ], C(R2)); moreover, for all x ∈ Γ the following conditions are

satisfied:

Iu0
(x, 0) =

∂u0(x)

∂nx

,
∂Iu0

(x, 0)

∂t
= 0,

∂2Iu0
(x, 0)

∂t2
=

∂

∂nx

∆u0(x),

Iv0
(x, 0) = 0,

∂Iv0
(x, 0)

∂t
=
∂v0(x)

∂nx

,
∂2Iv0

(x, 0)

∂t2
= 0,

If (x, 0) = 0,
∂If (x, 0)

∂t
= 0,

∂2If (x, 0)

∂t2
=
∂f(x, 0)

∂nx

.

(16)

Hence in (15) we have ḡ ∈ C2([0, T ], C(Γ)) with

ḡ(x, 0) =
∂ḡ(x, 0)

∂t
=
∂2ḡ(x, 0)

∂t2
= 0. (17)

Proof. Recalling the identity:

d

dt

∫ 1

0
=

ξm

(1 − ξ2)n/2
h(x + αtξ)dξ =

∫ 1

0
=

ξm

(1 − ξ2)n/2

d

dt
h(x + αtξ)dξ, m ≥ 0, n ≥ 3

that can be easily derived from the definition of finite part integral (see [31]), and
performing Taylor expansions on f(yr) = f(x + reθ), some lengthy and cumbersome
calculation leads to the results stated above.�

Remark 2.7 Assume that the data of our problem are sufficiently smooth, to perform
the required Taylor expansions, i.e.,

f ∈ Cℓ−1([0, T ], Cℓ+1(R2)), g ∈ Cℓ([0, T ], C(Γ)), v0 ∈ Cℓ+1(R2), u0 ∈ Cℓ+2(R2)

for some integer ℓ ≥ 2, and that they satisfy corresponding compatibility conditions of
order up to m ≤ ℓ, to guarantee that problems (1) and (2) have Cℓ solutions. Then, by
means of the same machinery used to prove Proposition 2.2, one can easily show that
ḡ ∈ Cℓ([0, T ], C(R2)), with ḡ(x, 0) = d

dt ḡ(x, 0) = · · · = dm

dtm ḡ(x, 0) = 0.

Having shown that the right hand side of (15) satisfies (at least) the homogeneous
compatibility conditions (17), and taking into account the above remark, we are now
ready to solve (15) using a second order Lubich’s discrete convolution rule.

We recall, that for the solution of an hypersingular space-time BIE of type (15), in
the 3D case Chappell in [11], following Lubich’s approach, has associated the Lubich
second order BDF convolution quadrature, having constant stepsize ∆t, with a classical
Galerkin method for the space discretization. In particular, to define this latter, he has
discretized the boundary Γ by a quasiuniform partition with element diameter ∆x and

10



considered a corresponding piecewise polynomial approximant of local degree k ≥ 1.
Having denoted by ϕn(y) the approximant determined by the above Lubich/Galerkin
method at the time instant tn = n∆t, by assuming that the problem data satisfy certain
smoothness and compatibility conditions, such that for the corresponding known term
in (15) we have ḡ ∈ Hµ(0, T ;H−1/2(Γ)), with µ > 9/2 and di

dti
ḡ(·, t) = 0, i ≤ 4, he has

then been able to derive the following (unconditional) convergence estimate:

‖ϕn − ϕ(·, n∆t)‖H1/2(Γ) ≤ CT

(
∆2

t + ∆k+1/2
x

)
, (18)

where the (positive) constant CT depends on T , but not on n,∆t,∆x. We recall
however that, taking advantage of part (ii) of Theorem 3.1 in [26], and writing

ḡ(·, t) =
ḡ(4)(·, 0)

4!
t4 + ḡ1(·, t)

in the above conditions on ḡ, the requirement i ≤ 3 is sufficient (although not necessary,
as the numerical testing we have performed seems to confirm). Therefore in Remark
2.7 it is sufficient to take ℓ = 5,m = 3; in this case we define the data compatible.

As for the Dirichlet problem, no results have been derived for the Galerkin method
in the 2D case and for corresponding collocation methods. In the Dirichlet case, the
numerical testing performed in [15] seems to suggest that results analogous to (18)
should hold also in the 2D Galerkin case and for a collocation method. Therefore, in
the next section we will construct a Lubich/collocation method of local degree 1, that,
associated with the second order Lubich BDF rule, will then be used in Section 4 to
solve some 2D test problems. The same problems will be solved also using the corre-
sponding Galerkin method. The stability and convergence properties of the method
will then be tested in this latter section.

3 Discretization using convolution quadrature

in time and collocation in space

3.1 The homogeneous case

As recalled in Section 2, to solve a problem of type (1), or (2), having compatible
data, with u0 = 0, v0 = 0, f = 0, we have at our disposal the following two BIE
representations, for x ∈ Γ:

1

2
ue(x, t) +

∫

Γ

∫ t

0

∂G

∂ny

(x − y, t− τ)ue(y, τ) dτ dΓy

=

∫

Γ

∫ t

0
G(x − y, t− τ)g(y, τ) dτ dΓy

(19)

for the exterior problem and

−1

2
ui(x, t) +

∫

Γ

∫ t

0

∂G

∂ny

(x − y, t− τ)ui(y, τ) dτ dΓy

=

∫

Γ

∫ t

0
G(x − y, t− τ)g(y, τ) dτ dΓy

(20)
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for the interior problem. Both integral equations are of the second kind.
Alternatively, as shown in Section 2, we can describe both problems by associating

with them the following hypersingular (boundary) integral equation of the first kind:

∫

Γ
=

∫ t

0

∂2G

∂nx∂ny

(x − y, t− τ)φ(y, τ) dτ dΓy = g(x, t), x ∈ Γ (21)

where φ(y, τ) := [u(x, τ)]. For the properties of this equation, in the 3D case, see [11].
In Section 4, of all the formulas we have proposed to compute the required integrals,

and of the convolution quadrature-collocation method, we will apply both approaches
to solve two homogeneous problems (see Examples 1 and 2). In particular, we will
compare the accuracies and the rates of convergence of the approximations we obtain
for the corresponding solutions.

In the following, after having set t = tn = n∆t,∆t = T/N , T > 0 being fixed,
we will use a second order (BDF) Lubich discrete convolution quadrature (see [26]) to
discretize the inner integral on (0, tn). This rule has the form

∫ tn

0
k(tn − τ)ϕ(τ)dτ ≈

n∑

j=0

ωn−j(∆t)ϕ(j∆t), n = 0, . . . , N. (22)

The kernel k(t) is assumed to have a Laplace transform K(s) analytic in a region
of the form ℜ(s) > σ0, where it has also to satisfy a bound of the type: |K(s)| ≤
C|s|−µ, µ real. We recall that if µ > 0 then the kernel k is certainly locally integrable
and we have ∫ t

0
k(t− τ)ϕ(τ)dτ =

1

2πı

∫

σ+ıR
K(s)x(t; s)ds, (23)

for any σ > σ0, where

x(t; s) =

∫ t

0
es(t−τ)ϕ(τ)dτ.

When µ ≤ 0, however, as we shall see shortly, the above identity (23) still holds, as
long as the function ϕ is sufficiently smooth and the integral over σ+ ıR is interpreted
in the finite part sense. In this case, as pointed out in [27], having defined m to be the
smallest integer such that m+ µ > 0, under the assumption ϕ ∈ Cm[0, T ] we ought to
set ∫ t

0
k(t− τ)ϕ(τ)dτ =

dm

dtm

∫ t

0
k1(t− τ)ϕ(τ)dτ (24)

where

k1(t) =
1

2πı

∫

σ+ıR

K(s)

sm
estds.

For the coefficients of rule (22), the following representation:

ωn(∆t) =
1

2πı

∫

|z|=ρ
K

(
γ(z)

∆t

)
z−(n+1) dz (25)

where ρ is such that the circle |z| ≤ ρ lies in the domain of analyticity of K(γ(z)/∆t),
has been derived in [25] (see also [35]).
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Remark 3.1 In the 2D case, the Laplace transforms K = k̂,K = K(r; s), of the

kernels k = G, ∂G
∂ny

, ∂2G
∂nx∂ny

, which appear in the above three BIE formulations, can be

computed by using some well known properties of the modified Bessel functions (see
formulas 8.486(11,16,17) in [17]). In particular, setting r = ‖x‖ > 0, for G(x, t) we
have

Ĝ(r, s) =
1

2π
K0(rs),

∂̂G

∂ny

(r, s) = − 1

2π
sK1(rs)

∂r

∂ny

,

(26)

where K0(z) and K1(z) are the second kind modified Bessel function of order 0 and 1,
respectively, and

∂̂2G

∂nx∂ny

(r, s) =
s2

2π

[(
K0(rs) +

1

rs
K1(rs)

)
∂r

∂nx

∂r

∂ny

− 1

s
K1(rs)

∂2r

∂nx∂ny

]
. (27)

For any given r > 0, these three Laplace transforms are analytic in ℜ(s) > σ0 >
0, with σ0 arbitrarily small. Moreover, recalling the behavior of the Bessel functions
K0,K1 (see [1]), in this domain we have:

|K(s)| ≤ C





|s|−1/2, k = G

(
µ =

1

2

)
,

|s|1/2, k =
∂G

∂ny

(
µ = −1

2

)
,

|s|3/2, k =
∂2G

∂nx∂ny

(
µ = −3

2

)
,

Therefore, because of these behaviors, and the degrees of smoothness of Γ and
φ(y, τ), one is allowed to exchange the order of integration in the left hand sides of
(19), (20), (21) only if, after the exchange, the inner integral over (0, t) is interpreted
(in the finite part sense) as defined above in (24).

Lemma 3.2 (see [39] p. 229). For any given non negative integer ℓ, and any given
real r > 0, we have :

1

2πı

∫

σ+ıR

Kν(rs)

sℓ
ds = 0, ν = 0, 1,

where Kν denotes the modified Bessel function of the second kind of order ν.

In the following Proposition we give an explicit expression of the finite part integral
defined in (24), when the kernel k is either ∂G

∂ny
, which corresponds to the case m = 1

in (24), or ∂2G
∂nx∂ny

(m = 2).

Proposition 3.3 Let ϕ ∈ C2[0, T ], with ϕ(0) = 0. Let k be either ∂G
∂ny

(m = 1) or
∂2G

∂nx∂ny
(m = 2) and K(s) be its Laplace transform. Then the following representation

holds:
∫ t

0
k(t− τ)ϕ(τ)dτ =

dm

dtm

∫ t

0
k1(t− τ)ϕ(τ)dτ =

1

2πı

∫

σ+ıR
K(s)x(t; s)ds

13



where in the case m = 2 the last integral is defined in the finite part sense, i.e.,

1

2πı

∫

σ+ıR
= K(s)x(t; s)ds =

1

2πı

∫

σ+ıR
K(s)

[
x(t; s) +

ϕ(t)

s

]
ds

Proof. First we write (24) as follows:

I :=
1

2πı

∫

σ+ıR

K(s)

sm

dm

dtm
x(t; s)ds, m = 1, 2,

and notice that, having assumed ϕ ∈ C2[0, T ], with ϕ(0) = 0, we have

x(t; s) +
ϕ(t)

s
=
x1(t; s)

s2

with
|x1(t; s)| ≤ C for s ∈ σ + ıR,

uniformly with respect to t ∈ [0, T ].
Thus, taking advantage of the relationship

d

dt
x(t; s) = sx(t; s) + ϕ(t)

and recalling Lemma 3.2, we obtain the expressions:

I =
1

2πı





∫

σ+ıR
K(s)x(t; s)ds, m = 1,

∫

σ+ıR
K(s)

[
x(t; s) +

ϕ(t)

s

]
ds, m = 2,

where both integrals are defined in the usual sense. �

Remark 3.4 In the case of the kernel (27) (m = 2), only the component containing
the term s2K0(rs) can give rise to a finite part integral. This happens however only in
the representation of the coefficient ω0(∆t) (see [35], p.415), whose value turns out to
be given by the expression:

ω0(∆t) =
∂̂2G

∂nx∂ny

(r, α0/∆t) = (28)

1

2π

α0

∆t

{[
α0

∆t
K0

(
rα0

∆t

)
+

1

r
K1

(
rα0

∆t

)]
∂r

∂nx

∂r

∂ny

−K1

(
rα0

∆t

)
∂2r

∂nx∂ny

}

where α0 = 3
2 is the constant term of the characteristic polynomial γ(z) = 3

2 − 2z +
1
2z

2 associated with the chosen second order Backward Differentiation Formula (BDF )
for ODE (see [26]). For the other components, as well as for all those defining the
coefficients ωn−j, j = 0, . . . , n− 1, the corresponding Bromwich integrals are defined in
the usual sense and the corresponding Lubich’s rule coefficients can be determined by
using Lubich’s approach.

After noticing that

∂r

∂nx

∼ r,
∂r

∂ny

∼ r,
∂2r

∂nx∂ny

∼ r−1, r → 0,
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and recalling that (see (40) below)

K1(rs) ∼ r−1, s > 0 fixed ,

from the representation (28) it follows that the coefficient ω0 have a second order hy-
persingularity at the origin, i.e., for ∆t > 0 fixed,

ω0(∆t) = ω0(∆t; r) ∼ r−2, r → 0.

Further, recalling the behaviors of the K Bessel functions and of their derivatives
near the origin (see [1]), it can be shown that also the following coefficients ωn(∆t), n ≥
1, have the same hypersingularity.

After these preliminary remarks, we are now entitled to construct (BDF ) Lubich
rules associated with these new 2D kernels, since they are all well defined.

We recall that in the case of our kernels, and in particular of the one which gives
rise to the above finite part integral, representation (25) holds also for ω0(∆t). Indeed,
Lubich’s derivation of this representation automatically defines its finite part explicitly
given in Remark 3.4. Of course we can use the formula given in Remark 3.4 to determine
directly the value of ω0 with machine precision, since in principle when we apply
the trapezoidal rule, as suggested in [26], to the representation (25), some numerical
cancelation could appear; however, in practice this does not seem to be the case.

We consider first formulation (19). To solve it numerically, for the time discretiza-
tion we split the interval [0, T ] into N steps of equal length ∆t = T/N and collocate
the equation at the discrete time levels tn = n∆t, n = 0, . . . , N :

1

2
ue(x, tn) +

∫

Γ

∫ tn

0

∂G

∂ny

(x− y, tn − τ)ue(y, τ) dΓy dτ (29)

=

∫

Γ

∫ tn

0
G(x − y, tn − τ)g(y, τ) dΓy dτ.

The time integrals are then discretized by means of the Lubich convolution quadrature
associated with the BDF method of order p = 2. We obtain:

n∑

j=0

∫

Γ
ωn−j(∆t; ||x − y||)ue(y, tj) dΓy, n = 0, . . . , N (30)

where coefficients ωn are given by (see (25)):

ωn(∆t; ||x − y||) =
1

2πı

∫

|z|=ρ
K

(
||x − y||, γ(z)

∆t

)
z−(n+1) dz,

K being the Laplace transform of ∂G/∂ny for the integral to the left hand side of (29),
and of G for the integral to the right hand side.

For the space discretization, first we introduce the parametrization of the curve Γ,
x = ψ(x) = (ψ1(x), ψ2(x)) and y = ψ(y) = (ψ1(y), ψ2(y)) with x, y ∈ [a, b], and then
we approximate the unknown function ue

∆t
by

ue
∆t

(ψ(x), tj) ≈
M+1∑

k=1

ue
j kNk(x), x ∈ [a, b] (31)
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where Nk(x) are the shape functions, in our case, for simplicity, of linear type, defined
on a uniform partition {xh}M+1

h=1 of the parametrization interval [a, b] = [x1, xM+1],
with mesh size ∆x. Taking into account that the curve Γ is closed, we have ψ(x1) =
ψ(xM+1) and ue

j 1 = ue
j M+1. Therefore, having set x0 = x1 − ∆x, hence extended by

periodicity the function ψ(x), so that ψ(x0) = ψ(xM ), we replace the sum in (31) by

M∑

k=1

ue
j kNk(x), x ∈ [x0, xM+1],

and the interval of integration by (x0, xM+1).
Finally, by collocating the fully discretized equation at the points ξh = xh, h =

1, . . . ,M , we obtain a Toeplitz block lower triangular linear system of the form:

n−1∑

j=0

An−ju
e
j +

(
1

2
I + A0

)
ue

n = gn, n = 0, . . . , N (32)

in the unknown vectors ue
j = (ue

j 1, . . . , u
e
j M ), j = 0, . . . , n, where the sum is empty

when n = 0, and I denotes the identity matrix of order M . From the computational
point of view this takes the form

(
1

2
I + A0

)
ue

n = gn −
n−1∑

j=0

An−ju
e
j , n = 0, . . . , N (33)

with

(An−j)hi =

∫ xM+1

x0

ωn−j(∆t; ‖ψ(xh) −ψ(y)‖)Ni(y)|ψ′(y)|dy.

In particular the matrix A0, the only one that needs to be inverted, is defined by the
coefficient ω0, for which an explicit representation has been given in Remark 3.4.

As suggested in [26], the above convolution coefficients ωn can be efficiently com-
puted by means of the trapezoidal rule

ωn(∆t; ||x − y||) ≈ ρ−n

L

L−1∑

l=0

K

(
||x − y||, γ(ρe

ı l2π
L )

∆t

)
e−ın l2π

L (34)

where the interval (0, 2π) has been partitioned into L subintervals of equal length. All
the ωn can be computed simultaneously by the FFT with O(N logN) flops.

Assuming that K is computed with a relative accuracy bounded by ε, in the case
|K(s)| ≤ C|s|−µ, µ ≥ 0, Lubich in [26] has proposed the choice

L = 2N, ρ = ε
1

2N (35)

to obtain an error of size O(
√
ε) in the approximation of ωn.

Since in the case of our hypersingular equation we have µ < 0, one should examine
the corresponding error bound as in [25], Sect. 7. This has been done, for example,
in [11], where for the 3D case Chappell takes L = N + 1 and ρ ≈ ǫ1/N . Other choices
of ρ, suggested in [11] and [10], did not produce any improvements in our numerical
testing. Thus, also because of the different behaviors of the three components in (27),
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we have chosen the values (35). These have actually produced, at least in the examples
we have considered, an accuracy very similar, and in some cases even superior, to that
given by other choices. We remark however that the existence of a possible “optimal”
choice of the values of the parameters L and ρ is still an open question.

Remark 3.5 As we shall shortly see, for s 6= 0 the functions K(r, ·), are weakly sin-
gular at r = 0. Therefore, to use the above approximation (34), in the final form of
our collocation method we need to exchange the trapezoidal summation with the integral
over Γ. Then, the FFT algorithm will be used to compute, simultaneously, all the terms
of the summation over j.

Thus, the collocation linear system takes the following form:

1

2

M∑

k=1

ue
n kNk(xh)+

n∑

j=0

ρj−n
M∑

k=1

ue
j k

L

L−1∑

l=0

[∫ xM+1

x0

K(1)

(
rh,

γ(ρeı
l2π
L )

∆t

)
Nk(y)|ψ′(y)| dy

]
e−ı(n−j) l2π

L

=

n∑

j=0

ρj−n

L

L−1∑

l=0

[∫ xM+1

x1

K(2)

(
rh,

γ(ρeı
l2π
L )

∆t

)
g(ψ(y), tj)|ψ′(y)| dy

]
e−ı(n−j) l2π

L ,

h = 1, . . . ,M, n = 0, . . . , N

(36)

where rh = ||ψ(xh) − ψ(y)||. For s 6= 0, both kernels are analytic functions of r > 0.
At r = 0

K(1)(r, s) = − 1

2π
sK1(rs)

∂r

∂ny

(37)

has a mild singularity of the type r2 ln r, which however cannot be factored out, while
(see [1])

K(2)(r, s) =
1

2π
K0(rs) ∼ ln r. (38)

Also in this case the term ln r does not appear as a factor.
Since a key point for the success of the method is the accurate evaluation of all

the integrals appearing in (36), possibly using a low number of quadrature points, in
the following we will propose an efficient numerical approach for the computation of
these integrals. This aspect of the problem does not seem to have been considered in
the papers that have been published till now. Therefore, in the following we will treat
carefully this aspect of the problem.

To this end, we preliminarily remark that all the weak singularities of our kernels
cannot be factored out, and therefore they cannot be taken as weight functions of the
corresponding integrals we have to compute. This means that the use of associated
(weighted) Gaussian rules is not an efficient approach. To compute these integrals we
will use the very simple and efficient polynomial smoothing technique proposed in [32],
[33].
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The numerical integration difficulties spring from the asymptotic behaviors of the K
Bessel functions near the origin, given by the following representations (see [1], p.375):

K0(z) = −
(
ln
z

2
+ γ
)
I0(z) +

∞∑

k=1

ak

(
z2

4

)k

(k!)2

I0(z) =
∞∑

k=0

(
z2

4

)k

(k!)2
, a1 = 1, ak+1 = ak +

1

k + 1

(39)

K1(z) =
1

z
+
(
ln
z

2

)
I1(z) −

z

4

∞∑

k=0

[ψ(k + 1) + ψ(k + 2)]

(
z2

4

)k

k!(k + 1)!

I1(z) =
z

2

∞∑

k=0

(
z2

4

)k

k!(k + 1)!

(40)

where ψ(1) = −γ, γ = 0.5772156649... being the well known Euler’s constant, and
ψ(k + 1) = ψ(k) + 1/k (see [1]).

For the computation of the first integral in (36), i.e. that containing the kernel
K(1), we rewrite it in the form:

(∫ xk

xk−1

+

∫ xk+1

xk

)
K(1)

(
||ψ(xh) −ψ(y)||, γ(ρe

ı l2π
L )

∆t

)
|ψ′(y)|Nk(y) dy. (41)

Since, when hk − 1, k, k + 1, K(1) has only a very mild singularity of the type r2 log r
at the collocation abscissa xh, while it is smooth for all other values of h, we apply a
n-point Gauss-Legendre rule, in general with n small, to each mesh element belonging
to the support of Nk. To evaluate the integral

∫ b

a
K(2)

(
||ψ(xh) −ψ(y)||, γ(ρe

ı l2π
L )

∆t

)
|ψ′(y)|g(ψ(y), tj) dy, (42)

because of the presence of a log r singularity, in the two subintervals of (a, b) having
xh as endpoint, i.e. in (a, xh) and (xh, b), we introduce preliminarily the q-smoothing
change of variable y = xh ± tq, q = 3, with the sign minus (plus) when xh is the
upper (lower) integration endpoint, and then we apply to each one of them a n-point
Gauss-Legendre quadrature rule, in general with n not small as in the previous case.

The latter numerical procedure allows to use a number of quadrature nodes signifi-
cantly smaller than that required by the direct application of the Gauss-Legendre rule,
to obtain the same accuracy. Moreover, it does not require the decomposition of the
kernels, in order to extract explicitly the weakly singular factor log r. Because of its
simplicity and effectiveness, we have preferred this approach to the use of a Gaussian
rule with a log r weight. This idea has been successfully used to compute integrals of
weakly singular functions, and also to solve, by standard polynomial methods, one-
dimensional weakly singular integral equations (see, for example, [32], [33]).

Moreover, as Figure 1 below shows, to obtain an acceptable BIE numerical solution,
the right hand side of the final linear system must be computed with a sufficiently
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high accuracy, otherwise unwanted oscillations, caused by the errors generated by the
known term integration, soon appear. To this end, the introduction of the q-smoothing
transformation plays a crucial role, since it allows to reach the required accuracy using
a significantly smaller number of quadrature nodes.

The case of representation (20) is very similar, therefore we omit it. Instead we
consider the alternative case given by the hypersingular equation (21).

By coupling the Lubich convolution quadrature with a space collocation method,
based on linear shape functions defined on a uniform partition of the parametrization
interval, we obtain a linear system of the form:

n∑

j=0

Ān−jφj = ḡn, n = 0, . . . , N (43)

whose structure is, as we can see, very similar to that of (32), with

(Ān−j)hi =

∫ xM+1

x0

= ωn−j(∆t; ‖ψ(xh) −ψ(y)‖Ni(y)|ψ′(y)|dy, (ḡn)h = g(xh, tn).

(44)

Figure 1: ue defined by (19); M = 32, N = 16, 64-point Gauss-Legendre rule with q = 1 (left) and q = 3
(right).
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Remark 3.6 We recall that in equation (21) the function φ is assumed to be smooth,
and the hypersingular integral is defined as a two-sided finite part integral (see [29]).
In this case it coincides with the sum of two one-sided finite part integrals, each one
having the hypersingularity at one of the domain of integration endpoints. Moreover,
equation (21) defines an identity between two continuous functions. When we replace
the unknown φ by a continuous piecewise linear approximant, the above statement still
holds, as long as x does not coincide with one of the mesh points xk. If x = xk,
then the hypersingular integral can be defined only as the sum of two one-sided finite
part integrals. In this case the two-sided finite part integral does not exist (see [29]).
Nevertheless, we will investigate also this situation.

The coefficients ωn−j(∆t; r) depend on n−j, not on n and j separately. This means
that once we have constructed system (43), if we advance further in the time direction

19



by the same stepsize ∆t, we only need to construct the new matrix ĀN and solve a
new system of the form

Ā0φN+1 = ḡN+1 −
N∑

j=1

ĀN+1−jφj. (45)

If however one wants to change ∆t, then all the computation has to be restarted from
t = 0. This is the main drawback of Lubich’s convolution rule.

After replacing, as in the previous case, the ωn−j coefficients by their approximation
(34), system (43) takes the final form:

n∑

j=0

ρj−n
M∑

k=1

φj k

L

L−1∑

l=0

[∫ xM+1

x0

K

(
||ψ(ξh) −ψ(y)||, γ(ρe

ı l2π
L )

∆t

)
Nk(y)|ψ′(y)| dy

]
e−ı(n−j) l2π

L

= g(ψ(ξh), tn), h = 1, . . . ,M, n = 0, . . . , N,
(46)

where (see( 27))

K(r, s) =
s2

2π
K0(sr)

∂r

∂nx

∂r

∂ny

+
s

2πr
K1(sr)

∂r

∂nx

∂r

∂ny

− s

2π
K1(sr)

∂2r

∂nx∂ny

=: K
(1)
D (r, s) +K

(2)
D (r, s) +K

(3)
D (r, s)

(47)

and the {ξh} are the chosen collocation points.
As collocation points we consider two choices: ξh = xh and ξh = xh + ǫ∆x, with

0 < ǫ <1. The associated methods will be called nodal collocation and ǫ-collocation,
respectively. We will use the term collocation method to refer to both of them.

For s 6= 0, the kernels K
(1)
D and K

(2)
D in (47), as a function of r, are analytic for

r > 0 and bounded at r = 0. Instead, the kernel K
(3)
D has a r−2 hypersingularity at

r = 0. Therefore, a remark similar to Remark 3.5 applies; however, since in this case
the last kernel is hypersingular, the associated integral must be defined in the finite
part sense in the boundary element containing the hypersingularity ( ǫ-collocation) or
having this latter at one of its endpoints (nodal collocation).

As before, for the computation of the integrals with the kernels K
(1)
D and K

(2)
D

we have applied the n-point Gauss Legendre quadrature rule, with a low number of
quadrature nodes, as it will be specified in the numerical examples we will present in
Section 4.

The computation of the (hypersingular) integral defined by the kernel K
(3)
D is far

more delicate, and may cause a severe loss of accuracy if not treated properly. Thus,
we propose to proceed as follows.

After noting that

∂2r

∂nx∂ny

∣∣∣
x=ξh

= − 1

rh
f(rh)

f(rh) :=
1

r2h

{
[ψ2(ξh) − ψ2(y)]

2nξh,1ny,1 + [ψ1(ξh) − ψ1(y)]
2nξh,2ny,2

−[ψ1(ξh) − ψ1(y)][ψ2(ξh) − ψ2(y)][nξh,1ny,2 + nξh,2ny,1]
}
,

(48)
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where we have set ξh = ψ(ξh) and rh = ‖ξh − y‖ , we obtain

I(3) :=

∫ xk+1

xk−1

K
(3)
D (rh, s)Nk(y)|ψ′(y)|dy =

1

2π

∫ xk+1

xk−1

srhK1(srh)f(rh)

r2h
Nk(y)|ψ′(y)|dy.

(49)
When ξh ∈ [xk−1, xk+1], this integral is defined in the finite part sense. In this case

we write

I(3) =
1

2π

∫ xk+1

xk−1

= s2f(rh)Nk(y)

[
srhK1(srh) − 1

(srh)2
+

1

(srh)2

]
|ψ′(y)|dy

=
1

2π

∫ xk+1

xk−1

s2f(rh)Nk(y)
srhK1(srh) − 1

(srh)2
|ψ′(y)|dy +

1

2π

∫ xk+1

xk−1

=
f(rh)Nk(y)

r2h
|ψ′(y)|dy

=: I
(3)
1 + I

(3)
2

Since the term zK1(z)−1 gives rise to a severe numerical cancellation when z is close
to zero, which in turn has then a destroying effect on the overall integral computation,
to overcome this drawback, when z is small we take advantage of expansion (40) and
define

zK1(z) − 1

z2
≈ 1

2

N0∑

k=0

[
ln
z

2
− ψ(k + 1) − 1

2(k + 1)

] (
z2

4

)k

k!(k + 1)!
(50)

with N0 chosen according to the approximation accuracy one wants to achieve. We
remark that for z small the above series converges very fast, so that the required N0

is actually very small. For example, using the 16-digit double precision arithmetic, for
|z| ≤ 0.1, choosing N0 = 4 we obtain full machine accuracy. This happens also when
|z| ≤ 10−4, if we choose N0 = 1. On the contrary, if we use directly the expression
(zK1(z) − 1)/z2, for |z| > 0.1 the numerical cancelation does not occur; for 10−3 ≤
|z| ≤ 10−1 we may have a loss of up to four significant digits, while for |z| ≤ 10−8 we
loose all the significant figures.

To compute I
(3)
1 we use the numerical approach proposed for the computation of

the previous integrals; that is, we introduce preliminarily the q-smoothing change of
variable with q = 5 and then we apply an n-point Gauss-Legendre quadrature rule. To
show the efficiency of this approach, in Table 1 we have reported the relative errors
obtained in the computation of the following integral

∫ 1

0

xK1(x) − 1

x2
dx (51)

by means of the q-smoothing transformation tq and the n-point Gauss Legendre quadra-
ture rule. Notice that in the first column of Table 1, where no transformation has been
considered (q = 1), the accuracy increases very slowly; in the second column, where
q = 5, the accuracy is better than the previous one, but it deteriorates because of the
above mentioned numerical cancellation as the number of quadrature nodes increases.
Finally, in the third column, where q = 5 and we have used the above expansion with
N0 = 1 when x = tq ≤ 10−3, we obtain 14 significant digits by using only 32 Gaussian
nodes. We notice however that the accuracy of the integral approximations given by
the values q = 5 and n = 8 is already much higher than that required by the chosen
BIE approximate solution.
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Table 1: relative errors for (51)
n q = 1 q = 5 q = 5, N0 = 1
4 1.86E − 02 1.17E − 04 1.17E − 04
8 5.19E − 03 5.84E − 07 3.19E − 08

16 1.37E − 03 5.98E − 08 4.27E − 11
32 3.54E − 04 8.33E − 08 7.40E − 14
64 8.99E − 05 8.73E − 08 −−

128 2.26E − 05 6.34E − 04 −−
256 5.68E − 06 8.10E − 05 −−
512 1.42E − 06 3.63E − 07 −−

The symbol −− means that the full relative accuracy has been reached. As reference
value we have taken that given by q = 5, N0 = 10 and 512 Gaussian points.

Of course, one could apply an alternative approach based on the use of a Gauss-
Legendre rule and of a Gaussian rule with a log x weight function; however, because of
its simplicity and efficiency, we have preferred the one described above.

When, for example, h = k, to compute I
(3)
2 we write

I
(3)
2 =

1

2π

[∫ xk

xk−1

= +

∫ xk+1

xk

=

]
Φ(y; ξk)

F (y; ξk)

(y − ξk)2
dy (52)

where we have set

Φ(y; ξk) =
(y − ξk)

2

r2k
, F (y; ξk) = f(rk)Nk(y)|ψ′(y)|,

and the first integral is defined in finite part sense only in the nodal collocation case.
The hypersingular integrals are then computed by using the Radau type Gaussian
rule defined in [30], with n Gaussian points. In the ǫ-collocation case, the (Riemann)
integral over (xk−1, xk) is evaluated using an n-point Gauss-Legendre formula. The
case h = k − 1 is very similar.

Note that in these two cases, to evaluate Φ(y; ξh) accurately, i.e. to avoid the
numerical cancelation phenomenon, which inevitably appears when y is very close to
the collocation point ξh, in general one has to compute it by using the Taylor expansion
of the (smooth) functions ψi(y), i = 1, 2, around y = ξh. When ξh 6∈ [xk−1, xk+1], both
integrals in (52) are Riemann and we compute them by using a n-point Gauss-Legendre
rule.

Remark 3.7 We have considered

K(2)(r, s) =
1

2π
K0(sr)

and the following main components of the other Laplace transforms:

K(1)(r, s)
.
= − 1

2π
srK1(sr), K

(1)
D (r, s)

.
=

1

2π
(sr)2K0(sr),

K
(2)
D (r, s)

.
=

1

2π
srK1(sr), K

(3)
D (r, s)

.
= − 1

2π

s

r
K1(sr).
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For the ω-coefficients associated with these we have the property:

ωn(∆t) = ωn(∆t, r) = c∆tωn(1, d), d =
r

∆t

with c∆t = 1 in all cases except the last one, where c∆t = ∆−2
t . Thus, as we already

did for the Dirichlet case, here we report a few graphs (see Figures 2-3) representing
some behaviors of the original coefficients ωn(1, d), i.e., those associated with the (full)

Laplace transforms K(1),K(2),K
(1)
D ,K

(2)
D ,K

(3)
D .

Notice that the behavior of these coefficients is very similar to that of the corre-
sponding ones defined by the Dirichlet problem (see [35]).

Figure 2: ωn(1, 20), n = 0 : 100.
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Figure 3: ω100(1, d), d = 0.001 : 200.
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In this section, for the homogeneous case, we have presented two alternative BIE
representations for the original PDE problem. However, as we shall point out in Section
4, Example 1, formulation (21) turns out to be, from all points of view, the most
convenient one.

3.2 The non homogeneous case

In the non homogeneous case, it is even more true that the most convenient BIE
representation is by far the hypersingular one. For its time discretization we split the
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interval [0, T ] into N steps of equal length ∆t = T/N and collocate the equation at the
discrete time levels tn = n∆t, n = 0, . . . , N , and at the chosen (collocation) points ξh.

The time integrals are then discretized by means of the Lubich convolution quadra-
ture associated with the BDF method of order p = 2, while the unknown density
function is, at each given instant τ = tn, approximated by a (continuous) piecewise
linear function. After this, one proceeds exactly as in the homogeneous case, except
that now extra volume integrals must be computed at each time level tn and for each
collocation point ψ(ξh). Thus here we propose an efficient numerical approach for the
evaluation of the integrals defined in Subsection 2.1.

For the inner finite-part integral we have at our disposal two alternative quadrature
formulas: rules (2.10) and (2.16) of reference [30]. The first one is of Gauss-Radau type,
while the second is only of interpolatory type. For some properties of them see [30].
In particular we propose to use the Gauss-Radau type rule for the evaluation of the
integrals of form ∫ 1

0
=

ξ2√
1 − ξ

Φ(ξ)

1 − ξ
dξ,

that is, ∫ 1

0
=

ξ2√
1 − ξ

Φ(ξ)

1 − ξ
dξ ≈ c0Φ(1) +

1

2
√

2

n∑

i=1

w
(1)
i Φ

(
1 − ζi

2

)

with

c0 = −16

3
− 1

2
√

2

n∑

i=1

λi

1 + ζi
< 0

w
(1)
i =

λi

1 + ζi

where {λi}, {ζi} are the weights and nodes of the classical n-point Gauss-Jacobi quadra-
ture rule defined in (−1, 1) and associated with the weight function (1+ ξ)2(1− ξ)−1/2,
respectively.

For the integral of form ∫ 1

0
=

ξ2√
1 − ξ

Ψ(ξ)

(1 − ξ)2
dξ

one can use both quadrature rules. However, the Gaussian one requires also the evalu-
ation of Ψ′(1). Thus, to avoid this evaluation, we propose to use the second rule, which
in our case takes the following form:

∫ 1

0
=

ξ2√
1 − ξ

Ψ(ξ)

(1 − ξ)2
dξ ≈

n∑

i=1

w
(2)
i Ψ

(
1 − ζi

2

)
(53)

where

w
(2)
i =

λi√
2(1 + ζi)2

+
γn

(1 + ζi)P
(3,1/2)
n−1 (ζi)

{
2c0

[
n+

5

2
− 1

n(1 + ζi)

]
− c1
n

}
(54)

γn =
(−1)n4Γ(n+ 1

2)√
π(2n + 5)(n − 1)!

c1 =
16

3
− 1√

2

n∑

i=1

λi

(1 + ζi)2
< 0

24



c0, {λi}, {ζi} being defined as in the previous case, and P
(3,1/2)
n−1 (ζ) is the (n− 1)-degree

Jacobi polynomial P
(α,β)
n−1 (ζ) with α = 3 and β = 1/2 (see [1], Ch. 22). The values

{P (3,1/2)
n−1 (ζi)} can be computed efficiently using the three-term recurrence relationship

(see [1], Sect. 22.7) which defines these polynomials.
Notice that, taking the same number of nodes n in the above two quadrature rules,

one can obtain a unique global integration rule for evaluation of the sum Iu0
+ Iv0

,
which is given by an expression of the following form:

1

2π

∫ 2π

0
(nx,1 cos θ + nx,2 sin θ)

[
3

2t

∫ 1

0
=

ξ2√
1 − ξ

Ψ(ξ, θ)

(1 − ξ)2
dξ −

∫ 1

0
=

ξ2√
1 − ξ

Φ(ξ, θ)

1 − ξ
dξ

]
dθ.

The inner integration over the time interval (0, t) in If can be performed by using
the Gauss-Legendre formula.

In all cases, the integrals defined on the interval (0, 2π) are evaluated using the
classical trapezoidal rule. In the examples we will present in the next section, we
have applied this formula with 2n abscissas, where n denotes the number of nodes
used by the other quadrature rules described above. With this choice we had results
slightly more accurate than those given by the n-point rule. We cannot exclude that
a number of nodes lower than 2n would have given the same accuracy, but we have
made this choice for simplicity. When a data has a local support, since the θ interval
of integration in this case is of the type (θ1, θ2), with 0 < θ1 < θ2 < 2π, the trapezoidal
rule is replaced by the Gauss-Legendre one.

Remark 3.8 Recalling Remark 2.7, we observe that when we take a time step ∆t too
small, the evaluation of the right hand side of equation (15) at the initial time instants,
in particular at t = t1, can generate numerical cancelation, whose effects will inevitably
propagate at the subsequent instants and deteriorate the solution approximation, unless
the volume integrals are evaluated with the needed accuracy. In the numerical examples
we will present in the next section this phenomenon has shown up for values of ∆t

much smaller that those considered there.

The computational complexity of the Lubich/collocation method is essentially given
by that of the construction of the N + 1 matrices Ān ∈ R(M+1)×(M+1) in (43), and of
the evaluation of the volume integral terms. These latter are at most 3N(M + 1).

Thus, denoting by nm the number of nodes of the Gauss-Legendre rule used to
compute the matrix elements, and recalling that all the matrix elements are computed
using the FFT with L = 2N terms, the construction of all matrices is (approximately)
defined by that of 2nmNM

2 (complex and composite, see (46)) function evaluations.
We have also taken into account the special form of the kernel K̄ defining the matrix
elements (see (47)), and the decomposition strategy we have proposed to treat it. Our
(rough) count does not include however, many other (minor) computational issues.

If we denote by nv the number of points of the quadrature rules presented above,
that we will use to compute the volume integrals, then the cost of all volume integra-
tions is given by 2n2

v(nv + 2)MN (real) function evaluations.
To determine the volume integration overhead, we have derived a very rough esti-

mate, given only in terms of real function evaluations. This is:

n2
v(nv + 2)

16nmM
= O(M−1), (55)
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It represents also an estimate of the overhead associated with the evaluation of the
potential at a given point of the PDE space domain, for all tn ∈ (0, T ].

Thus, for example, when nv ≈ nm and M is greater than n2
v, the overhead can be

considered negligible. For instance, in Example 4 of the next section, for T = 1 we
take nm = 8 and nv = 12; therefore, starting from M = 16 the above ratio is less
than 1 and tends to zero as M increases. We ought however to notice that when the
volume integrand functions have a nasty behavior (this happens in our Examples 3 and
4 when T is not small; for instance for T = 32, 100), the number of quadrature nodes
nv one has to take is not any longer small. In this case the above overhead can take a
significant value, unless the value of M is large enough (see the first case in Example
3), or one can construct ad hoc quadrature rules which require a (significantly) lower
number of points.

The numerical testing we will present in the next section shows that estimate (55)
is actually too pessimistic.

Finally, we ought to remark that in the above overhead estimates we have assumed
to use the same quadrature rules for all time instants tn ∈ [0, T ]. This means that
the number of nodes nv is determined by the accuracy we require in particular at T .
But the same accuracy is achieved, for example, at the initial instants by taking a
significantly smaller number of nodes, in particular when T is moderate/large. This
aspect needs to be further investigated.

4 Numerical examples

Since no theoretical results are known on the stability and convergence of the Lu-
bich/collocation method described in the previous section, as well as for the associ-
ated Lubich/Galerkin method, in this section we perform some numerical testing on
these properties by considering a few simple examples. We recall that the space ap-
proximant we have chosen is a continuous piecewise linear function associated with
the chosen (uniform) mesh. At the same time, we will also test the efficiency of the
quadrature formulas we have proposed to compute the volume integrals. In the case
of fully homogeneous problems we will consider both approaches (33) and (45).

Remark 4.1 In the collocation case, the elements of the matrix Ā0 in (45), the only
one that needs to be “inverted”, are given by

(Ā0)mi =

∫ xM+1

x0

ω0(∆t; ‖ψ(xm) −ψ(y)‖)Ni(y)|ψ′(y)|dy,

where, having set rm = ‖ψ(xm) −ψ(y)‖, we have

ω0(∆t; rm) =
∂2

∂nx∂ny

1

2π
K0

(
3

2

rm
∆t

)
=

∂2

∂nx∂ny

ı

4
H

(1)
0

(
ı
3

2

rm
∆t

)
,

K0(z) being the modified Bessel function of the second kind of order 0, and H
(1)
0 (z) is

the zero order Hankel function of the first kind (see [1], (9.6.4)). Therefore Ā0 is a
collocation matrix for the double-layer BIE representation of the Neumann problem for
the Helmholtz equation △u − s2u = 0, with wavenumber s = 3/(2∆t), defined on the
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(closed and parametrized) curve Γ. A similar remark applies also to the corresponding
Galerkin matrix.

The mapping properties of the above mentioned double-layer representations, as
well as the behaviors of the corresponding classical Galerkin and collocation matrices,
have been known for many years. For the collocation case see, for example [6], [7], [8],
[14]. In all the testing we have performed, where we simultaneously let ∆t → 0 and
M → ∞, the (spectral) condition numbers of the matrices 1

2I + A0 and Ā0 have taken
values close to 1. Thus, in the cases we have examined the final linear systems one has
to solve appear to be very well-conditioned. This seems to be due to the property that
the coefficient ω0(∆t; rm), which is defined in terms of modified Bessel functions of the

second kind K0 and K1, contains (see 9.7.2 in [1]) the factor e−
3
2

rm
∆t .

We recall that in the 3D case, having denoted by ∆x the size of the mesh ele-
ments of the boundary Γ, for the corresponding Galerkin method the (unconditional)
convergence rate forecasted by (18) for regular meshes is, in the (space) H1/2-norm,

O(∆2
t ) +O(∆

3/2
x ), uniformly with respect to tn ∈ [0, T ]. Although a similar result has

not been derived for the 2D case, this bound would suggest to take ∆t and ∆x such

that ∆2
t ≈ ∆

3/2
x , that is,

M ≈ (b− a)

(
N

T

)4/3

, N → ∞. (56)

This criteria has been adopted, for example, in [11]. In such a case the “global order
of convergence” should behave like N−2. Otherwise, by taking for example M = N
or M = N/2, the behavior of the above error would be defined by N−3/2. However,
for simplicity, in our numerical testing, to examine the convergence behavior of the
proposed numerical methods, we have preferred to compute the (space) L2-norm of the
errors. In this case, since in the following examples we perform only uniform partitions
of the boundary Γ, it appears reasonable to expect a global rate of convergence of the
type O(∆2

t ) +O(∆2
x).

Thus in the following examples we will apply our collocation and the associated
Galerkin methods and verify if the expected quadratic rate of (unconditional) conver-
gence holds. Since the above convergence estimate is uniform with respect to tn ∈ [0, T ],
we will examine the time pointwise behavior of the space L2-norm of the errors pro-
duced by the proposed methods at the chosen instants tn.

We will consider four cases: two fully homogeneous and two with non homogeneous
data. Two with initial/boundary conditions satisfying the smoothness and compat-
ibility conditions required by the Lubich’s theory (Examples 1, 3), and two having
data not satisfying all the required compatibility conditions: in Example 2, the first
condition (of order 0) is violated, while in Example 4 it is the one of highest order (3)
which is not satisfied. In Example 1 we will also consider a domain with corners.

In the numerical testing we present next, all the matrix elements have been com-
puted by applying the n-point Gauss-Legendre rule to each boundary element where
the integrand is not identically equal to zero, with n = 8 when T = 1 and n = 16 for
the cases T = 32, 12π, 100. In all tables and figures, we will denote by L/NC, L/SC and
L/Gal, the Lubich/nodal collocation, Lubich/shifted collocation and Lubich/Galerkin
BEM methods, respectively. Here and in the following, by shifted collocation method
we mean the ǫ-collocation method with ǫ = 1/3. There are no special reasons for
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choosing this value. As we shall shortly remark, any value not too close to one of the
values 0, 1/2, 1 would be an equally good choice.

Example 1

The first example we have considered is the 2D Neumann problem (1) or (2), with
the following homogeneous data:

u0(x) = 0, v0(x) = 0, f(x, t) = 0, g(x, t) = −t4 exp(−t), x ∈ Γ (57)

t ∈ [0, T ] and Γ coinciding with the boundary of the unit disc, parameterized by
x = ψ(θ) = (cos θ, sin θ), θ = [−π, π). The time interval has been divided into N steps
of equal length, and the θ interval into M equal parts (see Section 3.1). In this case,
besides the Lubich/collocation method we have also applied the corresponding Lu-
bich/Galerkin method. Notice that the data smoothness and compatibility conditions
required to obtain the optimal rate of convergence proved in [11] for the 3D analogue
are satisfied.

In the case of the BIEs (19) and (20), to compute the space integrals on their right-
hand side, we have first split the parametrization interval in the two subintervals defined
by the collocation point and introduced the q-smoothing polynomial transformation
defined immediately after (41), with q = 3. Then, we have applied to each subinterval
the n-point Gauss-Legendre quadrature rule, with n = 128 for T = 1 and n = 16 for
T = 32 and T = 12π.

At a first glance such a high number of nodes when T = 1 may appear surprising,
in particular if compared with that of the case T = 32. However, a more careful look
at the behavior of the integrand function shows, in the first case, an exponential decay
away from interval split point. This phenomenon, which is due to the very small values
that the step △t takes when N is not small, is not significant when T = 32. Notice
that the choice n = 128 when T = 1 may be excessively high for the lower values of
N . We have made such choice for all values of N only for simplicity reasons.

Since an analytic expression of the exact solution of the above BIEs is not known, to
determine the estimated errors for the approximation of [u(x, t)] = ui(x, t)−ue(x, t) we
have taken as reference solution the approximant given by the chosen Lubich/shifted
collocation method applied to the BIE (21) with, taking into account (56), M =
512, N = 1024 when T = 1, and M = 256, N = 1024 for T = 32. All the matrix
elements have been computed using a 64-point Gauss-Legendre rule.

The approximations of [u(x, t)] obtained by the Lubich/nodal collocation BEM
applied to (19)-(20) and by the Lubich/ǫ-collocation applied to (21) are very similar.
In Figure 4 we have plotted [u(x, t)] as the function: (θ, t) → ϕ((cos θ, sin θ), t), taking
T = 1 and M = 128, N = 64.

In all the tables of Example 1, we have reported the L2-norm relative errors
(err(tn) = errM,N (tn)), together with the associated estimated orders of convergence
(EOC=EOC(tn), obtained at the intermediate instants tn = T/4, T/2, 3T/4 and at
tN = T . These orders have been computed using the standard formula:

EOC = log2 (errM,N (tn)/err2M,2N (tn)) .

We remark that if in the case reported in the last line of Table 2 we take a higher
number of quadrature nodes to compute the right hand side space integral, for example
n = 256, we obtain EOC=2.3 for each time instant.
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Figure 4: Example 1. Approximations of [u(x, t)], obtained by L/SC applied to (21); M = 128, N = 64.
Disc (left-side) and ellipse (right-side) cases
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In Tables 3, 4 and 6 we have also reported the 2-norm condition number CN of the
matrix Ā0 (see system (43)) corresponding to the Lubich/collocation BEM used. The
condition numbers of the matrix 1/2I + A0 arising from the discretization of (19) by
the Lubich/collocation BEM (see (32)) and of −1/2I + A0 for (20) are both less than
1.02 for all the couples of M and N considered.

Table 2: Example 1: err(tn) and EOC obtained by L/NC applied to (19)-(20). T = 1
M N err(T/4) EOC err(T/2) EOC err(3T/4) EOC err(T ) EOC
8 16 2.46e − 01 6.85e − 02 3.01e − 02 1.62e − 02

1.73 1.85 1.91 1.94
16 32 7.42e − 02 1.90e − 02 8.01e − 03 4.23e − 03

1.84 1.93 1.96 1.98
32 64 2.06e − 02 4.98e − 03 2.05e − 03 1.07e − 03

1.93 1.97 1.99 1.99
64 128 5.42e − 03 1.27e − 03 5.19e − 04 2.69e − 04

2.02 2.04 2.04 2.02
128 256 1.33e − 03 3.08e − 04 1.26e − 04 6.63e − 05

2.23 2.05 1.81 1.57
256 512 2.85e − 04 7.42e − 05 3.59e − 05 2.23e − 05

Notice (see Table 3) that in the case of the (standard) collocation method, i.e. ǫ = 0,
applied to the hypersingular equation (21), when we take N = 2M , a severe instability
soon appears as N increases. This behavior does not show up when we take any value of
0 < ǫ < 1, ǫ 6= 1/2, although the condition number of Ā0 increases as ǫ approaches the
value 1/2 (significantly only in a very small neighborhood of this value). Apparently
when ǫ = 1/2, in this example the matrix Ā0 becomes singular. We expect that the
values of ǫ for which we have stability do not depend on the shape of the space domain
boundary Γ; this because the hypersingularity in (52) lies in the parameter interval,
hence it does not depend on the parametrization function. This latter is inserted in
the smooth part of the integrand function; thus it could have some effects only on the
number of quadrature nodes needed to achieve the required accuracy.

To test this statement, in this example we have replaced the disc by the ellipse
x = ψ(θ) = (5 cos θ, 0.5 sin θ), θ ∈ [−π, π]. The corresponding shifted collocation BIE
solution, for T = 1, has been reported in Figure 4 above. The relative errors produced
by the method in this case are very similar to those we have obtained for the disc.
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Table 3: Example 1: err(tn), EOC and CN obtained by L/NC applied to (21). T = 1
M N CN err(T/4) EOC err(T/2) EOC err(3T/4) EOC err(T ) EOC
4 8 1.2 7.53E − 01 2.29E − 01 1.07E − 01 5.96E − 02

1.61 1.74 1.83 1.88
8 16 1.3 2.46E − 01 6.85E − 02 3.01E − 02 1.62E − 02

1.73 1.85 1.91 1.93
16 32 1.3 7.42E − 02 1.90E − 02 8.03E − 03 4.24E − 03

1.84 1.93 1.96 1.97
32 64 1.4 2.07E − 02 5.00E − 03 2.07E − 03 1.08E − 03

1.93 1.98 1.99 1.99
32 128 1.2 5.43E − 03 1.27E − 03 5.22E − 04 2.72E − 04

2.02 2.03 2.03 2.03
32 256 1.1 1.34E − 03 3.11E − 04 1.28E − 04 6.68E − 05

64 128 1.5 5.43E − 03 1.27E − 03 5.21E − 04 4.20E − 01
128 256 1.7 1.33E − 03 1.15E + 04 1.54E + 17 4.10E + 30

In the testing we have performed, in this example as well as in the following ones,
taking M = 2N , or M = N , or M = N/2 or the choice defined in (56), for the values
of T and N considered, the ǫ (= 1/3) method, and that defined by any other choice of
0 < ǫ < 1, ǫ 6= 1/2, did not show any instability phenomenon.

Table 4: Example 1: err(tn), EOC and CN obtained by L/SC applied to (21). T = 1
M N CN err(T/4) EOC err(T/2) EOC err(3T/4) EOC err(T ) EOC
8 16 2.9 2.46e − 01 6.86e − 02 3.01e − 02 1.62e − 02

1.73 1.85 1.91 1.94
16 32 2.9 7.42e − 02 1.90e − 02 8.02e − 03 4.24e − 03

1.84 1.93 1.96 1.97
32 64 2.9 2.07e − 02 5.00e − 03 2.07e − 03 1.08e − 03

1.93 1.98 1.99 2.00
64 128 2.9 5.43e − 03 1.27e − 03 5.19e − 04 2.69e − 04

2.03 2.05 2.07 2.09
128 256 2.9 1.33e − 03 3.06e − 04 1.24e − 04 6.31e − 05

2.30 2.34 2.43 2.66
256 512 2.9 2.69e − 04 6.03e − 05 2.29e − 05 1.00e − 05

To show that our numerical approach is equally efficient also for larger values of
T , we have applied the Lubich/collocation BEM taking T = 32. The corresponding
relative errors are reported in Tables 5 and 6.

The condition numbers of the matrices 1/2I+A0 for (19) and −1/2I+A0 for (20)
are less than 1.7E + 00 and 5.6E + 01, respectively, for all the couples of M and N
considered.

For T = 32, the L2-relative errors of the approximations of [u(x, t)] obtained by
applying the Lubich/nodal collocation BEM to (21) with M = 8 fixed, to avoid the
above mentioned instability phenomena, and with increasing values of N , using 16
quadrature nodes for each matrix entry, are quite similar to those obtained by the
Lubich/shifted collocation BEM. Therefore, in Table 6 we have reported only these
latter. As for the corresponding condition numbers, the values of CN given by the
Lubich/nodal collocation BEM are similar to those reported in Table 6.

We remark that the matrix elements have been computed by applying the numer-
ical procedure described in Section 3.1, which takes into account the behavior of the
involved Bessel functions and prevents possible numerical cancelation phenomena.
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Table 5: Example 1: err(tn) and EOC obtained by L/NC applied to (19)-(20). T = 32
M N err(T/4) EOC err(T/2) EOC err(3T/4) EOC err(T ) EOC
4 16 8.55e − 02 8.31e − 03 6.30e − 03 5.93e − 03

2.38 6.80 5.60 5.64
8 32 1.64e − 02 7.47e − 05 1.30e − 04 1.19e − 04

2.30
16 64 3.34e − 03 1.53e − 04 1.52e − 04 1.45e − 04

2.15 1.28 1.12 1.03
32 128 7.53e − 04 6.33e − 05 7.00e − 05 7.10e − 05

2.22 0.92 0.42 0.46
64 256 1.61e − 04 3.34e − 05 5.24e − 05 5.15e − 05

1.96 0.27 1.10 0.59
128 512 4.15e − 05 2.78e − 05 2.45e − 05 3.42e − 05

Table 6: Example 1: err(tn), EOC and CN obtained by L/SC applied to (21). T = 32
M N CN err(T/4) EOC err(T/2) EOC err(3T/4) EOC err(T ) EOC
4 16 1.9 8.59e − 02 8.64e − 03 6.58e − 03 6.18e − 03

2.34 4.86 5.18 5.26
8 32 1.6 1.70e − 02 2.98e − 04 1.82e − 04 1.61e − 04

2.23 3.14 5.25 5.46
16 64 1.6 3.61e − 03 3.37e − 05 4.76e − 06 3.67e − 06

2.05 0.56 1.54
32 128 1.6 8.74e − 04 2.29e − 05 1.64e − 06 6.64e − 06

1.86 0.02 0.29
64 256 1.6 2.41e − 04 2.78e − 05 1.62e − 06 5.41e − 06

2.72 0.88 1.65
128 512 1.6 3.66e − 05 1.52e − 05 1.12e − 05 1.72e − 06

We have compared the elapsed time required to solve equations (19) and (21), using
the Lubich/nodal collocation and the Lubich/shifted BEM method, respectively, when
T = 32. The hypersingular equation approach is faster. Indeed, if we consider the case
T = 32, which is the one more favorable to (19), and we take M = 4, 8, 16, 32, 64, 128
(N = 4M), the corresponding computational times required by the two methods
are 0.5, 2.5, 15.2, 98.2, 679.9, 4.9E3 and 0.4, 1.8, 10.5, 67.1, 454.6, 3.1E3 seconds, respec-
tively. We recall that, while the total CPU time needed for the solution of (21) is
essentially given by the construction of the linear system matrices, about 3/4 of that
required for the solution of (19) is devoted to the known term computation. For this
reason, when T = 1, the comparison is even more favorable to formulation (21). This
computational difference is further amplified when one then compute the associated
potential at the required points.

For the ellipse domain we have previously considered, also in the case T = 32 the
ǫ-collocation method has produced results very similar to those we have obtained above
for the disc.

In Tables 7 and 8 we have reported the corresponding errors for T = 1 and T = 32
respectively, obtained by the Lubich/Galerkin BEM. All integrals needed to construct
Table 8 have been obtained using a 25×24-point tensor product Gauss-Legendre rules.

As we can see, the Lubich/Galerkin BEM has produced numerical results very
similar to those given by the Lubich/shifted collocation BEM. Nevertheless, it has to
be mentioned that the numerical results in Tables 7 and 8 have been obtained by using
appropriate quadrature formulas, which take into account the (boundary or internal)
position of the hypersingularity with respect to the domain of integration. Moreover, in
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Tables 7 and 8 the matrix entries have been computed by using 9×8 and 17×16 tensor
product Gaussian rules, respectively, after having introduced, whenever needed, a q-
smoothing transformation. Therefore, the computation of the matrix entries is quite
delicate and expensive, and the overall computation is by far more time consuming
than that of the corresponding collocation method.

Table 7: Example 1: err(tn), EOC and CN obtained by L/Gal applied to (21). T = 1
M N CN err(T/4) EOC err(T/2) EOC err(3T/4) EOC err(T ) EOC
8 16 2.9 2.56e − 01 7.34e − 02 3.33e − 02 1.86e − 02

1.74 1.85 1.90 1.93
16 32 2.9 7.68e − 02 2.03e − 02 8.91e − 03 4.90e − 03

1.84 1.92 1.95 1.96
32 64 2.9 2.14e − 02 5.37e − 03 2.31e − 03 1.26e − 03

1.93 1.97 1.98 1.97
64 128 2.9 5.62e − 03 1.37e − 03 5.86e − 04 3.20e − 04

2.02 2.02 1.98 1.89
128 256 3.0 1.39e − 03 3.37e − 04 1.49e − 04 8.63e − 05

2.26 2.11 1.75 1.25
256 512 3.0 2.90e − 04 7.84e − 05 4.40e − 05 3.62e − 05

Table 8: Example 1: err(tn), EOC and CN obtained with L/Gal applied to (21). T = 32
M N CN err(T/4) EOC err(T/2) EOC err(3T/4) EOC err(T ) EOC
4 16 2.1 8.86e − 02 1.06e − 02 8.47e − 03 8.04e − 03

2.35 4.18 4.21 4.22
8 32 1.4 1.74e − 02 5.86e − 04 4.56e − 04 4.31e − 04

2.24 2.82 3.09 3.23
16 64 1.2 3.67e − 03 8.28e − 05 5.37e − 05 4.60e − 05

2.05 1.26 1.87 2.42
32 128 1.2 8.85e − 04 3.46e − 05 1.47e − 05 8.61e − 06

1.86 0.10 1.38 0.47
64 256 1.2 2.44e − 04 3.22e − 05 5.65e − 06 6.21e − 06

2.69 0.74
128 512 1.2 3.80e − 05 1.93e − 05 2.11e − 05 1.69e − 05

We have compared the computational time required by the ǫ-collocation and the
Galerkin methods, in particular for the construction of their associated matrices, tak-
ing into account the symmetry of the Galerkin matrix blocks An, but not that of those
of the collocation method, which depends on the shape of the boundary Γ. To gener-
ate each approximation reported in the tables above, the CPU time required by the
Galerkin approach has been about 35 times that needed by the ǫ-collocation method.

In the last four tables we notice that an error barrier appears as soon as the max-
imum accuracy (of order 10−5 ÷ 10−6) the method can produce is achieved. This is
probably due to the evaluation of the Lubich ω coefficients by means of the quadrature
(34), with parameters defined by (35). Moreover, we ought to remark that we do not
compute these coefficients explicitly, since, to speed up the overall computation, the
FFT algorithm is applied to the trapezoidal sum in (46) after having computed the
integrals over (x0, xM+1). Thus also the quadrature rules used to evaluate the latter
(space) integrals come into play. This aspect of the numerical solution method needs
further investigation, in particular if one has to solve the problem with higher accu-
racy. Nevertheless, we remind that the errors we have computed are pointwise, with
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respect to the time instant tn, while estimate (18) is uniform in [0, T ]. In particular,
for T = 32 the largest absolute errors are produced at values tn much smaller than T ;
in our tables this happens at tn = T/4.

We have also applied the above Lubich/ǫ-collocation method to the problem defined
by the conditions (57), but with the Neumann boundary data replaced by

g(x, t) = −t4 exp(−(x2
1 + 2x2

2)).

The corresponding results are reported in Tables 9 and 10, where the new problem is
identified as Example 1bis.

Table 9: Example 1bis: err(tn), EOC and CN obtained by L/SC applied to (21). T = 1
M N CN err(T/4) EOC err(T/2) EOC err(3T/4) EOC err(T ) EOC
16 4 2.4 2.36e + 00 8.23e − 01 4.40e − 01 2.81e − 01

1.55 1.62 1.68 1.72
32 8 2.4 8.07e − 01 2.68e − 01 1.38e − 01 8.53e − 02

1.61 1.72 1.78 1.81
64 16 2.4 2.64e − 01 8.15e − 02 4.01e − 02 2.44e − 02

1.73 1.84 1.87 1.86
128 32 2.4 7.94e − 02 2.28e − 02 1.09e − 02 6.71e − 03

1.90 1.97 1.96 1.90
256 64 2.4 2.13e − 02 5.83e − 03 2.81e − 03 1.80e − 03

2.23 2.26 2.22 2.10
512 128 2.4 4.52e − 03 1.22e − 03 6.06e − 04 4.22e − 04

Table 10: Example 1bis: err(tn), EOC and CN obtained by L/SC applied to (21). T = 100
M N CN err(T/4) EOC err(T/2) EOC err(3T/4) EOC err(T ) EOC
4 16 11.4 7.12e − 01 1.93e − 01 7.80e − 02 3.37e − 02

1.68 1.57 1.35 0.94
8 32 6.1 2.23e − 01 6.50e − 02 3.05e − 02 1.76e − 02

1.82 1.89 1.92 1.93
16 64 3.8 6.30e − 02 1.75e − 02 8.08e − 03 4.62e − 03

1.91 1.96 1.97 1.98
32 128 2.8 1.68e − 02 4.52e − 03 2.06e − 03 1.17e − 03

2.01 2.04 2.05 2.05
64 256 2.6 4.17e − 03 1.10e − 03 4.97e − 04 2.82e − 04

2.29 2.30 2.31 2.31
128 512 2.5 8.54e − 04 2.23e − 04 1.00e − 04 5.67e − 05

Finally, to check further the performance of the proposed Lubich/shifted collocation
BEM, we have solved the problem of this example taking, however, a domain with
corners: the square with vertices at (±1, 0), (0,±1). The corresponding results have
been reported in Figure 5 and in Table 11. A comparison of this latter table with Table
4 indicates a loss of accuracy: the order of convergence appears to be close to 3/2.
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Figure 5: Example 1: approximation of [u(x, t)], obtained by L/SC applied to (21); M = 128, N = 64.
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Table 11: Example 1: err(tn), EOC and CN obtained by L/SC applied to (21). T = 1
M N CN err(T/4) EOC err(T/2) EOC err(3T/4) EOC err(T ) EOC
8 16 3 2.26e − 01 7.59e − 02 6.32e − 02 5.29e − 02

1.54 0.64 0.87 1.10
16 32 3 7.77e − 02 4.87e − 02 3.45e − 02 2.47e − 02

0.98 1.33 1.41 1.25
32 64 3 3.93e − 02 1.94e − 02 1.30e − 02 1.04e − 02

1.42 1.35 1.22 1.21
64 128 3 1.47e − 02 7.59e − 03 5.58e − 03 4.49e − 03

1.52 1.33 1.33 1.27
128 256 3 5.14e − 03 3.02e − 03 2.22e − 03 1.86e − 03

1.67 1.66 1.64 1.31
256 512 3 1.62e − 03 9.54e − 04 7.12e − 04 7.52e − 04

Example 2

As Example 2 we have considered the following 2D Neumann problem with homo-
geneous data, but with a boundary condition that does not satisfy all the smoothness
and compatibility conditions, at t = 0, required by the theory developed in [11] for the
3D case, to guarantee the convergence:

u0(x) = 0, v0(x) = 0, f(x, t) = 0, g(x, t) = H(t), x ∈ Γ (58)

t ∈ [0, 12π] and Γ coinciding with the boundary of the unit disc. This test problem has
been already considered in [5] and in [2].

In Figure 6, on the left we have plotted the time history of the approximate solution
ue(A, t) at the point A = (0, 1) of Γ; the corresponding approximation of [u(A, t)] =
ui(A, t)−ue(A, t) is reported on the right hand side. These curves have been obtained
by applying the Lubich/nodal collocation method to (19),(20) (dashed line), and by
solving the BIE (21) by means of the Lubich/shifted collocation method (dotted line).
For both methods we have chosen M = 32 and N = 16. The graphs of the two curves
overlap.

In Tables 12 and 13, we have reported the L2-norm relative errors and the experi-
mental convergence orders, obtained at the intermediate instants tn = T/4, T/2, 3T/4
and at tN = T = 12π. As reference solution we have taken the approximant given by
the chosen Lubich/ǫ-collocation method applied to the BIE (21) with M = 256, N =
1024; the associated matrix elements have computed using the 64-point Gauss-Legendre
rule.

In Table 12, to compute the q-transformed right hand side integrals, with q = 3,
we have applied the 16-point Gauss-Legendre quadrature.
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Figure 6: Example 2: approximations of ue(A, t) (on the left) and [u(A, t)] (on the right), obtained by
L/NC applied to (19)-(20) (dashed line) and by L/SC applied to (21) (dotted line), with M = 32, N = 16.

0 10 20 30 40
0

1

2

3

4

5

t
0 10 20 30 40

−1500

−1000

−500

0

t

Table 12: Example 2: err(tn) and EOC obtained by L/NC BEM applied to (19)-(20), T = 12π
M N err(T/4) EOC err(T/2) EOC err(3T/4) EOC err(T ) EOC
4 16 1.52e − 01 9.95e − 02 7.15e − 02 5.58e − 02

0.66 0.86 0.92 0.94
8 32 9.64e − 02 5.50e − 02 3.78e − 02 2.90e − 02

0.88 0.97 1.00 1.01
16 64 5.23e − 02 2.82e − 02 1.89e − 02 1.44e − 02

1.01 1.04 1.09 1.09
32 128 2.59e − 02 1.37e − 02 8.87e − 03 6.76e − 03

1.15 1.16 1.23 1.22
64 256 1.17e − 02 6.09e − 03 3.78e − 03 2.91e − 03

1.79 1.35 1.62 1.66
128 512 3.37e − 03 2.40e − 03 1.23e − 03 9.21e − 04

For (19) and (20) the 2-norm condition numbers of the matrices 1/2I + A0 and
−1/2I + A0 are less than 1.9 and 7.4, respectively, for all the couples of values of M
and N considered.

As for Example 1, the relative errors obtained by the Lubich/Galerkin BEM are
comparable with those given by the Lubich/shifted collocation BEM. For this reason
we have omitted them.

We remark that in this example the required compatibility conditions are not all
satisfied. In particular we have g(x, 0+) = 1 6= ∂u0(x)

∂n
= 0. Nevertheless, the method

appears to be convergent, with a convergence rate which seems to move toward 2 as
M,N increase.
Example 3

As an example of a 2D exterior Neumann problem (1) with non homogeneous,
smooth and compatible data according to Remark 2.7 and the following statements,
we have first considered the following problem:

u0(x) = exp(−(x1 + x2)
2), v0(x) = 2

√
2(x1 + x2) exp(−(x1 + x2)

2),

f(x, t) = 0,

g(x, t) = 2(x1 + x2 −
√

2t)(x1 + x2) exp(−(x1 + x2 −
√

2t)2), x = (x1, x2) ∈ Γ

(59)

t ∈ [0, T ] and Γ coinciding with the boundary of the unit disc. The exact solution of
this problem is the plane progressive wave u(x, t) = exp(−(x1 + x2 −

√
2t)2). Since
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Table 13: Example 2: err(tn), EOC and CN obtained by L/SC applied to (21). T = 12π
M N CN err(T/4) EOC err(T/2) EOC err(3T/4) EOC err(T ) EOC
4 16 2.3 1.52e − 01 9.92e − 02 7.13e − 02 5.55e − 02

0.66 0.86 0.93 0.95
8 32 2.3 9.59e − 02 5.46e − 02 3.75e − 02 2.87e − 02

0.88 0.97 1.01 1.01
16 64 2.3 5.20e − 02 2.80e − 02 1.87e − 02 1.42e − 02

1.01 1.04 1.09 1.09
32 128 2.3 2.58e − 02 1.36e − 02 8.79e − 03 6.69e − 03

1.15 1.17 1.24 1.23
64 256 2.3 1.16e − 02 6.04e − 03 3.73e − 03 2.86e − 03

1.81 1.36 1.65 1.69
128 512 2.3 3.32e − 03 2.36e − 03 1.19e − 03 8.86e − 04

this is also the solution of the associated interior problem, in our BIE (15) we ought
to have ϕ(y, τ) ≡ 0.

Figure 7: Example 3, Problem (59): maximum absolute errors, equation (15) known term evaluation.
T = 1, 5, 100;M = 16, N = 32.
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To test the performance of the quadrature rules we have proposed in Section 3.2 to
compute the volume integrals, in Figure 7 we have reported, for each of the instants
tm, m = 1 : N(= 32), the maximum of the absolute errors obtained at the grid points
(M = 16), when we have evaluated the equation known term using n-point basic rules.
Since the corresponding L2-norm errors produced by the Lubich/shifted collocation
method are very similar, we have omitted them. We recall however that, since the true
solution of our BIE (15) is the null function, the latter errors do not improve as M,N
increase. In this particular case, even for small values ofM andN the BIE approximant
accuracy appears to be determined only by that of the volume integration; the error
produced by the Lubich/shifted collocation discretization appears to be negligible. We
had the same errors for all choices of M,N we made, in particular for the lowest ones
(M = 16, N = 8).

We remark that, with respect to the case T = 1, for T = 5 the accuracy decreases.
The loss of accuracy is even higher when T = 100. This because of the behaviors of
the functions v0 in (11) and u0 in (12). These behaviors have been plotted in Figures
8 and 9, for T = 5 and T = 100 respectively.
Each function has been considered at x = (1, 0), first as a function of the variable
ξ ∈ (0, 1), by setting θ = π, and then of the variable θ ∈ (0, 2π) by setting ξ = 0.5.
Because of these behaviors, for large values of T , to evaluate the integrals Iv0

and Iu0
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Figure 8: Example 3, Problem (59): v0 (left-side) and u0 (right-side). T = 5
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Figure 9: Example 3, Problem (59): v0 (left-side) and u0 (right-side). T = 100
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we have to take a sufficiently large value of n, or to use ad hoc quadrature formulas
that takes into account the “nasty” behavior of the integrands.

Notice that the error behaviors reported in Figure 7 confirm the last remark we
made at the end of Section 3.

To verify the reliability of our volume integration overhead estimate (55), we have
solved problem (59) taking for simplicity N = M = 2k, k = 3 : 9, for T = 1, 5, 100. For
these values of T , the corresponding volume integrations have been performed choos-
ing n = 16, 32, 128, respectively. The computation of the matrix elements has been
performed using 8, 8, 16 nodes, respectively. The ratios RCPU between the CPU time
required by the computation of all elements of the system right hand sides ḡn, n = 0 : N ,
and that of the (simultaneous) computation, by means of the FFT, of the elements of all
the matrices Ān−j in (43), for M = [16, 32, 64, 128, 256] are [0.39, 0.16, 0.06, 0.02, 0.008]
when T = 1, [1.36, 0.53, 0.20, 0.07, 0.03] when T = 5, and [13.68, 5.51, 1.48, 0.43, 0.14]
for T = 100, respectively.

To check that the potential does not depend on the chosen extension of the problem
data in the whole R2 space, we have considered problem (59), first with the initial value
u0(x) trivially extended by the the given expression, and then smoothly extended in the
interior domain by adding to the previous natural extension the function exp(−1/(1−
x2

1 − x2
2)). This latter data is denoted by ū0(x). In particular, in Table 14 we have

reported the relative errors obtained when computing the potential u(x, t) at the points
x = (

√
2,
√

2) and x = (3, 0), having chosen T = 1. In this table, an empty space means
that the accuracy obtained at the previous stage remains constant.

We remark that the exceptional accuracy produced in the u0 case is due to the fact
that the associated density function is the zero constant. Thus the relative errors we
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Table 14: Example 3, Problem (59): potential relative errors at x = (
√

2,
√

2) and at x = (3, 0) obtained
by L/SC applied to (21). T = 1

x = (
√

2,
√

2) x = (3, 0)
initial data u0

M N T/4 T/2 3T/4 T T/4 T/2 3T/4 T
16 8 9.33E − 11 9.99E − 10 6.19E − 09 3.77E − 08 4.06E − 15 3.34E − 11 4.74E − 09 1.06E − 07
32 16 1.05E − 13 4.91E − 11 3.28E − 09 3.51E − 08 −−
64 32 3.57E − 15 2.26E − 11 2.59E − 09 3.33E − 08

initial data ū0

M N T/4 T/2 3T/4 T T/4 T/2 3T/4 T
16 8 6.39E − 04 7.24E − 03 2.92E − 02 6.57E − 02 1.42E − 08 4.91E − 07 6.22E − 06 4.56E − 05
32 16 1.10E − 07 5.41E − 05 2.48E − 03 2.57E − 02 6.85E − 14 3.37E − 11 4.89E − 09 1.28E − 07
64 32 2.02E − 14 1.47E − 08 5.79E − 05 8.24E − 03

128 64 −− 2.25E − 11 1.14E − 07 1.96E − 03
256 128 2.53E − 09 2.89E − 04

have reported in the table are essentially due to the volume integration formulas. This
is not the case of the ū0 data. We further remark that in this second case, also when we
have t = tn ≤ rmin = miny∈Γ ‖x−y‖, the potential contribution due to the space-time
main integral is negligible, since its theoretical value is zero. As t > rmin increases,
the above contribution becomes more significant and, from a certain time value on, the
global integration error is essentially given by that of the Lubich quadrature.

The results reported in Table 14 have been obtained by using 16-point quadra-
ture rules (32 nodes for the trapezoidal rule) for the volume integration. For M =
[16, 32, 64, 128, 256] (N = M/2), the corresponding values of the overhead ratio RCPU

are [0.19, 0.08, 0.03, 0.01, 0.001].
Another example of a 2D exterior Neumann problem (1), with non homogeneous

data and for which the corresponding BIE solution ϕ(y, s) is identically equal to zero,
is:

u0(x) = sin(x1 + x2), v0(x) = −
√

2 cos(x1 + x2),

f(x, t) = 0,

g(x, t) = − cos(x1 + x2 −
√

2t)(x1 + x2), x = (x1, x2) ∈ Γ

(60)

t ∈ [0, T ] and Γ coinciding with the boundary of the unit disc. For this example
the exact solution of the homogeneous wave equation is the harmonic wave u(x, t) =
sin(x1 + x2 −

√
2t).

As for the previous case, in Figure 10 we have reported, for each of the instants
tm, m = 1 : N , the maximum of the absolute errors obtained at the grid points, when
we have evaluated the equation known term using n-point basic rules.

By looking at the oscillating behavior of the functions v0 and u0 reported in Figures
11 and 12, respectively, the reasons for which the value of n must be chosen larger, as
T increases, are evident.
Example 4
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Figure 10: Example 3, Problem (60): maximum absolute errors, equation (15) known term evaluation.
T = 1, 5, 100.
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Figure 11: Example 3, Problem (60): v0 (left-side) and u0 (right-side). T = 5
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As a last example of a 2D Neumann problem with non homogeneous data, we have
considered the one associated with the following smooth data:

u0(x) = exp(−(x2
1 + 2x2

2)), v0(x) = exp(−(2x2
1 + x2

2)),

f(x, t) = t3 exp(−(x2
1 + x2

2)),

g(x, t) =
∂u0

∂nx

+ t
∂v0
∂nx

+
t2

2

∂

∂nx

∆u0, x = (x1, x2) ∈ Γ

(61)

t ∈ [0, T ] and Γ coinciding with the boundary of the unit disc.

Notice that in this case we have (see Remark 2.7) di

dti
ḡ(x, 0) = 0 only for i ≤ 2,

while the Lubich’s theory compatibility condition requires i ≥ 3. In Figure 13 we have
reported the picture of the BIE solution, obtained by using the Lubich/Galerkin BEM.

In Table 15 the volume terms have been computed by using 12 quadrature nodes
for each integral. In this table we have also reported the volume integration overhead
(RCPU column) defined in Example 3.

The numerical results produced by the Lubich/shifted collocation and Lubich/Galerkin
methods are very similar; however the CPU time required by the latter, which is essen-
tially due to the evaluation of the system known term, has been more than 100 times
that required by the collocation method. The CPU time required by the program we
have written for this latter, to compute simultaneously all the system block matrices
and the associated known terms for the values of M,N reported in Table 15, and that
we report in the form (τ1 +τ2), have been (1.7+6.9), (6.7+15.1), (31.2+35.4), (160.3+
89.8), (908.1 + 257.4), respectively.
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Figure 12: Example 3, Problem (60): v0 (left-side) and u0 (right-side). T = 100

0 0.2 0.4 0.6 0.8 1

−0.2

−0.15

−0.1

−0.05

0

0.05

0.1

0.15

0.2

0 2 4 6

−0.1

−0.05

0

0.05

0.1

0 0.2 0.4 0.6 0.8 1
−4

−3

−2

−1

0

1

2

3

x 10
−3

0 2 4 6

−1.5

−1

−0.5

0

0.5

1

1.5

x 10
−3

Figure 13: Example 4: approximation of [u(x, t)], obtained by L/Gal applied to (15); M = 256, N = 128.

Remark 4.2 We have also performed some testing on the rate of convergence of our
collocation method, when the domain boundary is interpolated by piecewise polynomials
on the same mesh used to approximate, by a continuous piecewise linear function, the
BIE solution. In particular, taking also into account the results reported in [38], in the
previous examples we have interpolated the boundary Γ by continuous piecewise linear
and quadratic polynomials, and by quadratic and cubic periodic (smooth) splines. In the
first two cases the collocation method has shown a first order convergence rate, while in
the latter two cases we have obtained error estimates, and corresponding convergence
orders, very similar to those we had using the boundary parametric representation.
Therefore, it appears that the boundary approximation by a periodic quadratic spline,
interpolating the boundary at the mesh midpoints, is sufficient to guarantee a quadratic
rate of convergence. We recall that in the Dirichlet case, to obtain the second order

Table 15: Example 4: err(tn), EOC and CN obtained by L/SC applied to (15). T = 1
M N CN err(T/4) EOC err(T/2) EOC err(3T/4) EOC err(T ) EOC RCPU

16 4 2.3 1.96e + 00 6.56e − 01 3.07e − 01 1.62e − 01 4.16
1.58 1.64 1.69 1.68

32 8 2.4 6.56e − 01 2.10e − 01 9.48e − 02 5.03e − 02 2.26
1.65 1.75 1.76 1.62

64 16 2.4 2.08e − 01 6.26e − 02 2.80e − 02 1.64e − 02 1.14
1.84 1.90 1.81 1.60

128 32 2.4 5.81e − 02 1.68e − 02 7.95e − 03 5.42e − 03 0.56
2.28 2.23 2.08 1.87

256 64 2.4 1.20e − 02 3.59e − 03 1.88e − 03 1.48e − 03 0.28
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convergence rate it was sufficient to interpolate the boundary by a continuous piecewise
linear function.

All the numerical computation has been performed on a PC with two Intel Xeonr

E5420 (2GHz) processors. We remark, however, that we have not considered the special
features of our PC. To perform our numerical testing we have written standard (i.e.,
sequential) Matlabr codes.

5 Conclusions

The main goal of the paper has been the efficient numerical solution of a hypersingular
space-time boundary integral equation associated with Neumann problems for the (in
general nonhomogeneous) wave equation, with non trivial initial data. We have as-
sumed that the problem has a classical (smooth) solution. The numerical approach we
have examined is one based on a Lubich second order discrete convolution quadrature
and on a collocation BEM defined on a uniform mesh. In particular we have examined
all the integrals required by the implementation of this method, including those defin-
ing the matrices of the associated linear system. For their numerical evaluation we have
proposed some simple and efficient rules. Although this calculation is a crucial point
for the success of the overall numerical approach, as our intensive numerical testing
has shown, it is often ignored or underestimated in the papers written on this topic.

In the case of a 3D Lubich/Galerkin BEM, an unconditionally optimal rate of
convergence, uniform with respect to the time instants tn ∈ [0, T ] and in the H1/2-
norm with respect to the space variable, has been derived in [11]. A quick look at the
theory behind the proof seems to suggest that a similar result should hold also for the
corresponding 2D case. For the collocation method we have considered, no (theoretical)
stability and convergence results are known. Nevertheless, the numerical testing we
have performed in the 2D case seems to indicate that, contrary to the Dirichlet case (see
[15]), unconditional stability and convergence, having the same rate of the Galerkin
method, hold only for the ǫ-collocation BEM we have considered. This is associated
with a uniform mesh of the boundary parametrization interval. For computational
simplicity, to measure the convergence rate we have considered the L2-norm instead
of the H1/2 one; in this case, our numerical testing seems to confirm a second order
convergence rate, with respect to both discretization parameters.

Moreover, although the theory developed in [11] for the 3D Galerkin method re-
quires that the problem data are sufficiently smooth and satisfy some (classical) com-
patibility conditions, we have applied the proposed Lubich/collocation method, as well
as the associated Lubich/Galerkin method, also to problems where the requested con-
ditions are not all satisfied. Like in the Dirichlet case, we have obtained a rate of
convergence close to that predicted for “smooth” problems.

In the two non homogeneous examples we have considered, we have also computed
the CPU overhead due to the volume integral evaluations. When the final time instant
T is fairly small, or, if large, the number of boundary elements M is large enough, this
is either negligible or very moderate. Notice that when the BIE solution has a non
simple shape, we have necessarily to choose M large to obtain the required accuracy.
The dependence of the above overhead on the number of time instants N (see the
computational analysis made at the end of Section 3) appears to be negligible. We
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remark that in the case of data having a local support this overhead should be even
more negligible.

In the testing we have performed, the ǫ-collocation and Galerkin methods produce
very similar accuracies; however, the first one is much faster. Unfortunately, this has
not a 3D analogue; therefore, at the moment, only the Galerkin method can be used
to solve 3D Neumann problems. In this case, the use of fast solution methods is
mandatory.

The collocation method cannot be applied also when a data are not sufficiently
smooth, to guarantee the continuity of the corresponding volume term, with respect
to its variables. This is the case, for example, of a data containing delta Dirac factors,
as in the problem treated in [19].

The nodal collocation method, for the solution of 2D and 3D Dirichlet problems,
described in [15], and the ǫ-collocation method we have presented in this paper, for the
2D Neumann problem, besides being much faster than the Galerkin counterpart, in
the testing we have performed have shown similar accuracies and rates of convergence.
Furthermore, the linear systems they give rise are perfectly conditioned. We ought
however to remark that the collocation approach has been proposed to solve smooth
problems on domains having a smooth boundary. The promising results we have ob-
tained for the collocation approach are also related to the uniform mesh that we have
chosen for the boundary parametrization interval. A graded mesh would give rise to a
linear system which in general is not well conditioned. But this type of mesh is required
only when the solution we are approximating has an irregular behavior, which is not
the case we have considered in this paper. In such a situation, the Galerkin approach
is certainly more suitable.

Further investigation is thus needed on the performance on the proposed meth-
ods, when the data and/or the domain boundary Γ have not the required degree of
smoothness. Also the case of data with local supports needs to be investigated further.
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