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Analysis of Axisymmetric Waveguide Components
by a Multi-Domain Spectral Method

Alberto Tibaldi, Graduate Student Member, IEEE, Giuseppe Addamo, Oscar Antonio Peverini, Member, IEEE,
Renato Orta, Senior Member, IEEE, Giuseppe Virone and Riccardo Tascone, Member, IEEE

Abstract—A novel full-wave method aimed at analyzing ax-
isymmetric waveguide devices is introduced in this paper. The
method is based on the application of the equivalence theorem in
order to decouple the outer and inner electromagnetic problems.
The former refers to the access waveguides, the latter to the
complex shape structure inside the device, which is modeled as a
boundary value problem and solved by means of a multi-domain
spectral method. Detailed comparisons with other simulation
codes are reported for two benchmark structures and for a
complex axisymmetric waveguide component.

Index Terms—Axisymmetric waveguide components, spectral
methods, mortar-matching, horn antennas.

I. INTRODUCTION

WAVEGUIDE components are widely used as building
blocks for complex radio-frequency systems, espe-

cially in high-frequency and high-power applications, such
as satellite telecommunication payloads. Therefore, the de-
velopment of tools aimed at performing accurate and fast
analyses oriented to the computer-aided design (CAD) of
these devices still plays a major role in the electromagnetic
research. In this context, the present paper focuses on the
analysis of waveguide structures exhibiting axial symmetry,
such as the simple junction between a circular and a conical
waveguide shown in Fig. 1. Although in regions 1 and 3
the electromagnetic field can be represented by means of
circular and conical waveguide modes respectively, no modal
representation of the field in region 2 is available [1]. Hence,
the application of the mode-matching technique (MMT) to
this discontinuity is not straightforward. A solution commonly
adopted to overcome this problem is based on the introduction
of a staircase approximation of the tapered profile. The dis-
cretized geometry is, then, analyzed as a cascade of waveguide
steps, where each step is characterized by its generalized
scattering matrix (GSM). Each GSM is obtained by applying
either the mode-matching technique or the method of moments
[2], [3], [4]. However, this technique is not particularly suitable
for the analysis of complex-shape structures, e.g., choked
mode converters used in compact corrugated horn antennas
[5], [6], [7].

A finite-element formulation (FEM) of scattering problems
involving penetrable bodies of revolution has been introduced
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Fig. 1. Longitudinal section of a junction between a circular and a conical
waveguide. The dotted line is the longitudinal axis, whereas the dashed lines
denote the waveguide ports for the regions 1 and 3.

in the late ’70s [8]. Recently, another FEM-based formulation
has been applied to the development of a CAD tool for
radiating structures [9].

Among all the techniques that can be used to analyze waveg-
uide devices, spectral methods are very interesting candidates.
These schemes have been already applied to several engi-
neering models based on partial differential equations (PDEs),
especially in structural mechanics and in computational fluid
dynamics [10], [11]. They derive from the method of weighted
residuals, where a set of basis functions is used to approximate
the solution of the PDE and a weak formulation is used to
minimize the error in the expansion. Unlike in FEMs, where
the domain is divided into several small elements and low-
order local functions are used to expand the solution and to
test the equations, in spectral methods both the expansion and
test functions are chosen to be infinitely differentiable entire-
domain functions. Multi-domain spectral methods enable the
application of these schemes to complex regions, which cannot
be mapped to a simple reference domain [12]. Owing to their
flexibility in the description of complex geometries, these
methods have been recently applied to several electromagnetic
problems in both frequency and time domains [13], [14], [15].
In [16], the authors have presented a multi-domain spectral
method for the solution of the scalar Helmholtz equation
relevant to the analysis of E-plane and H-plane devices
in rectangular waveguide. This is based on the numerical
synthesis of a set of orthonormal entire-domain boundary-
adapted functions through the application of the singular value
decomposition and the mortar-matching technique [12].

Starting from [16], this paper reports a novel analysis
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Fig. 2. Reference structure consisting in the transition between two circular
waveguides. J(k) and M(k) denote the equivalent electric and magnetic
currents introduced on both sides of the surface γ(k)wg (vertical dashed lines)
at the k-th access port.

technique of axisymmetric waveguide structures. In Subsection
II-A, the electromagnetic problem is formulated by means of
the equivalence theorem, which is used to decouple the outer
and inner sub-problems. The former refers to the canonical
access waveguides for which the modal basis representation is
available, whereas the latter is defined on the complex-shape
region inside the device, where the boundary value problem
is solved by means of a multi-domain spectral method, i.e.,
the Mortar-Element Method (MEM) (Subsection II-B). Then,
the inner and outer problems are coupled by enforcing the
continuity conditions of the tangential fields at the access
ports (Subsection II-C). Section III reports the validation
of the present method by comparison with other numerical
techniques for two benchmark cases and for a choked mode
converter.

II. THEORY

The present method is applicable to structures exhibiting
axial symmetry and containing any type of access waveguide
ports, e.g., circular, coaxial or conical waveguides. For the
sake of clarity and without loss of generality, the method is
here described by considering the reference structure shown
in Fig. 2 consisting in a transition between two circular
waveguides.

A. Decomposition of the problem

The electromagnetic problem is decomposed into a sub-
problem defined on the inner region Ω of the structure (with
boundary γ) and several sub-problems relative to the NPorts

access waveguides. In each waveguide, the transverse fields
are represented in the modal basis:

E
(k)
t =

N(k)
m∑

n=1

V (k)
n e(k)

n (1)

H
(k)
t =

N(k)
m∑

n=1

I(k)
n h(k)

n , (2)

where N
(k)
m is the number of modes chosen at the k-th

waveguide port.
The method is based on the solution of two matrix equa-

tions: the first one is derived from the Maxwell’s curl equations
defined on the domain Ω, and the second one is related to
the continuity of the tangential electric and magnetic fields
at the access ports γ(k)

wg . Let Ê(k)
t , Ĥ(k)

t , (Ẽ(k)
t , H̃(k)

t ) be the
transverse electric and magnetic fields on the outer (inner)

+Z
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∞,n

v̊
(1)
n

2V
(inc,1)
n

+
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n
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n

Î
(1)
n
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Fig. 3. Hybrid equivalent multi-modal circuit of the waveguide structure
shown in Fig. 2, where only one equivalent modal circuit is shown for each
access waveguide.

side of γ
(k)
wg . The decomposition of the original problem

into sub-problems is carried out by applying the equivalence
theorem. Accordingly, a couple of oppositely directed electric
and magnetic current densities are introduced on the two sides
of γ(k)

wg (see Fig. 2):

J(k) = n̂(k) × Ĥ
(k)
t , M(k) = Ê

(k)
t × n̂(k), (3)

where n̂(k) is the external normal to γ(k)
wg . As well known, the

equivalent currents +J(k) and +M(k) give rise to Ê
(k)
t , Ĥ(k)

t

and to a null field inside the region Ω, allowing the choice
of an arbitrary waveguide termination. For what follows, it is
convenient to choose a matched load. Correspondingly, −J(k)

and −M(k) produce Ẽ
(k)
t , H̃(k)

t .
The equivalent currents can be conveniently represented in

the waveguide modal basis:

J(k) =

N(k)
m∑

n=1

i̊(k)
n e(k)

n , M(k) =

N(k)
m∑

n=1

v̊(k)
n h(k)

n . (4)

By choosing γ(k)
wg far enough from abrupt discontinuities inside

the device, a small number of modes N
(k)
m is necessary.

The coefficients i̊(k)
n and v̊

(k)
n have the circuit interpretation

of current and voltage generators on the modal lines [17,
Chap. 2]. Accordingly, a hybrid circuit can be associated to the
waveguide device, where the electromagnetic problem in each
access waveguide is represented by an equivalent multi-modal
circuit. Fig. 3 shows the circuit associated to the reference
structure of Fig. 2, where only one equivalent modal circuit is
shown for each access waveguide. Here, Z(k)

∞,n is the modal
characteristic impedance and V (k,inc)

n is the modal projection
of the incident field at the k-th waveguide port. As detailed
in the following, the unknown current and voltage generators
are found by solving the relevant boundary value problem
and by enforcing the continuity of the fields radiated by the
corresponding equivalent currents in the different sub-regions.

B. Boundary Value Problem in the inner domain

The boundary value problem defined in the inner region Ω
of the structure is derived from the curl Maxwell’s equations
in absence of sources, written in cylindrical coordinates.
Indeed, the only sources in this problem are the equivalent
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surface currents defined on the access ports and their effect
is accounted for by means of non-homogeneous boundary
conditions. As in the 2-D analysis of E/H-plane components
[16], the electromagnetic problem in axisymmetric devices
is conveniently formulated in terms of the field components
directed along the invariance direction of the structure, which
in this case are Eϕ and Hϕ. Therefore, the relevant PDEs to be
solved are the ϕ-components of the curl Maxwell’s equations:

∂Hρ

∂z
− ∂Hz

∂ρ
= jk0Y0Eϕ (5)

∂Eρ
∂z
− ∂Ez

∂ρ
= −jk0Z0Hϕ, (6)

where the other field components are expressed in terms of
Eϕ and Hϕ as:

Eρ = − j

m2 − k2
0ρ

2

(
m
∂(ρEϕ)

∂ρ
+ k0Z0ρ

2 ∂Hϕ

∂z

)

Hρ = − j

m2 − k2
0ρ

2

(
−k0Y0ρ

2 ∂Eϕ
∂z

+m
∂(ρHϕ)

∂ρ

)

Ez = − j

m2 − k2
0ρ

2

(
mρ

∂Eϕ
∂z
− k0Z0ρ

∂(ρHϕ)

∂ρ

)

Hz = − j

m2 − k2
0ρ

2

(
k0Y0ρ

∂(ρEϕ)

∂ρ
+mρ

∂Hϕ

∂z

)
.

(7)

In these equations, k0 is the free-space wavenumber, Z0 is the
free-space impedance and Y0 = Z−1

0 . Moreover, the angular
derivative has been substituted by jm, being m the index
of the incident cylindrical harmonic ejmϕ. Unless m = 0,
these components depend on both Eϕ and Hϕ and, hence,
the boundary value problem is vectorial. It has to be noted
that the singularity in ρ = m/k0 appearing in the right-hand
sides of (7) is removable, since these expressions represent
regular functions. Equations (5)-(7) are supplemented with the
boundary conditions on the PEC boundary of the structure
γPEC {

Eϕ = 0 (z, ρ) ∈ γPEC

E
(ϕ)
t · ŝ = 0 (z, ρ) ∈ γPEC,

(8)

where E
(ϕ)
t is the electric field in the (z, ρ) plane and ŝ is the

tangent unit vector of γPEC.
In the present mortar-element method, the unknown fields

Eϕ and Hϕ inside the component are represented as linear
combinations of entire-domain basis functions defined on the
region Ω:

Eϕ =

N
(e)
fun∑

c=1

c(e)
c u(e)

c (z, ρ)

Hϕ =

N
(h)
fun∑

c=1

c(h)
c u(h)

c (z, ρ).

(9)

The basis functions u(h)
c belong to the space V (h) of continu-

ous functions with integrable derivatives, whereas u(e)
c belong

to the sub-space V (e) ⊂ V (h), that includes only functions
vanishing on γPEC. This choice is related to the fact that the
Dirichlet condition on Eϕ is an essential boundary condition
and, hence, it has to be explicitly enforced. On the contrary,

the condition on Et is of natural type and, consequently, it
is enforced in the weak formulation without specializing the
functions used to represent Hϕ [19, Chap. 3]. These sets of
entire-domain basis functions are numerically synthesized by
decomposing the region Ω in sub-domains that are mapped to a
square parent domain (u, v) through blending mappings. Then,
a set of local basis functions is defined in the parent domain
for each patch. These functions are specialized to satisfy the
essential boundary conditions and to keep into account the
singular behavior of the electromagnetic field in presence of
sharp edges [18]. Finally, the sets of local functions defined
on distinct patches are glued at the common edges of adjacent
patches by means of the mortar-matching method. Additional
details about the numerical synthesis of the basis functions are
reported in [16].

In order to derive the weak formulation of the present
boundary value problem, (5) is tested on functions v(e)

r ∈ V (e),
while (6) is tested on v(h)

r ∈ V (h). By applying integration by
parts, the following expressions are derived:

(LHS)
(e)

= (RHS)
(e) ∀r = 1...N

(e)
fun (10)

(LHS)
(h)

= (RHS)
(h) ∀r = 1...N

(h)
fun , (11)

where:

(LHS)
(e)

= jk0Y0

∫∫

Ω

Eϕv
(e)∗
r dρdz+

+

∫∫

Ω

[
Hρ

∂v
(e)∗
r

∂z
−Hz

∂v
(e)∗
r

∂ρ

]
dρdz (12)

(RHS)
(e)

=

∮

γ

(H
(ϕ)
t v(e)∗

r ) · ds (13)

(LHS)
(h)

=− jk0Z0

∫∫

Ω

Hϕv
(h)∗
r dρdz+

+

∫∫

Ω

[
Eρ

∂v
(h)∗
r

∂z
− Ez

∂v
(h)∗
r

∂ρ

]
dρdz (14)

(RHS)
(h)

=

∮

γ

(E
(ϕ)
t v(h)∗

r ) · ds, (15)

where γ is the boundary of Ω. As it can be inferred from
(7), the contribution of the axis ρ = 0 to the line integrals
(13) and (15) is zero. Also the contribution of γPEC to (13)
vanishes, since test functions belonging to V (e) are involved.
The contribution of γPEC to the line integral (15) is set to
zero in order to enforce the condition E

(ϕ)
t · s = 0 in the

weak formulation. For these reasons, the only non-vanishing
contributions to the line integrals (13) and (15) come from the
equivalent currents defined on the access ports. Noting that in
these regions E(ϕ)

t · ds = Ẽ
(k)
t · ds and H

(ϕ)
t · ds = H̃

(k)
t · ds,

the following quantities can be defined:

b(e,k)
r ,

∫

γ
(k)
wg

(H̃
(k)
t v(e)∗

r ) · ds =

∫

γ
(k)
wg

(J(k) × n̂(k)v(e)∗
r ) · ds

b(h,k)
r ,

∫

γ
(k)
wg

(Ẽ
(k)
t v(h)∗

r ) · ds =

∫

γ
(k)
wg

(n̂(k) ×M(k)v(h)∗
r ) · ds,

(16)
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where (3) and the field continuity have been exploited. With
reference to (10) and (11), by expressing all the field compo-
nents in terms of Eϕ and Hϕ through (7) and by substituting
the basis function expansions (9) of Eϕ and Hϕ, the following
linear system is derived:





A(e,e) · c(e) + A(e,h) · c(h) =

NPorts∑

k=1

b(e,k)

A(h,e) · c(e) + A(h,h) · c(h) =

NPorts∑

k=1

b(h,k),

(17)

being c(e) and c(h) the vectors containing the expansion
coefficients defined in (9). The first equation comes from the
projections on the test functions v

(e)
r of the terms of (12)

related to Eϕ (A(e,e)) and to Hϕ (A(e,h)). Likewise, the
second equation is related to the projection of the terms of (14)
on v

(h)
r . The vectors b(e,k) and b(h,k) contain the integrals

at the access ports defined in (16). By exploiting (4), these
vectors are expressed in terms of the modal generator vectors
i̊(k) and v̊(k) as:

b(e,k) = B(e,k) · i̊(k)

b(h,k) = B(h,k) · v̊(k).
(18)

Finally, substitution of (18) in (17) yields the linear system:

A · c = B · x, (19)

where

c =

[
c(e)

c(h)

]
, x =




i̊(1)

v̊(1)

:

i̊(k)

v̊(k)

:



. (20)

The expressions of the matrix elements of (19) for the two-
port circular waveguide device shown in Fig. 2 are reported
in Appendix A. It is to be remarked that (19) establishes a
relationship between the equivalent currents defined on each
waveguide port and the MEM expansion coefficients of the
fields Eϕ and Hϕ inside the structure. Hence, solving (19)
with respect to x,

c = G · x = A−1 ·B · x, (21)

a representation of the Green’s function of Ω is obtained.
As evident from (7), the functions involved in the calcu-

lation of the matrix elements can contain a singularity in
ρ = m/k0. This problem has been tackled by means of the
singularity-subtraction scheme reported in Appendix B.

C. Continuity conditions

In order to solve the electromagnetic problem, the inner and
outer sub-problems have to be coupled through the continuity
conditions at each waveguide port. This is enforced in weak
form by projection on the waveguide mode functions:

{
〈Ẽ(k)

t , e(k)
q 〉 = 〈Ê(k)

t , e(k)
q 〉 ∀q = 1...N (k)

m

〈H̃(k)
t ,h(k)

q 〉 = 〈Ĥ(k)
t ,h(k)

q 〉 ∀q = 1...N (k)
m .

(22)

z

ρ

ϕ
b

R1

L1

w

L2

R2

h

Fig. 4. Longitudinal section of a circular waveguide stub. The dashed lines
identify the four patches that are used to describe the geometry. The dotted
line is the waveguide axis.

The fields Ê
(k)
t and Ĥ

(k)
t are represented in terms of modes,

whereas Ẽ
(k)
t and H̃

(k)
t in terms of MEM basis functions

restricted to the access ports. By recalling (1)-(2), (22) can
be re-written as:

{
T

(e,e)
k · c(e) + T

(e,h)
k · c(h) = V̂(k)

T
(h,e)
k · c(e) + T

(h,h)
k · c(h) = Î(k),

(23)

where the matrices T
(.,.)
k contain the projections of the MEM

basis function on the modes of the k-th waveguide.
The solution of the hybrid equivalent circuit yields the

expression of the modal voltage and current vectors V̂(k) and
Î(k) in terms of the modal generators i̊(k) and v̊(k) and of the
modal incidence V(k,inc). These relationships are:

V̂(1) = V(1,inc) − 1

2
Z(1)
∞ · i̊(1) +

1

2
v̊(1)

Î(1) = Y(1)
∞ ·V(1,inc) +

1

2
i̊(1) − 1

2
Y(1)
∞ · v̊(1)

V̂(2) = V(2,inc) +
1

2
Z(2)
∞ · i̊(2) +

1

2
v̊(2)

Î(2) = −Y(2)
∞ ·V(2,inc) +

1

2
i̊(2) +

1

2
Y(2)
∞ · v̊(2),

(24)

where Z
(k)
∞ and Y

(k)
∞ are the diagonal matrices containing the

modal characteristic impedances and admittances in the k-th
waveguide. By substituting (24) in (23), the following linear
system is derived:

T · c = D · x + K · V(inc). (25)

Appendix A reports the expressions for matrices T, D and K
for the two-port circular waveguide structure of Fig. 2. The
substitution of (21) into (25) yields:

x = [T ·G−D]
−1 ·K ·V(inc).

This formula provides the unknown modal generators in terms
of the incident fields at the access ports. At this point, it is
straightforward both to derive the expression of the generalized
scattering matrix S of the device and to evaluate the fields
inside the structure by (21).
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Fig. 5. Magnitude and phase of the transmission coefficient S21 of the circular
waveguide stub shown in Fig. 4 (R1 = R2 = 9.525 mm, h = 5 mm,
w = 6 mm, L1 = L2 = 4 mm). The dotted curve (reference) refers to the
MMT simulation. The solid and dashed curves are obtained by the MEM,
using singular and polynomial basis functions, respectively.

III. RESULTS

In this section a validation of the mortar-element method
(MEM) is presented by considering two simple benchmark
cases and a more complex axisymmetric waveguide structure
used in horn antennas, i.e., a choked mode converter.

A. Circular waveguide stub

As a first benchmark case, the Ku-band circular waveguide
stub shown in Fig. 4 is considered. The input and output
waveguide radii are R1 = R2 = 9.525 mm, the stub width
is w = 6 mm, the stub length is h = 5 mm and the
lengths of the input lines are L1 = L2 = 4 mm. The
electromagnetic field at the access ports is represented by using
N

(1)
m = N

(2)
m = N

(MEM)
m = 10 modes, whereas the unknowns

Eϕ and Hϕ are expanded with N
(e)
fun and N

(h)
fun global basis

functions, respectively. Although the polynomial degree of
the basis functions {u(e)

c } and {u(h)
c } is the same, N (e)

fun is
generally smaller due to the enforcement of the essential
boundary condition. The reference solution is obtained by a
mode-matching code. In order to ensure the convergence of
the scattering parameters, N (MMT)

m = 20 modes are used at
the step aperture. Fig. 5 reports the comparison between the
MEM and MMT curves relative to the transmission coefficient
S21 of the TE11 mode. The dashed curve is obtained by
the MEM, using N

(e)
fun = 49 and N

(h)
fun = 70 polynomial

basis functions. As discussed previously in Subsection II-B the
field singularity at the sharp edges is better modeled by basis
functions augmented with weights, which keep into account
the asymptotic behavior of the field in the proximity of the
edges. The solid curve of Fig. 5 refers to the MEM with
N

(e)
fun = 32 and N (h)

fun = 46 weighted basis functions (generated
by means of sixth-order polynomials). The gain in accuracy

z

ρ

ϕ
b

R1

R2

L

Fig. 6. Longitudinal section of the smooth waveguide transition considered
as a second benchmark case. This structure is described with a single patch.
The dashed lines denote the access waveguide ports with input waveguide
radii R1 and R2; L is the length of the structure.
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Fig. 7. Reflection coefficient S11 of the smooth waveguide transition shown
in Fig. 6 (R1 = 3.4 mm, R2 = 5 mm, L = 4 mm). The solid curve refers
to the MEM simulations, whereas the dashed and dotted lines indicate the
MMT results for the discretizations λmin/20 and λmin/100, respectively.

provided by the singular basis functions is clearly visible, with
particular reference to the frequency of the transmission zero.

B. Smooth waveguide transition

The Ka-band smooth waveguide transition shown in Fig. 6
is considered as a second benchmark case. This structure is
relevant in order to assess the capability of the method to
describe structures with curved sides by using a single patch.
The input and output waveguide radii are R1 = 3.4 mm and
R2 = 5 mm, and the length of the junction is L = 4 mm.
The electromagnetic fields at the access ports are represented
by using N

(MEM)
m = 10 modes, whereas Eϕ and Hϕ are

expanded with N
(e)
fun = 56 and N

(h)
fun = 64 global basis

functions (generated by means of eighth-order polynomials),
respectively.

The reference solution is obtained by a staircase approxi-
mation of the profile that is analyzed as a cascade of circular
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Fig. 8. Convergence analysis of the MEM applied to the smooth waveguide
transition shown in Fig. 6 (R1 = 3.4 mm, R2 = 5 mm, L = 4
mm). The solid curve report the 2-norm relative error ||e(S11)||2 in the
reflection coefficient versus the total number of entire domain basis functions
n = N

(e)
fun +N

(h)
fun (non-weighted polynomials). The dot refers to the MEM

simulation shown in Fig. 7, whereas the dashed line indicates the exponential
behaviour ∝ n0.8

waveguide steps, each one simulated by the MMT. To assess
the MMT accuracy, two discretizations are considered, i.e.,
λmin/20 (8 steps) and λmin/100 (40 steps) [4]. N (MMT)

m = 20
modes are used in the computation of the GSM of each step.
The comparison between the reflection coefficient at port 1 for
the TE11 mode computed by the MEM and MMT is reported
in Fig. 7. It can be noticed that if a high accuracy is required
also in the evaluation of the phase of the reflection coefficient,
a very small discretization distance (dmin = λmin/100) should
be used for the MMT. In this situation, the computation time
would be approximately 10 times higher than the MEM one.

A convergence study of the MEM with respect to the
number of basis functions used to represent Eϕ and Hϕ has
been carried out for this structure. In this case, owing to the
absence of sharp edges, polynomials can properly represent
the electromagnetic field and, hence, the use of polynomials
with weighting functions is not investigated. Figure 8 shows
the 2-norm relative error ||e(S11)||2 in the reflection coefficient
versus the total number of entire domain basis functions
n = N

(e)
fun + N

(h)
fun . The dot refers to the MEM simulation

shown in Fig. 7 for which an accuracy better than 1% is
achieved. An exponentially-convergent behavior ∝ nr, typical
of spectral methods, is observed with an exponential index of
convergence r of about 0.8 (dashed line in Fig. 8).

C. Choked mode converter

The MEM has been applied also to the analysis of a choked
mode converter [5]. This device is used as the input section
of corrugated horn antennas [6], [7], in order to transform
the TE11 mode into the balanced hybrid HE11 mode. Along
with very low values of side-lobe level and cross-polarization,
this mode converter provides significant advantages in terms
of manufacturing. A 3-D cut of the choked mode converter of
the feed horn described in [7] operating in the X-band is drawn
in Fig. 9. The entire feed horn can be efficiently analyzed with
a hybrid MEM-MMT, where mode-matching is conveniently
used to analyze the vertical corrugated section.

Figure 10 shows the comparisons between the values of
the TE11-TE11 reflection coefficient computed with the MEM

A

A
SECTION A-A

Fig. 9. Choked mode converter described in [7]. In the longitudinal section,
the dashed lines indicate the reference planes of the building blocks analyzed
in the MEM simulation.

and the frequency domain solver of CST Microwave Studio.
In the MEM analysis, the structure has been decomposed into
the four blocks shown in the longitudinal section displayed
in Fig. 9. For each of them, the GSM has been evaluated by
using N (MEM)

m = 15, N (e)
fun = 181 and N (h)

fun = 216 generated
by means of ninth-order polynomials). Finally, the GSM of the
entire structure has been computed as the cascade of the four
blocks. A remarkable agreement between the two methods has
been achieved, thus validating the applicability of the MEM
to the analysis of complex axisymmetric waveguide devices.

The TE11 to HE11 mode conversion efficiency ηconv of the
choked mode converter is shown in Fig. 11 (top). As well
known, this parameter is correlated to the maximum cross-
polarization component of the radiated field, shown in the
lower diagram of Fig. 11. The [0◦, 60◦] angular range and the
third Ludwig definition have been considered in the evaluation
of the cross-polarization curve. For this computation, the
aperture field distribution has been obtained by connecting
the GSM of the choked mode converter to the multi-modal
load corresponding to the junction between a (flanged) circular
waveguide and free-space. The GSM of the choked mode
converter has been computed with the present technique,
whereas the multi-modal load has been obtained with an in-
house MoM code.
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Fig. 10. Reflection coefficient for the TE11 mode of the choked mode
converter shown in Fig. 9. The solid and dotted curves refer to results obtained
with the MEM and the frequency domain solver of CST Microwave Studio,
respectively.
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Fig. 11. Modal conversion characteristics of the choked mode converter shown
in Fig. 9. Top: TE11 to HE11 mode conversion efficiency ηconv. Bottom:
maximum cross-polar component of the radiated field in the [0◦, 60◦] angular
range. The solid and dotted curves refer to the results obtained with the MEM
and the frequency-domain solver of CST Microwave Studio.

IV. CONCLUSION

In this paper, a novel analysis technique of axisymmetric
guiding structures has been presented. The main advantage of
the present method is its capability of efficiently analyzing
any structure, including tapered transitions without profile
approximation, with any type of waveguides at the access
ports, e.g., circular, coaxial or conical waveguides. The results
obtained with the code implementing this scheme have been
compared to reference solutions for two benchmark cases and
for a choked mode converter, finding a very good agreement.

APPENDIX A
EXPRESSIONS OF THE MATRIX ELEMENTS

This appendix reports the expressions of the matrix elements
introduced in Section II for the two-port circular waveguide
structure shown in Fig. 2. The matrix A in (19) is defined as:

A =



A(e,e) A(e,h)

A(h,e) A(h,h)


 ,

where:

(A(e,e))rc =jk0Y0

{∫∫

Ω

u(e)
c v(e)∗

r dz dρ+

+

∫∫

Ω

ρ2

m2 − k2
0ρ

2

∂u
(e)
c

∂z

∂v
(e)∗
r

∂z
dz dρ+

+

∫∫

Ω

ρ2

m2 − k2
0ρ

2

∂u
(e)
c

∂ρ

∂v
(e)∗
r

∂ρ
dz dρ+

+

∫∫

Ω

ρ

m2 − k2
0ρ

2
u(e)
c

∂v
(e)∗
r

∂ρ
dz dρ

}

(A(e,h))rc =jm

{
−
∫∫

Ω

ρ

m2 − k2
0ρ

2

∂u
(h)
c

∂z

∂v
(e)∗
r

∂ρ
dz dρ +

+

∫∫

Ω

1

m2 − k2
0ρ

2

∂(ρu
(h)
c )

∂ρ

∂v
(e)∗
r

∂z
dz dρ

}

(A(h,e))rc =jm

{
−
∫∫

Ω

ρ

m2 − k2
0ρ

2

∂u
(e)
c

∂z

∂v
(h)∗
r

∂ρ
dz dρ +

+

∫∫

Ω

1

m2 − k2
0ρ

2

∂(ρu
(e)
c )

∂ρ

∂v
(h)∗
r

∂z
dz dρ

}

(A(h,h))rc =− jk0Z0

{∫∫

Ω

u(h)
c v(h)∗

r dz dρ+

+

∫∫

Ω

ρ2

m2 − k2
0ρ

2

∂u
(h)
c

∂z

∂v
(h)∗
r

∂z
dz dρ+

+

∫∫

Ω

ρ2

m2 − k2
0ρ

2

∂u
(h)
c

∂ρ

∂v
(h)∗
r

∂ρ
dz dρ+

+

∫∫

Ω

ρ

m2 − k2
0ρ

2
u(h)
c

∂v
(h)∗
r

∂ρ
dz dρ

}
.

The matrix B is defined as:

B =



−B(e,1) 0 B(e,2) 0

0 −B(h,1) 0 B(h,2)


 ,

where, for each k-th port:

(B(e,k))rn =

∫ ρ(k)
wg

0

h(k)
ρ,nv

(e)∗
r dρ

(B(h,k))rn =

∫ ρ(k)
wg

0

e(k)
ρ,nv

(h)∗
r dρ,



8

and h
(k)
ρ,n, e(k)

ρ,n are the ρ components of the magnetic and
electric n-th mode functions.

As for (25), associated to the continuity conditions at the
waveguide ports, the matrix T containing the projections of
the MEM basis functions on the waveguide modes is:

T =




T
(e,e)
1 T

(e,h)
1

T
(h,e)
1 T

(h,h)
1

T
(e,e)
2 T

(e,h)
2

T
(h,e)
2 T

(h,h)
2




,

where:

(T
(e,e)
k )rc =

∫ ρ(k)
wg

0

u(e)
c e(k)∗

ϕ,r ρdρ+

− jm

∫ ρ(k)
wg

0

1

m2 − k2
0ρ

2

∂(ρu
(e)
c )

∂ρ
e(k)∗
ρ,r ρdρ

(T
(e,h)
k )rc = −jk0Z0

∫ ρ(k)
wg

0

ρ2

m2 − k2
0ρ

2

∂u
(e)
c

∂z
e(k)∗
ρ,r ρdρ

(T
(h,h)
k )rc =

∫ ρ(k)
wg

0

u(h)
c h(k)∗

ϕ,r ρ dρ+

− jm

∫ ρ(k)
wg

0

1

m2 − k2
0ρ

2

∂(ρu
(h)
c )

∂ρ
h(k)∗
ρ,r ρdρ

(T
(h,e)
k )rc = jk0Y0

∫ ρ(k)
wg

0

ρ2

m2 − k2
0ρ

2

∂u
(h)
c

∂z
h(k)∗
ρ,r ρdρ.

The matrix D, derived from the modal circuit of Fig. 3 is:

D =




− 1
2Z

(1)
∞ 1

2I 0 0

1
2I − 1

2Y
(1)
∞ 0 0

0 0 1
2Z

(2)
∞ 1

2I

0 0 1
2I

1
2Y

(2)
∞




,

where I is the identity matrix, Z(k)
∞ and Y

(k)
∞ are the diagonal

matrices with the modal impedances and admittances at the
k-th access port. Similarly, the matrix K is:

K =




I 0

Y∞ 0

0 I

0 −Y(2)
∞




.

APPENDIX B
CALCULATION OF THE SINGULAR INTEGRALS

The calculation of the elements of the matrix A in (19)
requires the evaluation of integrals of the form:

∫∫

Ωi

f(z, ρ)

m2 − k2
0ρ

2
dρdz, (26)

z

ρ

z
(i)
1

Ωi

R

z
(i)
2

ρ
(i)
1

ρ
(i)
2

Fig. 12. Example of integration domain Ωi enclosed by the rectangle R for
the application of the singularity-subtraction scheme. The rectangle R has
width R and length L.

where the function f(z, ρ) is the product of the basis functions
and of their derivatives and Ωi is the patch domain (see Fig.
12 where the example of a quadrilateral patch is shown). The
integrand function is singular in ρ = ±m/k0, but the pole
ρ = −m/k0 clearly never falls in the integration domain.
On the contrary, depending on the patch geometry and on
the frequency, the pole ρ = m/k0 can belong to Ωi and
its presence has to be taken into account for the correct and
efficient evaluation of (26). In this case, a subtraction scheme
is exploited:
∫∫

Ωi

f(z, ρ)

m2 − k2
0ρ

2
dρdz =

∫∫

Ωi

g(z, ρ)

m− k0ρ
dρdz =

∫∫

Ωi

g(z, ρ)− g(z,m/k0)

m− k0ρ
dρdz +

∫∫

Ωi

g(z,m/k0)

m− k0ρ
dρdz,

(27)

where g(z, ρ) = f(z, ρ)/(m + k0ρ) is a smooth function
in Ωi. The first term in the right side of (27) is regular
and can be computed in the parent domain (u, v), where the
basis functions are defined, by means of the Gauss-Legendre
quadrature rule. The second term contains the singular part and
its computation requires an analytical algebraic manipulation.
First, let R = [z

(i)
1 , z

(i)
2 ]× [ρ

(i)
1 , ρ

(i)
2 ] be the smallest rectangle

in the (z, ρ) domain that contains the integration domain Ωi
(see Fig. 12). Then,

∫∫

Ωi

g(z,m/k0)

m− k0ρ
dρ dz =

∫∫

R

g(z,m/k0)χΩi
(z, ρ)

m− k0ρ
dρ dz =

− 1

k0

∫ z
(i)
2

z
(i)
1

g(z,m/k0)

[∫ ρ
(i)
2

ρ
(i)
1

χΩi(z, ρ)

ρ−m/k0
dρ

]
dz, (28)

where χΩi
(z, ρ) is the characteristic function of the domain

Ωi. The inner integral can be computed analytically as the
limit of the infinitesimal losses case:
∫ ρ

(i)
2

ρ
(i)
1

χΩi(z, ρ)

ρ−m/k0
dρ = jπχΩi

(z,m/k0) + log

∣∣∣∣
ρM(z)−m/k0

ρm(z)−m/k0

∣∣∣∣ ,
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TABLE I
CONVERGENCE STUDY OF THE INTEGRATION SCHEME.

Nquad e(A
(e,e)
rt )

4 1

8 10−1

16 10−6

32 10−12

64 10−12

where ρm(z) and ρM(z) are the minimum and maximum ρ
coordinates of Ωi corresponding to the longitudinal coordinate
z; their expressions as a function of z are analytical. Inserting
the previous formula in (28) yields

∫∫

Ωi

g(z,m/k0)

m− k0ρ
dρdz =

− jπ

k0

∫ z
(i)
2

z
(i)
1

g(z,m/k0)χΩi(z,m/k0) dz+

− 1

k0

∫ z
(i)
2

z
(i)
1

g(z,m/k0) log |ρM(z)−m/k0|dz+

+
1

k0

∫ z
(i)
2

z
(i)
1

g(z,m/k0) log |ρm(z)−m/k0|dz.

Since the function in the first integral is regular, then a Gauss-
Legendre quadrature rule scheme is applied. The second and
third integrand functions exhibit a logarithmic singularity in
z = z0 that can slow down the convergence of the numerical
scheme. For their computation a change of variables of the
type z = z0 + e∓t is applied. In this way, the new integral
function is regular and can be efficiently computed exploiting a
Gauss-Laguerre quadrature scheme. The line integrals involved
in the calculation of the elements of the matrix T are carried
out using a similar numerical scheme. In Table I a convergence
study of the present integration scheme is reported as a
function of the number of nodes Nquad used both in the Gauss-
Legendre and Gauss-Laguerre quadrature schemes. The study
refers to the matrix element (A(e,e))rc with the indexes r
and t corresponding to the higher-order basis function that is
defined on the single patch of the smooth waveguide transition
of Fig. 6. The frequency is set so that ρ = m/k0 = R1/2.
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