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A Variation on a Random Coordinate Minimization Method
for Constrained Polynomial Optimization

Giuseppe C. Calafiore, Corrado Possieri

Abstract—1In this paper, an algorithm is proposed for solv-
ing constrained and unconstrained polynomial minimization
problems. The algorithm is a variation on random coordinate
descent, in which transverse steps are seldom taken. Differently
from other methods available in the literature, the proposed
technique is guaranteed to converge in probability to the
global solution of the minimization problem, even when the
objective polynomial is nonconvex. The theoretical results are
corroborated by a complexity analysis and by numerical tests
that validate its efficiency.

I. PROBLEM STATEMENT AND INTRODUCTION
A. Notation

Let Z, N, R, Ryo, and Ry denote the sets of integer,
natural, real, nonnegative real, and positive real numbers,
respectively. B, B® and S denote the closed and open unit
balls and the unit sphere in the Euclidean norm, respectively.

Given a compact set A C R”, ||x||4 = infyea ||x —¥]2
denotes the ¢5 distance between x € R™ and A.

A function ¢ : R® — Ry is positive semidefinite with
respect to A, denoted p € PD(A),if p(x) =0 < x € A.
Given a set T C R™, let I(+) be the indicator function of
T,ie,lr(x) =1 ifxe T,orly(x) =0,if x ¢ 7. A
continuous function o : R>g — Ry is of class K, if it is
strictly increasing, a(0) = 0, and lim,_, o, a(r) = 4o00.

Let x = [ 21 z, |7, with n € N, be a vector
of variables. A monomial in x is a product of the form
x® = - afn, where oy € N, i = 1,...,n. Given
o, let |af = > | ;. A polynomial p in z is a finite, R-
linear combination of monomials, p = ) ace CaX, wWhere
£ C N" is a finite set and ¢, € R, Vo € &; the total degree
of p is max{|a|, a € £}. The ring of all the polynomials
in x with coefficients in R is R[x].

A function f : R™ — R is radially unbounded on 2 C R™,
denoted f € ru(2), if for every sequence {x*},cn such that
x* € Q for all k € N and limy_, 1 ||x*||2 = +o0, it holds
that limy,_, 0 f(x*) = +00.

B. Problem statement

Given f(x) € R[x], we consider the following minimiza-
tion problem:
min f(x),

with x € Q, M

where 2 C R™ is a convex, closed, full-dimensional set,
ie., fQ 1dx # 0. The objective of this paper is to design
a procedure for computing a solution to the minimization
problem (1), i.e., find f* € R and x* € ) such that

£ = 1) = min ().

Since the polynomial f is not convex on () in general,
the minimization problem (1) is generally NP-hard, even
for very special instances (see [1] for a survey on the
computational complexity of the minimization problem (1)
over some simple constraint sets). A lot of research effort
has been indeed carried out for designing algorithms able
to determine a (sub)optimal solution to the minimization
problem (1).

One of the most direct methods to determine a solution
to the minimization problem (1) is to consider it as a
nonlinear programming problem, which can be addressed
by using the Karush-Kuhn-Tucker necessary conditions for
optimality [2], [3], [4], [5]. However, such techniques are
usually not tailored for polynomial problems, thus leading
to performances that may vary largely case-by-case [6].

If Q@ = R™ and the polynomial f(x) is bounded below,
several techniques specifically tailored for polynomial prob-
lems can be employed to determine the solution to the mini-
mization problem (1), see, e.g., [7]. Since, for unconstrained
minimization problems, the minimum of f is attained at a
critical point x* satisfying

7 f(x*) =0,..., 52 f(x*) =0, 2)
methods have been developed for determining the set of all
the solutions to the system of equalities (2). Remarkable
examples are the tools given in [8], [9], [10], based on
the computation of Grobner bases and eigenvalues, the
techniques given in [11], [12], which exploit the concept of
A-discriminant, the rational univariate representation given
in [13], and the numerical homotopy continuation methods
given in [14], [15]. Similar techniques have been used in
[16], where it is shown that a solution to the minimization
problem (1) can be determined by solving an auxiliary para-
metric minimization problem that always admits a solution
and taking limits.

An entirely different method to determine a solution to the
minimization problem (1) when 2 = R™ is to determine the
largest A € R such that the polynomial f(x)— X is a sum of
squares (SOS) in R[x], see [17], [18], [19]. Such a problem
constitutes a relaxation of the minimization problem (1)
and can be solved in polynomial time through semidefinite
programming (SDP) [20], [21], providing a lower bound A on
f*. It is worth noticing that a similar reasoning can be used
for determining a solution to the minimization problem (1)
if the set €2 is compact and not necessarily convex, by using
the results given in [22], [23]. SDP has also be proven
successful to solve the minimization problem (1) when f(x)



is quadratic, i.e., f(x) = x' Fx, for some F' € R"*", see
[24], [25], [26], [27], [28].

On the other hand, if ) is a bounded, convex subset of R™,
the tools given in [29], [30], [31] can be used to determine an
approximate solution to the minimization problem (1) within
polynomial time, with an assured worst-case performance
ratio. In particular, under the assumption that €2 is a convex,
compact set with non-empty interior, it is shown in [29] that
the minimization problem (1) can be solved by a polynomial-
time approximation algorithm with relative approximation
ratio (d + 1)!(2d)~24(n + 1)*%@ +1)~%, where d is the
total degree of the polynomial f € R[zy,...,z,] and ¢ €
R<¢ is such that Q C ¢B.

Among the popular methods that have recently gained
increasing interest in large-scale optimization, due to its
intrinsic simplicity, is the coordinate minimization method
in its various variants [32], [33], [34]. For instance, the
Gauss-Seidel method is based on updating an estimate X =
[ &1 #, |7 of the solution x* to the minimization
problem (1) according to the following iterations

Sk+1 _ ok
x_‘f =x7,, (3a)
&1 ¢ argmin f (2, x_;) (3b)
7 g 1y >—1 /)y
where )A(,Z‘ = [ 531 i‘i—l Jﬁi+1 in ]T and
QF ={z; eR:[ 2 - a2 - F )T Q)

In its classical implementation, the Gauss-Seidel method
updates the entries of X cyclically (i.e., i = mod(k,n)+ 1),
starting from an initial point X° € €, and produces a
sequence {X*};cn, where %% = [ & kT,

Convergence results of such a method have been given
for both the constrained and the unconstrained case under
suitable (pseudo)convexity assumptions [35], [36], [37], [38],
[39], [40], [41], [42], even in certain non-differentiable cases
[43]. However, for non-convex problems, the classical Gauss-
Seidel method need not converge to a critical point. A well-
known example is given in [44], where it is shown that the
limit points of the sequence {X*}rcn need not be critical
points of the corresponding minimization problem.

Stochastic versions of the method also exist, in which the
coordinate to be updated is chosen each time at random, see
[45], [46], [47]. Such methods have been proven succesfull to
obtain an n-accurate solution to the minimization problem (1)
with probability at least 1 — o, with n and o being arbitrary
number in R+, provided that the function f to be minimized
can be rewritten as the sum of a smooth convex and a
nonsmooth convex block-separable function.

In the next section we introduce a variation on the plain
random coordinate minimization scheme, which allows the
algorithm to seldom take minimization directions that are
different from the coordinate axes. Lower and upper bounds
on the convergence probability of such an algorithm are given
in Section III. Details about the implementation and the com-
putational complexity of this method are given in Section I'V.
The practical efficiency of the technique is demonstrated in

Section V via numerical tests and comparisons with SOS-
based methods.

II. A VARIATION ON THE RANDOM COORDINATE
MINIMIZATION METHOD

The algorithm we propose is described in words as fol-
lows: given p € [0,1], for any current solution estimate
x* € Q at iteration k, with probability p we pick a coordinate
direction ¢ € {1,...,n} uniformly at random, and with
probability 1 —p we pick a random direction v uniformly on
the surface S of the unit Euclidean ball B in R™; we then set
s¥ equal to the i-th standard unit vector e; € S in the first
case, or set s¥ = v in the second case. We then update the
solution estimate according to the following rule

xFL e xF 4 \Fsh, (4a)
where

M = arg min f(x%* + As¥),
ANET

(4b)

and Ty, is the (possibly unbounded) interval {\ € R : X* +
sk e Q}. Clearly, for p = 1, the above method is a standard
random coordinate minimization method, while for p = 0 it
becomes a random search method with exact line search.

The following theorem guarantees, under some mild as-
sumptions, that the solutions of the inclusion (4) asymptoti-
cally converge in probability to the solution of the minimiza-
tion problem (1).

Theorem 1. Let A C R™ be the set of all optimal solutions
of problem (1), ie, A = {z* € Q : such that f(z) >
f(z*)Vo € Q}. Assume that A is nonempty, and that either
the set Q) is compact or | € ru(Q).

If p < 1 and there exists v* € Rsq such that the set
(A+vB)NQ has nonzero measure for all v € (0,v*), then
the set A is asymptotically stable in probability from (), i.e.,
for each € € Rsg, 0 € Rsq, and x° € Q, letting {X*}1en
be any solution to the stochastic inclusion (4), there exists
K € N such that P(x* € A+¢eB°, VieN,i > K)>1—o.

Proof. Note that the dynamics of the stochastic difference
inclusion (4) can be rewritten as

% e g(x*, sb), (5)

where G : @ xS =3 Q, G(x,8) = {y € Q: I\ ¢
7 such that y = x+A*s and f(x+A*s) < f(x+As), VA €
T}, T ={\ € R:%+As € Q}, and {s"}ren is a sequence of
independent, identically distributed random variables defined
from the probability space (¥, F,P). Namely, for each
k € N, the random variable s* : ¥ — S is such that the
probability measure p(F) = P(y) € ¥ : s*(¢)) € F) is well
defined for each F' in the Borel o-field on S. In particular,
for each k € N, s* ~ (1 —p)Uni(S) + 2 31" | é(e;), where
d(-) denotes the Kronecker delta.

Thus, let f* = f(x*) where x* is any point in .A. In order
to establish the statement, it is firstly proved that the set

Lo={x€eR": f(x)—f*<c}NQ (6)



is compact for each ¢ € Rxq. If €2 is compact, then L. is
compact since it is the intersection of a closed and a compact
set. On the other hand, if € is not compact, but f € ru(Q),
then, given ¢ € R, there exists d € R>¢ such that f(x) —
f* > c for each x € Q\ dB. Thus, L. is compact for all
¢ € Rxo. In particular, the set A = £, is compact.

Secondly, it is shown that f(xF*1) < f(x*) for all
k € N. In fact, assume, by contradiction, that f(x**!) >
f(X¥). This implies that there exists s € S such that
f(XF + s argmin, v f(X® + As)) > f(%F) leading to a
contradiction by the definition of the argmin(-) function.
Furthermore, if X° € , then, by construction, one has that
%% € Q for all k € N. Therefore, letting fo = f (fco), one
has that X% € L, for all k € N, i.e., the set-valued mapping
G :R™” xS =3 R™ given in (5) is locally bounded. Moreover,
since the set (2 is either compact or f € ru(€2), by the same
reasoning given above about the compactness of the sets L.,
the mapping s — graph(G(-,s)) = {(x,y) e R* xR" : y €
G(x,s)} has closed values. Hence, measurability of such a
mapping follows by Example 5.22 and Exercise 14.9 of [48].
Therefore, the set-valued mapping G : R" xS =2 R™ satisfies
Standing Assumption 1 of [49], [50], [51], which guarantees
existence of random solutions of (4).

Thus, let V' : R™ — R3¢ be any smooth function such that
V(x) = f(x) — f* for all x € Q and lim x| 1o V(%) =
400. Such a function exists since either () is compact or
f € ru(Q). Since V(x) = 0 if and only if x € A, the set
A is compact, and V is radially unbounded, by Lemma 4.3
of [52], there exist class K, functions « and @ such that
a(|xlla) < V(x) < @(||x]|4). By the reasoning given
above about the monotonic behavior of f(%*), it results
that supgeg(xs) V(g) < V(x) for all (x,8) € Q x S.
Furthermore, for each x ¢ A, letting v = M, v € Rso,
the set £,, has nonzero measure since, by assumption, the set
(A+4vB)NSQ has nonzero measure for all v € (0, v*), and f is
continuous. Thus, for each x ¢ A, there exists a measurable
selection & of S such that supgeq(xs) V(8) < V(x) for
all s € S (see Fig. 1 for a graphical representation of such
a selection).

Fig. 1: Measurable selection S of S.

Therefore, there exists ¢ € PD(A) such that

/ sup  V(g) u(ds)
S

ge€G(x,s)
(1-pI(3) / P
== sup V(g)ds+ = sup V(g)
27(-71/2 S geG(x,s) n Z—Z:;gGG(x,ei)

< V(%) — o),

where T'(z) = fooo x*~te~®dx, for all x € Q. Thus, by a
trivial extension of Theorem 1 of [53], since if X° € Q then
%% € Q for all k € N, the set A if asymptotically stable in
probability from 2. O

It is worth noticing that, in order to establish Theorem 1,
no assumption is needed on the convexity of the polynomial
f. The following two remarks and two examples discuss the
assumptions made in Theorem 1.

Remark 1. If Q is not compact and f ¢ ru(), then the
set-valued mapping G(x,s) given in (5) need not be locally
bounded for all (x,s) € 2 x S, thus leading to undesirable
behaviors, as, e.g., unbounded random solutions (see the
following example).

Example 1. Define the polynomial f(x) = x3x? + 23 —
291 + 1, let © = R2, and consider the minimization
problem (1). By [54], the polynomial f can be rewritten as
f(x) = 23+ (1—z122)? Thus, lettingy* = [ + & |7, one
has that limy_, ;o [|y*|| = oo, but limy_ 4o f(y*) = 0,
ie., f ¢ ru(2). Note that, since n = 2, the random variable s
can be parametrized as s(¥) = [ cos(¥) sin(d) ], where
¥ is another random variable, ¥ ~ (1 — p)Uni([0, 27]) +
£6(0)+546(5), where 0(-) denotes the Kronecker delta. The
following Fig. 2 depicts the map ¢ — argmin, f(As(¢)).

arg min, f(s(9) u)

2t

2m

ol
5
5

Fig. 2: Graph of ¥ — argmin, f(As(9)).

As shown by such a figure, the map G given in (5) is un-
bounded, thus possibly leading to large computational errors
when using the proposed method to solve the minimization
problem (1) (which, in this case, does not have a solution).

Remark 2. The assumption about measurability of the set
(A+vB)N K essentially requires that there exist sufficiently
many points in {2 that are close to the optimal set .4. Such an
assumption is not satisfied if the set € is not full dimensional.
The following example shows that, in such a case, the
solutions of the stochastic difference inclusion (4) need not
converge to a solution to the minimization problem (1).



Example 2. Consider the following minimization problem

min  f(x),

Wlth I —+ T2 + T3 = O, (7)

where f = JS‘% + 6zox1 — 22371 + 221 + 109:% + 6x§ +
1229 — 102923 — 1423+ 10. By letting 1 = —x5—x3 and by
using the “complete the squares” procedure given in [55], one
obtains that f constrained to Q = {x € R® : 21 + 2o + 23 =
0} can be rewritten as f(x)), = 10(1+3z2—2x3)?+ 35 (z2—
2a3)? + 3. Therefore the minimization problem (7) admits
a solution, f* = @ and x* = | —13 % % ]T, and, for
each sequence {y*}xen such that yg € Q for all kK € N and
limg 100 ly*|| = +o0, one has that limy_, o f(y*) =
+o0, ie., f € ru(R). However, since (A + vB) N Q has
null measure, the stochastic difference inclusion (4) does not
converge to the solution to the minimization problem (4).
Namely, given x° € (, F’(x’“rl #* Xk) =0 for all £k € N,
since x**1 = x* only if s* € Q and P(s* € Q) = 0.

As shown in Remarks 1, 2 and in Examples 1, 2, the
assumptions of Theorem 1 are the minimal set of conditions
that have to be satisfied in order to guarantee well-behaved
convergence of the stochastic variation of the Gauss-Seidel
method given in (4). In particular, as shown in Example 1, if
the function f(x) is not radially unbounded on {2, then the
solutions to the stochastic difference inclusion (4) need not
be bounded. On the other hand, if the set {2 has null measure,
then, by Remark 2, the proposed method fails to converge in
the form given in (4). Furthermore, the proof of Theorem 1
establishes also numerical stability of the proposed method,
at least in the unconstrained case. In fact, by [56], the
existence of a smooth Lyapunov function for the stochastic
difference inclusion (4) establishes (semiglobal, practical)
robustness with respect to small constant perturbations.

III. BOUNDS ON THE CONVERGENCE PROBABILITY OF
THE PROPOSED METHOD

The tools given in [53], [51] can be used to determine
bounds on the convergence time of the proposed method.

Let the assumptions of Theorem 1 hold and let G : R™ x
S =% R” be the set-valued mapping given in (5). Thus, given
p € R>p, p < 1, and an open set O C R™ for each x € (),
define £~ (0,x) = 1, {ro(0,x) = 0, and, for each (x,k) €
Q x N, define {-o(k + 1,x) and lro(k + 1,%) as

leo(k+1,x) = LSPIE [ min 1o(g)lcolk,x)ds
2m s g8€G(x,s)
+ 2 i Leo(k,x), 8
n 2 e o(g)lco(k,x) (8a)

. (A—p)I(2)

lrolk+1, (ar JLNS ) Jo(k,g)ds

no( X) = s Sgerrglgs) o(k,g)
+5 min - Jo(k, ), (8b)

= geG(x,e;)

where Jo(k,g) = {lo(g), lrmo(g)lno(k,g)}. The fol-
lowing theorem shows how f/-» and ¢n» can be used to
bound the convergence probability of the proposed method

Theorem 2. Let the assumptions of Theorem 1 hold. Given
7 € Rug, let O1 = R*"\ {x € Q: f(x)— f* < n}
and let Oy = A + eB° where ¢ € Rsq is such that
SUPxe(Atere) f(X) < f*+n. Thus, letting S(xY) be the set
of all the solutions to the stochastic difference inclusion (4)
starting at x9 one has that, for each K € N,

<P(f(x") = f* <, Vi > K)
<1- £C01 (K7 XO), (9)

for all random solutions {x*}.en € S(x°).

6002 (K, XO)

Proof. If the assumptions of Theorem 1 are met, then the
stochastic difference inclusion (5) satisfies Standing Assump-
tion 1 of [51] and the set £,, defined in (6) is compact. Thus,
the set O; is open, whence implying, by [51, Lem. 1], that
the function -, : N x Q@ — [0,1] is well-defied and

. k )
ECOI (k’XO) = lnf{zk}k,eNGS(xU) E Hi:l Iol (Zk)] )

e., lco,(k,x°) constitute a lower bound over all the
random solutions from x° € Q for the probability of staying
in the set O; for k time steps. Therefore, since x0 € O
implies that x* € Q, k € N, for each {x*};en € S(x0),
1 — lco, (K,x") constitutes an upper bound over all the
solutions from x° for the probability of reaching the set £,,.
Thus, since the set £,, is positively invariant with respect to
the stochastic inclusion (4) (see Theorem 1), we have that

P(f(x') = " <, ¥i> K)
=P(f(x') = fr<n,VizK+1Ax" eL,)
=P(f(x')— f*<n,VizK+1|x" €L,Px" €L,
=Px* cL,),
and that

P(i < K st f(x') — f* <n)
=P(Fi < K st. f(x')— f*<n|xFeL,)PxXecL,)

FPEI <K st f(x) — 17 <l XK ¢ L)PEN ¢ L)
=P(Fi < K st f(x') — f*<n|xK eL,)PxF eL,)
=P(x¥ eL,).
Therefore, it results that P(f(x’) — f* < n,Vi > K) =
P(xF € £,) =P(3i € {1,...,K} such that f(xz) fr <
n) < 1—"Lco, (K,x°), for all {x’“}keN € S§(x2).

On the other hand, we have that f(x) — f* < n for all

x € Oy. By [51, Lem. 2], since the stochastic difference
inclusion (5) satisfies Standing Assumption 1 of [51], the
function o, : N x Q — [0,1] is well-defined and

EQOQ (k, XO)

e.. {no,(k,x%) constitute a lower bound over all the
random solutions from x? € Q for the probability of
reaching the set O, in (at most) k£ time steps. Thus, since
f(xF) < f(x*) and hence P(f(x!) — f* < n,Vi >
K [ 35 € {1,..., K} such that x/ € Og) = 1, it results
that P(f(x') — f* < ¥ > K) > P(f(x)) — f* <
n, Vi > KA3Jj € {1,...,K} suchthat x) € Oy) =

= inf{zk}keNes(XO) E [maxie{lm)k} |(92 (Zk)] y



P(3j € {1,..., K} such that x7 € Oq) > o, (K,x), for
all random solutions {x*},cn € S(x0). O

By Theorem 2, the functions ¢np» and ¢-» defined in
(8) can be used to determine upper and lower bounds on
the probability of obtaining an n-accurate solution to the
minimization problem (1) within & time steps, starting from
the initial condition x°. Note that, for each £, € R~ and all
xY € , by Theorem 1, it results that limy, o, £no, (k,x°) =
1 and limy, o £co, (k,x%) = 0 (see also [50], [53]).

Example 3. Consider the minimization problem (1) with
Q =R%and f = 27 + 22 — 23 + 1. Since f € ru(R?)
and Q = RZ2, the assumptions of Theorem 1 are met,
whence the function /~» given in (8) is well-defined. By
the same reasoning used in Example 1, for the considered
minimization problem, the stochastic system (5) reads as
m’f“ %(sin(%’k) — 228 sin(20%) — 22% cos(20%) + 22%),
1

2

2t = L(sin?(0%) — 2% sin(20%) 4 225 cos?(0%)),

where {0*}ren is a sequence of i.i.d. random variables,
0% ~ (1 — p)Uni([0, 27]) + £56(0) 4+ 25(Z), for each k € N.
Assume that the objective is to characterize the convergence
probabilities of obtaining a 0.l-accurate solution to the
minimization problem (1), within 1 step, from the initial
conditions %X° € B. It can be easily derived that ¢ = 0.1
is such that supye(ateey f(X) < f* + 0.1. Thus, let
Oy = A+ 0.1B°. Figure 3 depicts the values assumed by
the function ¢, for two different values of p.

1.0¢

0.8}
£ros(1,%) g 1
04l
02}
10

10
0.5/

(o, (1.%%) 7}
o 00}
-0\

ET

(b) p = 0.9.

Fig. 3: Value of the function /e, (1,%°) for X° € B.

As shown by such a figure, the value chosen for p affects
the convergence probabilities of the proposed method. As
a matter of fact, by Theorem 2, P(f(x!) — f* < n, Vi >

K) > lno,(K,x), thus, the probability of obtaining a 0.1-
accurate solution to the minimization problem (1), within
1 step, starting from X°, is lower bounded by /0, (1,x°).
Thus, since ¢np,(K,x") is highly affected by the chosen
value of p, the convergence probability of the proposed
algorithm strongly depends on the choice of p. In particular,
if p is close to 1, then the points X° in Oy + Span(e;)
(for some i € {1,...,n}) are more likely to converge to
05 (see Figure 3a). On the other hand, if p is close to 0,
given X, the convergence probability just depends on the
measure of the set S C S that is such that G(x%,s) C O
for all s € S. Therefore, when implementing the proposed
algorithm, the parameter p has to be chosen as a trade-
off between computational efficiency (see Section IV) and
convergence probability (see Theorem 2).

IV. IMPLEMENTATION NOTES AND COMPLEXITY

In this section, we provide some tools to implement the
proposed variation of the random coordinate minimization
scheme to solve the minimization problem (1). Firstly, note
that given a monomial x* € R[x], it can be equivalently
rewritten as x® = x°; 'z, for each i € {1,...,n}. Simi-
larly, given f € R[x], the i-th coordinate-wise polynomial of
f at x_; is the univariate polynomial in x; with coefficients
in R[x_;] that is obtained by considering all values in x_;
being fixed, and only the ¢-th variate x; as variable, i.e.,

filay) = Z CaX™ = Z caxX™7 Al = Z Co(x_i)z]?
acl acé acé
where ¢,(x_;) = cax_; € R[x_;]. The i-th coordinate-
wise polynomial f; is extremely useful when we update the
estimate of the solution to the minimization problem (1) with
sk = e; (note that P(sk =e;) = %). In fact, in such a case,
letting fF(2;) = Y pee Ca(XF,;)2s, fF € Rlz;], and letting
Af = {w; eR: fFx:) < fF@ETHY
zF = min{x; € Qf“ :x; > min Xik},

(e 2

T

¢ = max{z; € QF : 2; < max xF},

which can be computed by using the bisection method [57],
the value of if“ can be determined by solving the following

(univariate) minimization problem

with z; € [zF, 7F],
and, letting z7 be the set of all the solutions to the min-
imization problem (10), setting #¥1 € z¥. Note that the
minimization problem (10) can be solved by computing the
roots ¥, ..., 7F € [zF, 7] of L fF(x,), and letting

FE@r).

€T. —

i arg min

re{rk,. . rk ok zk}

Y

On the other hand, assume that at the k-th time step, sk is
picked in S\ {eq,...,e,}. Let fH()\) = f(xF + Ash) =
> ce Ca(x* + As®)*. To obtain an explicit polynomial
representation of f* (M), we consider the j-th monomial

ma(A) = (x" + As)> = [ (aF + Ash)e.

i=1



Each term in the product above can be written as

-y (a) (@) (st ¥

=0 J

_ZC,] Lis 1

(2} + Asi)™

where
;g L (i o —J ]
ciytatiaty = (%) ity

Therefore, by defining the row vector ¢ (zF, sF) =

7/7 (2
[ ¢o(ak, sF) i (xF,sF) ], the  product in

the expression for mq(A) can be readily obtained
by taking the convolution of the (;*’s, ie., letting
walef,s) = [Wao(ef 8) - wa o (5 55) 1.
wa(wh, sF) = ¢ (b, sh) # G52 (2, 58) -+ Con (2, ),

where * denotes the convolution operator, we have that
me () = leilo Wer,i(zF, s¥)AE, and hence

||

= Z Z Calai(F, sPINL.

acf i=0

Once that the polynomial f¥(\) has been determined, let
AP ={NeR: f*(\) < f(xF 1)}, and

A =min{\ € 7, : A > min A*},
= max{\ € 7, : A < max AF},

which can be computed by using the bisection method.
Thus, the next value of the estimate of the solution to the
minimization problem (1) can be obtained by solving the
(univariate) minimization problem

min  fE(),

- 12
with A € [A", NF], (12)

and, letting A\* be the set of all the solutions to such a
minimization problem, setting x**1 € X* + A\*s*. Note that
the minimization problem (12) can be solved by computing
the roots A¥, ..., \F € [\, AF] of %fk()\), and letting

A= FO).

arg min
AE{AF, AR AR XFY

(13)

Letting d € R be the total degree of the polynomial
f to be minimized, in order to determine the value of the
monomials X% “~*, one has to carry out up to n? d elementary
operations (i.e., additions or multiplications) [58]. Thus,
the i-th coordinate-wise polynomial of f at x*. can be
determined by carrying out up to d(d + 1)n (‘fifl‘) since
there are Y0 ("1 1) = 4t (Zif) vectors & € N™ such
that |a] < d. On the other hand, in order to determine
each of the vectors ¢ (z%, s¥) and wq (2%, s¥) one has to
carry out up to 2d3(d +1) and 3n(d+ 1)(dn + d + 2)
elementary operations, respectively. Thus, the polynomial
f¥(\) can be determined by carrying out up to i(d +
1)2(4d® + 5dn + 5d + 10)(%*") elementary operations.
The extremal points of the set X (respectively, A¥) can

be determined by computing the roots of the polynomial
FE(as) — FE@EY) (respectively, FE(A) — F(xE1)), thus
carrying out up to d° elementary operations [59]. Hence, in
order to determine z¥, Z¥ (respectively, A", \¥) by using the
bisection method, one has to carry out up to 2 M log,(2)
elementary operations, where M is the number of elementary
operations required to determine whether x € €2, t is such
that {x € Q: f(x) < f(x")} C tB, and ¢ is the desired
precision. Finally, in oder to determine z] (respectively,
A\*) one has to carry out (d — 1)% elementary operatrons to
determine the roots of 4%~ d - ¥ (2;) (respectively, -2 = f f¥(\)) and
up to 2(d—1)(d+1) elementary operatrons to evaluate fF(x;)
(respectively, f¥(\)) over {r¥,... 7k z¥ ZF} (respectively,
{NF, . AE AR XF)). Therefore, for each (d,n) € N x N,
at each iteration of (4), is more computationally efficient to
update the estimate of the solution to problem (1) by using
sk € {ey,...,e,}. This improved efficiency motivates the
interest in letting p > 0 (but, p < 1) when implementing the
proposed variation of the random coordinate descent method.

V. NUMERICAL TESTS

In this section, we demonstrate the practical efficiency of
the proposed minimization algorithm through some numeri-
cal tests. Randomly generated experiments have been carried
out to compare the procedure given in (4), with the MATLAB
toolbox SOSTOOLS [60] interfaced with the external solver
SeDuMi [61]. All the experiments have been carried out on
a laptop with an Intel Core i5 CPU (2.4 GHz) and an 8 GB,
1600 MHz, DDR3 RAM.
In each experiment, it has been assumed that 2 = R™,
and the polynomial f € R[z1,...,2z,] to be minimized
has been generated by firstly determining a polynomial
f € R[z1,...,x,] of total degree 2d — 1, with coefficients
being random integers uniformly distributed in the interval
[~100, 100] and, secondly, letting f = f + 224 + ... 4 234,
By [16], with such a choice, the minimization problem (1)
always admits a solution (i.e., A # (), f € ru(R™), and
the set A + vB has nonzero measure for each v € Rsg.
Thus, by Theorem 1, the solutions of the stochastic difference
inclusion (4) converge to the solution of the minimization
problem (1). Note that similar polynomials have been used
in [7] to validate SOS-based optimization methods.
Since, by Theorems 1 and 2, the proposed method con-
verges asymptotically in probability to the solution to the
minimization problem (1) (possibly, not in finite time),
the iteration given in (4) has been interrupted as soon as
|| xF+1 —%*|| = |\F| is smaller than a given tolerance (set to
102 in the tests, whose results are reported hereafter) for
at least an assigned number of time steps (set to 10 in the
tests, whose results are reported hereafter).
In each test, the same set of 100 polynomials, randomly
generated as detailed above, has been used as input to either
(a) the method given in (4) with p = 0.5, with the stopping
criterion detailed above and X° = 0 (implemented in
Mathematica [62]);

(b) the MATLAB toolbox SOSTOOLS, interfaced with the
solver SeDuMi, using the function findbound to find



a global lower bound for the input polynomial. It is worth
noticing that the polynomials in the considered class
have a global minima that generally have large negative
values, of the order of —1002¢ [7]. This ill-conditioning
of the problem possibly leads to numerical problems
for the interior-point algorithm used by SOSTOOLS.
Therefore, in order to carry out a fair comparison, as
suggested in [7], the function findbound has been
applied to the polynomial 100~2¢f rather than to f, and
the corresponding lower bound A (which is such that
100724 f — X is an SOS) has been multiplied by 1002¢.

A total of 25 tests (corresponding to 2500 polynomials)
have been considered. Each entry of the sub-tables of Table I
corresponds to the same pair (n,d) € NxN (i.e., to the same
100 input polynomials generated randomly as detailed above)
and reports the average execution time either of the method
given in (4) with p = 0.5 (Sub-table Ia) or of the MATLAB
toolbox SOSTOOLS (Sub-table Ib).

TABLE I: Average execution times (in seconds).

2d
2 4 6 8 10
1] 0.005955 | 0.008497 | 0.011883 | 0.024923 | 0.022796
2|1 0.014629 | 0.031447 | 0.053511 | 0.083747 | 0.123574
2 [ 31]0.022149 | 0.071583 | 0.174957 | 0.425468 | 0.998607
4| 0.042049 | 0.138056 | 0.469544 | 1.87048 | 5.47279
51 0.061493 | 0.234072 | 1.29932 | 6.78617 | 25.4617
(a) Method given in (4) with p = 0.5.
2d
2 4 6 8 10
1] 0.52157 | 0.59757 | 0.66152 | 0.68767 | 0.7788
2| 0.64789 | 0.80812 | 1.1724 | 1.7391 | 2.5219
S | 310.68604 | 1.2432 | 2.5541 5.2407 | 9.7755
4 10.69486 | 1.873 5.5549 | 16.761 | 35.732
51077382 | 2.6632 | 11.133 | 48.493 | 216.19

(b) MATLAB toolbox SOSTOOLS.

In order to further corroborate the effectiveness of the
proposed technique, Table II reports the average number
of iterations K performed by the method given in (4)
to determine a solution to the minimization problem (1),
whereas Table III reports the percentage of tests in which
F(xE) < A, where X is the largest integer such that f(x)—\
is an SOS (which has been determined by using the MATLAB
toolbox SOSTOOLS through the function findbound).

As shown by Sub-Table Ia, the proposed variation of
the random coordinate descent method is able to determine
efficiently (i.e., within reasonable computational times), an
estimate of the solution to the minimization problem (1). As
shown by Table II, the number of iterations that such an
algorithm has to carry out to converge to a solution to the
minimization problem (1) is increasing with the number of
variables n and with the total degree d of the polynomial
to be minimized. This is essentially due to the fact that,

TABLE II: Average number of iterations to determine a
solution to the minimization problem (1).

2d
2 4 6 8 10

1| 10 10 10 10 10
2(179]29.1 337|362 | 37

£ |3(299 (583702794 |89.8
41539934 108 | 134 | 144
5

74.8 | 128 | 161 | 201 | 235

TABLE III: Percentage of tests in which f(x%) < \.

2d
2| 4 6 8 10
291100 | 99 | 92 | 91
411 99 | 100 | 100 | 100
451 97 | 100 | 100 | 100
46 | 99 | 100 | 100 | 100
62 | 98 | 100 | 100 | 100

n
O N O N S

letting G : R™ x S =2 R™ be the set-valued mapping given
in (5), for each x € R", the measure of the set S C S
such that G(x,s) C A+ ¢B° for all s € S decreases
as n and d increase. However, as shown by Table II, the
number of iterations K to be carried out in order to determine
a solution to the minimization problem (1) through the
proposed algorithm grows mildly with n and d (the data
reported in Table II are nicely fitted by the expression K =
6.094 e0-5192n+0.2197d) " thyg highlighting the fact that the
proposed technique can be employed to solve minimization
problems involving a large number of variables and with the
objective function being a polynomial of large total degree
(note that, for n = 5 and 2d = 10, each polynomial f has
been obtained by the weighted sum of 2007 monomials).

In all the tests that have been carried out, we obtained
that either f(%x%) < X or |f(x%) — A| < max{|f(x5), |},
showing that the proposed minimization algorithm is able
to determine a good approximate of the solution to the
minimization problem (1). By comparing Sub-tables Ia and
Ib, it can be noticed that the execution time of the proposed
algorithm is smaller than the one of SOS-based methods,
especially if both the number of variables n and the total
degree 2d of the polynomial to be minimized have large
values. Furthermore, as shown by Table III, if n and 2d have
large values (namely, n > 3 and 2d > 6), the proposed
minimization technique provides a better estimate of the
solution to the minimization problem (1).
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