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Chapter 1

Introduction

Suspensions of colloidal particles are relevant to a wide variety of industrial processes:
typical applications involving colloidal suspensions include the production and/or
processing of pigments, cosmetics, chemical–mechanical polishing agents, food prod-
ucts, etc. (Matijević, Babu, 2008; Mezzenga et al., 2005). Whatever the nature of the
particular suspension is, a special attention is generally paid to control the typical
size of the dispersed particles, their shape, their composition and the distribution of
these quantities over the entire population of particles. These quantities have in fact
profound implications on the macroscopic behavior of the suspension, including its
rheological behaviour, appearance, stability and so on. Therefore, the understanding
of the typical underlying phenomena occurring in colloidal suspensions and the way
of how to manipulate them is of paramount importance.

It has been known for over a century that colloidal particles aggregate upon the
addition of salts to the dispersing medium (Hardy, 1900). About seven decades
ago, the DLVO theory, named after Derjaguin, Landau, Verwey and Overbeek, was
formulated, succeeding in explaining quantitatively this phenomenon. This theory
explains the aggregation of colloidal particles as the result of the joint action of two
types of interactions: the attractive Van der Waals force and the repulsive electrical
double layer force. The relative intensity of such forces (which together are often
referred to as DLVO forces) are strongly dependent on the nature of the solvent and
the particle. Briefly speaking, for low ionic strength of the medium, the high energy
barrier to the coagulation, due to the repulsive electrical double layer interaction,
prevent particle to aggregate. As the ionic strength is increased, this energy barrier is
reduced and particles can approach each other up to a distance in which the attractive
Van der Waals interaction dominates, thus causing their aggregation.

However, for aggregation to take place, particles need to be brought in close
proximity. Different mechanisms can be responsible for the encounters between
suspended particles. For sufficiently small particle dispersed in a quiescent fluid,
the encounters may be promoted by the Brownian motion. The unevenness of the
bombardment the particles receive from the molecules of the surrounding medium
cause them to randomly move about and eventually meet each other. This mechanism,
defined as perikinetic aggregation, has been extensively investigated both numerically
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Chapter 1. Introduction

and experimentally over the last decades (Kyriakidis et al., 1997; Witten, Sander,
1983); in this context two different limiting aggregation regimes have been identified
(Lin et al., 1989): the diffusion-limited cluster aggregation (DLCA) and the reaction
limited cluster aggregation (RLCA). DLCA takes place whenever the energy barrier
to aggregation has a negligible intensity, so that the aggregation rate is limited by
the diffusion rate i.e., by the time needed by two particles to meet each other in
the suspension and eventually aggregate. On the contrary, when a substantial but
not insurmountable energy barrier exists, the aggregation rate is determined by the
time needed by the particles to overcome it, with the Brownian motion acting as a
thermal activation. These two regimes have also been referred to as fast and slow
coagulation regimes and have been proven to lead to the formation of different cluster
morphologies; in the DLCA regime, clusters generally show a open, porous structure
characterized by the alternation of void and dense regions; conversely, in the RLCA
regime, clusters have a compact and highly coordinate structure. For both cases, it is
common to relate the cluster mass m to a characteristic dimension R with a power-law
of the following kind m ∝ Rdf , where the exponent df is frequently indicated as
fractal dimension. This dimension can thus be seen as a measure of the space filling
properties of the cluster and as such it is frequently used to characterize the clusters
obtained upon aggregation; for the DLCA regime, df was observed to fall in the
range 1.7–1.8 (Brasil et al., 2000; Köylü et al., 1995; Meakin, 1984), while in the
RLCA regime a larger value (≈ 2.1) was found (Lin et al., 1990), meaning that when
an energy barrier holds, more compact structure are generally produced, regardless
of the detailed physicochemical nature of the suspension.

A second mechanism can promote the encounters between particles, that is, the
difference in their relative velocities; in a sedimenting suspension, for instance, the
encounters are triggered by the different settling velocities of the particles, which can
arise as a consequence of their different density or size.

However, in engineering applications, suspensions are generally mechanically
stirred; in such conditions the particles are brought close to each other by the gradient
of the flow field and the rate of aggregation is determined by the frequency of such
encounters, in turn dependent on the intensity of the flow field; this mechanism is
often referred to as orthokinetic aggregation and for intense flow field can substantially
speed up the aggregation kinetics compared to a perikinetic mechanism. However, in
a stirred suspensions, the growth of the clusters is generally bounded by breakage
phenomena. Once clusters have attained a large enough size, the viscous stress
exerted on their structure by the flow field may be able to overcome the adhesion
force that keeps particles in contact, thus causing the failure of one or more internal
bonds (Eggersdorfer et al., 2010; Harada et al., 2006; Vanni, Gastaldi, 2011). As a
consequence an equilibrium between aggregation and breakage eventually sets in the
system, leading the particle size distribution toward a steady state (Oles, 1992; Serra,
Casamitjana, 1998; Soos et al., 2008).

The modelling of such phenomena can be dated back to the work by Smoluchowski
(1917), who drawn mathematical expressions useful to model the collision frequency of
particles for both Brownian coagulation and laminar shear. These expressions, known
as aggregation kernels, even though derived relying on several approximations, have
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set the basis for the interpretation of the dynamics of aggregation phenomena in the
context of Population Balance Equations (PBE). PBE have attracted a widespread
attention among scientists who employed them for the most diverse use (Ramkrishna,
2000), such as crystallization, liquid-liquid, gas-liquid systems, cellular processes, etc.
They are in fact able to track the evolution of a generic dispersed phase by simply
imposing the conservation of mass throughout the process. Traditionally, PBE can be
distinguished in mono-variate and multivariate formulation. In the first case only one
quantity (often referred to as internal variable) is used to describe the state of the
system. Conversely, in the second case, a number of variables is considered. These
may include the size of the dispersed particles, composition, shape, fractal dimension.

However, due to their complex integro-differential nature especially when more
than one internal variable is considered, the solution of PBE by analytical means is
possible in a limited number of idealized situations. As a consequence, a number of
methods has been developed to numerically solve PBE in applications of practical
interests. Most of the developed methods can be ascribed to three main groups: class
or sectional methods, moment-based methods and Monte Carlo methods. For the first
group method, the PBE are solved by using a discretization of the internal variable
space (Hounslow et al., 1988; Kostoglou, Karabelas, 1994; Vanni, 2000). However, this
discretization approach may pose some difficulties since the features of the distribution
may change in time and may not be predicted in advance. The method of moments
solves the PBE by tracking the temporal evolution of the lower-order moments of the
size distribution (Buffo et al., 2013; Marchisio et al., 2003; McGraw, 1997). However,
the information given by the method of moments is limited to the integral properties
of the suspension and as such is poorer compared to what inferable from the method
of classes. On the other hand, the lower computational effort represents the main
advantage of the method.

Finally, Monte Carlo (MC) methods reside in the realm of the stochastic method
class (Liffman, 1992; Shah et al., 1977; Smith, Matsoukas, 1998; Zhao et al., 2007);
they do not solve directly the PBE, but they mimic numerically a realization of
the process governed by PBE by adopting a limited number of simulated particles.
Because of their discrete nature, MC schemes are particularly well suited to simulate
an intrinsically discrete process such as aggregation. Their wide use is also due
to the ability to follow the history of each simulated particle and handle easily
complex multivariate populations. Therefore, in the last years, MC methods have
been applied to the modeling of a wide variety of discrete processes, including
aerosol agglomeration (Matsoukas, Friedlander, 1991), cloud droplet coalescence
(Gillespie, 1975), simultaneous nucleation and surface growth (Maisels et al., 2004),
crystallization (Van Peborgh Gooch, Hounslow, 1996), fractal aggregation (Lattuada
et al., 2003), simultaneous aggregation and breakup (Lee, Matsoukas, 2000).

In colloidal suspensions, besides aggregation, other phenomena take place such
as breakage and restructuring of the aggregates. Therefore, to accurately follow
the dynamics of a colloidal suspension, all these phenomena need to be addressed.
This is still a challenging task in the framework of PBE: the scarce knowledge of
the underlying physics of such phenomena partially hinders the study of colloidal
suspensions in terms of PBE. Furthermore, in laminar flows the breakup occurs
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almost instantaneously soon after an aggregate grows over a critical dimension. This
behavior can hardly be modeled in the framework of PBE, whereas it is feasible to
model it in Monte Carlo simulations.

PBE methods reduce the complexity of aggregates to a few global variables, such
as size, mass, fractal dimension. Consequently, they are not capable of capturing the
features of the typically disordered structures of clusters. Discrete Element Methods
(DEM), for instance, represent a valid alternative for this task; DEM simulations
assume the clusters to be composed by a number of distinct elements, each one
undergoing forces arising from the interaction with nearby elements and with the
dispersing medium. Introducing models for such interactions, DEM simulations are
capable of tracking the motion of each individual particle of a cluster, providing
valuable insight into the suspension dynamics. This approach dates back to the work
of Cundall, Strack (1979), who first employed a DEM to simulate dense granular flows.
Since then, DEM have been applied to a number of different problems, ranging over
an ample spectrum of length scales; typical applications comprise colloidal suspension
(Becker et al., 2009; Harshe, Lattuada, 2016; Harshe et al., 2010; Isella, Drossinos,
2010; Vanni, Gastaldi, 2011), fluidized beds (Tsuji et al., 2008), rock mechanics (Jing,
2003), astrodynamics (Sánchez, Scheeres, 2012). However the applicability of such
a method is hindered by the high computational cost involved, which so far has
restricted the use of DEM to the study of single aggregates or at most of very small
populations.

In this work, in order to circumvent the high computational cost typically as-
sociated to pure DEM simulations and to deal with the uncertainty which affects
the PBE modelling of colloidal suspension phenomena, a novel method has been
developed: it is a mixed stochastic-deterministic numerical method which couples
the mean-field approach of PBE (solved stochastically with a MC algorithm) with
detailed DEM simulations; the basic idea behind such a combination is that the
dynamics of a dilute suspension is determined by a sequence of binary encounter
events between the suspended particles, each of which can result into an aggregation,
a breakage, a restructuring of the aggregates or into any combination of these phe-
nomena. Therefore, the MC is used to sample a statistically expected sequence of
such events and the DEM is used to accurately simulate them; the DEM has been
developed in the framework of Stokesian Dynamics (Brady, Bossis, 1988) and coupled
with proper models for the colloidal interactions and, thanks to its coupling with a
MC scheme, it is used to track the motion of just two particles at a time, thereby
reducing significantly the computational cost of the method.

The method has been used to follow the dynamics of dilute model colloidal
suspensions and it has been proven to address properly the aggregation, breakage
and restructuring phenomena of colloidal suspensions and to give significant insights
into the suspension dynamics and aggregate morphology.

The present thesis is organized as follows:

• in Chapter 2 the general framework of Population Balance Equation is presented
with a special attention to its application to colloidal suspensions. Furthermore,
some solution techniques are briefly revisited;
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• in Chapter 3 the developed Discrete Element Method is presented, addressing
the modelling of both hydrodynamic and colloidal interactions;

• in Chapter 4 the strategy adopted for the coupling of the Monte Carlo algorithm
and the Discrete Element Method is described;

• in Chapter 5 the resulting MC-DEM is applied to investigate the shear-induced
aggregation of a fully destabilized suspension of colloidal particles; in particular,
simulations are performed to evaluate the effect of the model of colloidal
interactions on the aggregation behaviour;

• in Chapter 6 the DEM method is employed to estimate in a predictive manner
the aggregation efficiency of porous clusters;

• in Chapter 7 the MC-DEM method is applied to study the dynamic behaviour
of suspensions subject to severe viscous stress, with a particular attention the
analysis of the aggregation-breakage equilibrium;

• in Chapter 8 the MC-DEM method is used to investigate the shear-induced
aggregation of mixed populations of colloidal particles with different surface
potentials.
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Chapter 2

Population Balance Equation

In this chapter the Population Balance Equation (PBE) framework is introduced.
Starting from the derivation of the generic PBE, the discussion will move afterwards
to the case of colloidal suspensions, whose dynamics is determined exclusively by
aggregation and breakup phenomena. The most commonly used kernels to model
such phenomena will be analysed.

Finally, an overview of the solution methods of PBE is presented with a particular
attention to the discrete formulation and to the Monte Carlo approach.

2.1 PBE for colloidal systems

Colloidal suspensions are characterized by the coexistence of a dispersed phase, in
the form of small solid particles, and a continuous liquid phase, acting as dispersing
medium. Each single element of the disperse phase can be characterized by a certain
number of properties. In the framework of the population balance theory these
properties are usually referred to as coordinates and divided into two main groups
(Hulburt, Katz, 1964; Ramkrishna, 2000):

• external coordinates (i.e., the spatial position of each single entity, as determined
for instance by its center of mass)

• internal coordinates (quantities related to the intimate properties of the particle1

such as size, physical and chemical composition, morphology, etc.)

Let us assume to have at time t a suspension composed by a certain number of
particles. Each suspended particle can be characterized by a vector x = [x, y, z] indi-
cating the spatial position of its center of mass (c.o.m) and a vector ξ = [ξ1, ξ2, ..., ξm]
accommodating all its relevant internal coordinates. Therefore, denoting with Ωξ and
Ωx the domain of the internal variables (or phase state space) and the domain of the
external variables (or physical space state), respectively, the total number of particles

1In the following, the term particle will be used to indicate clusters and primary particles without
distinction.
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in the system at time t is given by:

Np (t) =

∫

Ωx

dΩx

∫

Ωξ

n (x, ξ, t) dΩξ (2.1)

with n (x, ξ, t) being the number density function (NDF) and dΩx and dΩξ, the
infinitesimal volumes in the external and internal coordinate space, respectively.
Therefore, by tracking the evolution of the NDF it is possible to precisely follow
the dynamics of the dispersed phase, as the NDF enables us to characterize the
entire population of dispersed particles at any time t and at any position in both the
physical space and phase space.

In general terms, the change in the NDF can occur as a consequence of two
kinds of events, namely continuous and discrete (or discontinuous) events. This
distinction between the two has to be based on time/length scales comparisons. A
typical example of continuous event is the growth of solid crystals; during this process,
the size of the crystal grows due to the surface deposition of single molecules which
occurs on a time and length scale much smaller than the scales associated to the
change in size of the crystal. Conversely, when two particle collide and aggregate,
the length scale of this process is of the same order of magnitude of the particle size,
thus aggregation processes cause a discontinuous jump in the internal variable space.
A similar argument holds for breakage processes as well.

Therefore, omitting, for the sake of conciseness, the dependence on time and
space, a balance equation for the NDF n (x, ξ, t) may be written as follows:

∂

∂t

(∫

Ωx

dΩx

∫

Ωξ

ndΩξ

)
=−

∫

Ωξ

dΩξ

∫

∂Ωx

(nẋ) · dAx −
∫

Ωx

dΩx

∫

∂Ωξ

(
nξ̇
)
· dAξ+

+

∫

Ωx

dΩx

∫

Ωξ

hξdΩξ

(2.2)
where ẋ and ξ̇ represent the continuous rates of change in the external and internal
coordinate space; dAr and dAx are local, infinitesimal area vectors pointing out of
the surfaces ∂Ωx and ∂Ωξ of the physical and phase space, respectively. Finally, hξ
represents the discontinuous rate of change of the NDF per unit volume of both
phase state and physical space occurring as a consequence of discrete processes not
accounted for by the other terms. Assuming the function n (x, ξ, t) to be continuous,
by using the divergence theorem, Eq. (2.2) may be rewritten as:

∂

∂t

(∫

Ωx

dΩx

∫

Ωξ

ndΩξ

)
=−

∫

Ωξ

dΩξ

∫

Ωx

∇x · (nẋ) dΩx −
∫

Ωx

dΩx

∫

Ωξ

∇ξ ·
(
nξ̇
)
dΩξ+

+

∫

Ωx

dΩx

∫

Ωξ

hξdΩξ

(2.3)
where ∇x and ∇ξ are the divergence operators in the physical and phase space. The
arbitrariness of the domain of integration and the continuity of the integrand function
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allow us to write the previous equation as:

∂n

∂t
= −∇x · (nẋ)−∇ξ ·

(
nξ̇
)
+ hξ (2.4)

generally referred to as Population Balance Equation.
However, Eq. (2.4) can be simplified under some circumstances. In a well-mixed

colloidal suspension, spatial heterogeneities may be neglected and therefore the
dependence of the number density function on the physical space variable disregarded.
Furthermore, for insoluble solids, such as silica or polymeric particles in water, the
distribution of the particle size is affected solely by discontinuous phenomena, such as
aggregation and breakage. Therefore the first two terms on the r.h.s. can be dropped
out leading to the following simpler formulation:

∂n (ξ, t)

∂t
= hξ (ξ, t) (2.5)

where finally the dependence on time and phase space variables has been reintroduced.

2.1.1 Birth and death function

As already pointed out, the aggregation and breakage processes occurring in colloidal
suspension have to be considered as discontinuous phenomena having an abrupt effect
on the NDF. Commonly the modelling of such phenomena is carried out resorting to
birth and death functions and, as a consequence, the term hξ of Eq. (2.5) is generally
split as:

hξ = h+ξ + h−ξ (2.6)

where the terms h+ξ and h−ξ represent the rate of appearance and the rate of loss of
particles per unit volume due to such discontinuous events.

Birth and death functions for aggregation phenomena

When a suspension is sufficiently dilute i.e., characterized by a low solid content,
aggregation can be reasonably considered as a binary event, that is an event which
involves two particles at a time. In rigorous terms, if the population number density
is small, the probability that during a time interval dt more than two particles
aggregate simultaneously is only of order O

(
dt2
)
, whereas that of two particles is

O (dt) (Ramkrishna, 2000).
Let us assume that the population of particles is distributed solely according to

one internal variable ξ, made coincident with the mass. The source (or birth) term
due to aggregation to be included in the PBE can be derived by simply imposing
the conservation of mass in each aggregation event; this means that particles of mass
ξ are generated as the result of the aggregation of particles of mass (ξ − ξ′) with
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particles of mass ξ′. Therefore the birth rate h+ for particles of mass ξ is given by:

h+ (ξ, t) =
1

2

∫ ξ

0
ka
(
ξ′, ξ − ξ′

)
n
(
ξ′, t
)
n
(
ξ − ξ′, t

)
dξ′ (2.7)

where the function ka represents the aggregation rate constant. The prefactor 1/2
is included to avoid the redundancy that would arise with the adopted interval of
integration: both ξ′ and ξ − ξ′ vary in fact in the range [0, ξ], thus to avoid pair
double counting a correction is needed.

The sink or death term instead reads as:

h− (ξ, t) = n (ξ, t)

∫ ∞

0
ka
(
ξ, ξ′

)
n
(
ξ′, t
)
dξ′ (2.8)

and states that the disappearance of particles of mass ξ is due to the aggregation of
such particles with all the other suspended particles.

Birth and death functions for breakage phenomena

The breakage of colloidal aggregates is generally considered as a first-order process,
i.e., a process involving one aggregate at once and determined by its interaction with
the dispersing medium. It is a complex phenomenon governed by a balance between
the disruptive force exerted by the viscous stress on the aggregate structure and
the internal cohesive force of the aggregate itself. Limiting again the discussion to
a mono-variate case, in which the only considered internal coordinate is the cluster
mass ξ and assuming the fluid properties to be evenly distributed in the system, the
aggregate breakage can be described resorting to the term:

kb (ξ, t) dt (2.9)

which expresses the probability that an aggregate characterized by its mass ξ undergoes
a breakage event in a time interval dt. Therefore, based on this definition, it is possible
to state that the number of particles disappearing per unit time and unit volume as
a consequence of breakage is given by:

h− (ξ, t) = kb (ξ, t)n (ξ) (2.10)

Upon breakage a certain number of fragments (or daughter particles) characterized
by their own mass are generated. Therefore, a birth function is also needed to fully
describe the breakage event; the birth function has to count for:

• the number of generated fragments νf

• the distribution of the mass over the generated fragments

The first quantity is obviously a scalar and can assume in principle any value larger
or equal to 2; the second quantity is generally modelled with a conditional probability
density function Γ (ξ|ξ′, t), which represents the distribution of the particle masses of
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the fragments produced upon breakage of a parent particle of mass ξ′. As such, this
function has to satisfy: ∫ ξ

0
Γ
(
ξ|ξ′, t

)
dξ = 1 (2.11)

which simply states that the sum of all probabilities of producing the daughter
particles of state ξ from the parent particle ξ′ is unity. Moreover the conservation of
mass must hold, therefore

Γ
(
ξ|ξ′, t

)
= 0 for ξ > ξ′ ξ′ = νf

(
ξ′
) ∫ ξ′

0
ξΓ
(
ξ|ξ′, t

)
dξ (2.12)

with the first equation stating that no daughter particle with a mass larger than the
parent aggregate can be formed; whereas the second equation states that the sum of
the masses of all the daughter particles equals the mass of the parent one.

The birth function reads as:

h+ (ξ, t) =

∫ ∞

ξ
νf
(
ξ′
)
kb
(
ξ′, t
)
Γ
(
ξ|ξ′, t

)
n
(
ξ′, t
)
dξ′ (2.13)

and finally the mono-variate PBE for a colloidal suspension undergoing both aggrega-
tion and breakage event can be written as:

∂n (ξ, t)

∂t
=
1

2

∫ ξ

0
ka
(
ξ′, ξ − ξ′

)
n
(
ξ′, t
)
n
(
ξ − ξ′, t

)
dξ′

− n (ξ, t)

∫ ∞

0
ka
(
ξ, ξ′

)
n
(
ξ′, t
)
dξ′

−kb (ξ, t)n (ξ) +
∫ ∞

ξ
νf
(
ξ′
)
kb
(
ξ′, t
)
Γ
(
ξ|ξ′, t

)
n
(
ξ′, t
)
dξ′

(2.14)

In the following a review of the aggregation and breakage rate functions for
some typical processes will be presented. Regarding aggregation, the discussion
will be limited to the case of spherical particles characterized by only one internal
coordinate. This coordinate will be assumed to be the particle radius a; this is
clearly an oversimplification of what happens in colloidal suspensions, where primary
particles aggregate maintaining their identities and forming clusters, which frequently
show a porous internal structure and an overall shape far from the spherical symmetry.
However this approximation will be adopted for the time being and relaxed at later
stage.

The current understanding of breakage phenomena is still poor compared to
aggregation due to a lack of knowledge of the underlying physics and to the inherent
difficulties of direct observation. Nevertheless, the relevant literature about cluster
breakage will be briefly revisited. For the sake of simplicity, the discussion is restricted
to systems in stationary laminar conditions. Although the physical mechanism of
aggregation and breakup are practically the same in laminar and turbulent flows, the
interplay of such a mechanism with the dynamics of turbulence makes the description
of these phenomena considerably more complex in turbulent fluids.
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Aggregation rate

Each aggregation event can be assumed to be determined by two subsequent steps:
the approach between the two particles and the actual aggregation. During the first
step the particles are brought in close proximity. This may be due to one or more of
the following mechanism:

i) gradient of the flow field

ii) brownian motion

iii) differential settling

In the first case the approaching of the particles is favoured by the velocity
gradient of the continuous phase which causes the particles to move with different
relative velocities, thereby leading to their encounter. This mechanism is generally
referred to as orthokinetic aggregation. In the second case, the encounter is promoted
by the random thermal motion of the particles, in a mechanism called perikinetic
aggregation. In the last case the encounter is caused by the different settling velocity
of the particles, possibly due to their different densities and/or sizes. Generally
speaking, the first mechanism is predominant in stirred suspensions, whereas the last
two may have a significant role in the case of quiescent continuous phase.

The second step of the aggregation consists in the formation of a mechanical
contact between the particles. This step is affected by the nature of the inter-
particle interaction: hydrodynamic interaction (in particular lubrication) and colloidal
interaction come into play during this phase and their interplay has a strong effect on
the particle fate. While hydrodynamic interactions generally act impeding aggregation,
the colloidal interaction may or not favour the aggregation depending on the physio-
chemical nature of the particles and the solvent.

The first rigorous modelling of the aggregation rate for such processes dates
back to the work of Smoluchowski (1917). In his seminal work, even if a number of
approximations were adopted, Smoluchowski drawn a series of expressions that still
represent the reference framework for colloidal suspension studies. He assumed that
suspended particles are perfectly smooth spheres not interacting with each other by
means of hydrodynamic interaction and sticking irreversibly upon contact. In these
circumstances every encounter between particles leads to a permanent aggregation.

Aggregation kernel for laminar shear Let us assume that the flow field in a
moving fluid can approximated at least locally as a simple laminar shear flow γ̇
(Fig. 2.1). A single spherical particle i is conveniently located in the center of the
reference system and, as a consequence of the velocity gradient, it will be approached
by other suspended particles j. The interaction between the particles is neglected
and particles are assumed to be carried passively by the flow field, thereby following
linear trajectories.

If we assume that the particles coagulate irreversibly upon contact, a collision
sphere of radius aij = ai + aj and centred in the center of particle i can be identified.
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Figure 2.1: Simplified model of particle collision in shear flow. Particle i is fixed in the origin
of the reference system; particle j is carried passively by the shear flow field.

Therefore, the mass transfer rate (m.t.r.) of j particles towards particle i can be
written as

m.t.r. =
∫

A
nj (n · u) dS (2.15)

where (n · u) represents the component of the velocity field orthogonal to the in-
finitesimal surface element dS of the collision sphere and where nj is the num-
ber concentration of j particles. By considering that |u| = γ̇ (ai + aj) cosϕ and
dS = 2 [(ai + aj) sinϕ] · [(ai + aj) dϕ], the integration of Eq. (2.15) leads to:

m.t.r. =
4

3
γ̇ (ai + aj)

3 nj (2.16)

If the concentration of i particles is ni, then the number of aggregation events per
unit volume and unit time is given by:

faij =
4

3
γ̇ (ai + aj)

3 ninj (2.17)

and therefore the aggregation rate constant can be finally written as:

kaij =
4

3
γ̇ (ai + aj)

3 (2.18)

which represents the well-known orthokinetic aggregation kernel for laminar shear,
which, as apparent, has a strong dependency on the particle size.

Aggregation kernel for Brownian motion Let us assume that the suspension
is constituted by a certain number of isolated spherical particles uniformly distributed
in the system, with each particle describing a random Brownian motion independent
of all the other particles. Furthermore, let us assume that a particle i with radius ai
is fixed in the origin of the reference system, acting as a collector for all the other
suspended particles j, which have a radius equal to aj . At the steady state, by using
the Fick diffusion equation it is possible to state that, in spherical coordinates, the
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mass transfer rate of particles j towards the particle i is given by:

m.t.r. = 4πr2D
∂nj
∂r

(2.19)

where D represents the particle diffusivity and r the radial coordinate. Imposing that
at the central particle surface the concentration nj vanishes, so that the surface of
the central particle acts as a perfect sink (r = ai + aj , nj = 0) and that at sufficiently
large distance from it, the concentration is nj (for r = ∞, n = nj) the m.t.r. reads
as:

m.t.r. = 4πD (ai + aj)nj (2.20)

If the central particle is in Brownian motion too, the diffusion constant in Eq. (2.20)
must take into account the relative motion of the particles; by using the Einstein
equation for the diffusion coefficient (Dij = Di +Dj), the aggregation rate constant
finally reads as (Friedlander, 1977):

kaij = 4π (Di +Dj) (ai + aj) (2.21)

Furthermore, when the Stokes-Einstein relation for diffusion holds, Eq. (2.21) can be
rewritten as:

kaij =
2kBT

3µ

(
1

ai
+

1

aj

)
(ai + aj) (2.22)

where µ is the medium viscosity. The aggregation rate of Eq. (2.22) is the widely
used Brownian (or perikinetic) aggregation kernel, first derived by Smoluchowski
(1917).

Aggregation kernel in differential settling Another relevant aggregation mech-
anism arises when heavy particles with different density and/or size settle from a
suspension. Heavier particles settle more rapidly than lighter ones and, therefore,
during their fall, they may encounter and aggregate the latter ones. Assuming again
the spherical symmetry of the particles and employing the Stokes’ law for drag
force, the collision frequency for particle of equal density and different size can be
straightforwardly drawn as (Elimelech et al., 1995):

kaij =

(
2πg

9µ

)
(ρs − ρl) (ai + aj)

3 (ai − aj) (2.23)

where ρs and ρl are the density of the suspended particles and of the liquid phase,
respectively. Clearly this aggregation rate will be more important as the difference in
density of the two phases increases. Furthermore as the size of the particles increases
as a result of aggregation, as predictable from Eq. (2.23) a substantial increase of the
aggregation rate is expected.

Comparison of aggregation rate constants In order to compare the relative
importance of the three different aggregation regimes presented above, Fig. 2.2 reports
the respective rate constants for varying particle radius; in Fig. 2.2a, for the sake of
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Figure 2.2: a) Comparison of the collision rate constants for three different regimes
(Eqs. (2.18),(2.22),(2.23)). For all regimes particle i is taken to have a radius equal to
1 µm; particle j radius ranges from 0.01 µm to 10 µm. For differential settling the solid
density ρs is set equal to 2 g cm−3. b) Collision rate constant for orthokinetic and perikinetic
aggregation as a function of the common particle radius. In both plots, the continuous
phase properties are referred to water at room temperature and, for orthokinetic aggregation,
γ̇ = 10 s−1.

simplicity, one particle radius is kept fixed and equal to 1 µm, the second one has been
varied between 0.01 µm and 10 µm. It is apparent that perikinetic aggregation gives
relatively high aggregation rates for small particle diameter aj (as a consequence of
the large particle diffusivity), it passes through a minimum for equally sized particles
and increase again for increasing aj . This is due to the fact that when increasing the
particle size, even if a reduction of the diffusivity occurs, the aggregation rate grows
as a consequence of the increased capture section of the particle. However, for large
particles, perikinetic aggregation is generally negligible if compared to differential
settling and orthokinetic aggregation. As noticeable in Eqs. (2.18) and (2.23) the
aggregation rates of these two mechanisms present a strong dependence on particle
size and therefore they prevail for large particle size. Clearly the differential settling
rate approaches zero as the involved particles become comparable in size. In this case
particle present the same settling velocity and capture phenomena no longer take
place. In Fig. 2.2b the particles have been assumed to have the same size. It is evident
that for common particle radius larger than 300 nm, the orthokinetic aggregation
rate is prevailing over the perikinetic one, which becomes practically negligible.

However, it is worth to mention that the rates plotted in Fig. 2.2 are highly sensitive
to the particular set of parameters adopted. Therefore, even if the general trend is
essentially captured by the plotted curves, in real situations a proper characterization
of the investigated system has to be carried out.

Aggregation efficiency As already pointed out in the previous paragraphs, the
derivation of the aggregation rates for the three analysed mechanisms was possible
because a number of approximations were adopted. However, several works have shown
that these approximations are not always appropriate. For Brownian aggregation,
for instance, the assumption of constant diffusion coefficients has been demonstrated

17



Chapter 2. Population Balance Equation

to break down when particle are close to each other (Alam, 1987; Kerminen, 1994;
Spielman, 1970): as a consequence of lubrication interaction, approaching particles
experience an increased resistance to aggregation, thereby a lower collision rate than
the theoretical one should be expected. In laminar shear and differential settling,
the assumption of rectilinear trajectories of the particles is also an oversimplification
of the real situation (Arp, Mason, 1976; Van de Ven, Mason, 1976; Vanni, Baldi,
2002); the hydrodynamic interaction between particles causes the deflection of the
particle trajectories which has been extensively proven to have profound implications
on the aggregation rate. Furthermore the theoretical aggregation rates do not take
into account the interparticle interaction: colloidal interactions can have in fact a
substantial effect in either increasing or decreasing the aggregation rates.

In order to take into account such phenomena, two approaches have been developed
and widely used, namely the stability ratio and the aggregation efficiency approach.
Even if they are substantially equivalent, they are traditionally applied to different
situations; for perikinetic studies it is conventional to adopt the stability ratio; it
simply expresses the ratio between the theoretical rate constant and the one found
when colloidal interactions hold. When particles are subject to mutual interaction
forces, Eq. (2.19) need to be modified in order to count for the additional diffusion
flux of j particles due to such interactions. Therefore the mass transfer rate reads as:

m.t.r. = 4πr2D

(
∂nj
∂r

+
nj
kBT

∂V

∂r

)
(2.24)

where V represent the potential energy arising from the interaction of two particles.
The integration of Eq. (2.24) leads to:

m.t.r. =
4πD (ai + aj)nj

W
(2.25)

where the correction factor W , known as stability ratio, is equal to:

W = (ai + aj)

∫ ∞

(ai+aj)

exp [V (r) /kBT ]

r2
dr (2.26)

where r is the center-to-center distance between two particles. The value of W is
strongly dependent on the nature of the colloidal interaction acting on the particles:
when an attractive interaction between the particles holds, the stability ratio is less
than unity, leading to an increase of the collision rate, compared to a purely diffusion
mechanism. Conversely, when the interaction is repulsive, W can assume values much
larger than unity, thus substantially reducing the collision rate, possibly up to the
point of completely hindering the aggregation process.

In orthokinetic aggregation, rather than the stability ratio, the most common
choice is to resort to the aggregation efficiency; as already mentioned, the interparti-
cle interaction can substantially alter the particle trajectories, thus modifying the
extension of the aggregation cross section, which, in the idealized case, has radius
ai+aj . The aggregation efficiency is simply defined as the ratio between the flow rate
of j particles towards the collector i through the actual collision cross section and the
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flow rate through the symmetric circular cross section hypothesized by Smoluchowski.
Therefore, for a shear flow γ̇yez (with ez being the unit vector aligned with the flow
direction and y being the velocity gradient direction) the aggregation efficiency reads
as:

αij =
nj
∫
Sact

γ̇ydS

nj
∫
SSmol

γ̇ydS
(2.27)

The first attempt in this direction was made by Curtis, Hocking (1970). They took
into account Van der Waals and hydrodynamic interactions to track the relative
motion of a pair of equal spherical particles and evaluated aggregation cross sections
and aggregation efficiencies. They pointed out the importance of including inter-
particle interactions and demonstrated the limit of the linear trajectory analysis
of Smoluchowki, but their definition of aggregation efficiency was later seen to be
incorrect. Later Van de Ven and Mason extended the approach of Curtis and Hocking,
founding an approximate formula for the aggregation efficiency when no electrostatic
repulsive force exists (Van de Ven, Mason, 1977):

αij = c1

(
AH

36πµγ̇a3

)0.18

(2.28)

where AH is the Hamaker constant of the system, µ the medium viscosity and a is the
common primary particle radius, whereas c1 is a parameter of the order of the unity,
slightly dependent on the particle radius. On the basis of Eq. (2.28), it is possible
to state that the dependence of the aggregation rate on the shear rate γ̇ is slightly
non linear, differently from the prediction of Smoluchowski; multiplying, in fact, the
theoretical aggregation rate (Eq. (2.18)) by the aggregation efficiency of Eq. (2.28),
it follows that the aggregation rate is proportional to γ̇0.82. Adler further expanded
the work of Van de Ven and Mason to the case of heterocoagulation (Adler, 1981a;
Adler, 1981b), that is the coagulation of particles with different properties, focusing
his investigation on the effect of the particle size ratio.

The works just mentioned focused solely on the aggregation efficiency of solid
spherical particles; however, upon aggregation, clusters of primary particles are
produced, frequently characterized by porous and rather irregular structures; in order
to take into account the porous structure of clusters, Kusters et al. (1997) have
developed a core shell-like model, which assumes clusters to be composed by a solid
impermeable core and by a completely permeable shell, leading to a good agreement
with experimental data. Similarly, Bäbler (2008) adopted the Brinkman equation
to model the fluid flow inside the porous structure of the aggregates, observing that
collision between similar aggregates are more favoured compared to the collisions
between aggregates displaying large mass disproportion. However, at the present
day, no expression useful to model the aggregation efficiency of porous clusters is
available; the wide variability observed in the clusters shape and internal structure
makes indeed this task extremely challenging.
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Breakage frequency and daughter size distribution

Compared to aggregation, the modelling of the rate of breakage is more complicated
because of the scarce understanding of the underlying physics of the process. Each
breakup event is determined in fact by an intricate interplay between cluster morphol-
ogy, external shear and interactions between particles, including both hydrodynamic
and colloidal interactions; in addition, in shear flow, the intertwining between rotation
and deformation of the clusters further increases the complexity of the problem.

Generally speaking, in laminar flows breakup occurs when the fluid flow is violent
enough to give rise to a hydrodynamic stress that exceeds the cluster strength.
Therefore, it is common to identify a critical shear rate γ̇cr upon which breakup
occurs almost instantaneously. Such a critical value is generally related to the size of
the aggregate by means of a power-law of the following kind:

γ̇cr ∝ R−q (2.29)

with R indicating the size of the aggregate and q being a breakup exponent de-
pendent on the cluster morphology. As demonstrated numerically by Harada et al.
(2006), the aggregate fractal dimension has profound implications on the breakage
behaviour: the breakage of open clusters was seen to occur as a consequence of the
detachment of single branches, which are then restructured, attaining a compact
shape. Differently, compact clusters were seen to be less prone to breakage; they
progressively deform during rotation and possibly break into a number of fragments.
These different behaviours are a consequence of the different structural features of
open and dense clusters such as connectivity and space filling properties. In fact, to
observe fragmentation in open clusters a fewer number of bonds need to be broken;
in addition, for the same mass, open clusters present a larger size, thus the total
hydrodynamic force acting on them is larger compared to dense clusters. (Harshe,
Lattuada, 2011). Furthermore, in open clusters shielding effects are negligible and, as
pointed out in different works, the viscous stress can propagate along the filaments
and eventually accumulate in some critical locations where the failure of one or more
bonds can occur (Gastaldi, Vanni, 2011; Vanni, Gastaldi, 2011). Therefore, given
the intrinsic complexity of the process, a mathematical expression of general validity
which correlates γ̇cr to the morphology, to the interparticle interactions and properties
of the fluid is still missing.

Upon breakage a number of fragments (or daughter particles) are generated.
Therefore, for a complete description of the breakup event a model for the distribution
of mass over the newly generated particles is also needed. The mass of the individual
fragments depends primarily on the stress distribution in the aggregate structure. A
frequent assumption is that upon breakage two fragments are generated with a mass
ratio that can vary in a broad range, spanning from a symmetric splitting (implying
that two equally sized fragments are generated) to an erosion-like mechanism upon
which single monomers or, more in general, small fragments are detached from the
aggregate surface.

.
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2.2 Overview of solution methods

The solution of PBE is generally a complicated task; as shown in the previous section,
even when a mono variate population is considered, a complex integro-differential
equation is obtained, whose analytical solution is possible only in a few idealized cases
in which substantial simplifying assumptions are made. For this reason, a variety of
methods has been developed in order to solve PBE in situations of practical interest.
These methods can be classified on the basis of the adopted solution strategy: in
Sectional Methods (SM) the internal coordinate is discretized into classes, whose
number and size can vary according to the particular problem studied (Hounslow et al.,
1988; Kumar, Ramkrishna, 1996a; Vanni, 2000). The Methods of Moments (MOM),
first developed by Hulburt, Katz (1964), tackle the solution of PBE by solving the
transport equation only for some moments of the number density functions, thereby
reducing substantially the computational cost; however, the information they provide
is generally limited to some integral properties of the suspension. Furthermore, their
accuracy has to be assessed with other detailed solution methods (Buffo et al., 2013;
Zucca et al., 2007). Finally, Monte Carlo methods are based on an artificial realization
of the system behaviour that tracks the evolution of a certain number of particles,
assumed to be statistically representative of the whole population (Liffman, 1992;
Shah et al., 1977; Zhao et al., 2007). In the following, both the discrete approach of
SM methods and the stochastic approach of MC are introduced.

2.2.1 Discrete formulation of PBE

The discretization approach is useful to approximate derivatives and integrals which
typically appear in population balance and has been proven to be notably successful
in a variety of applications. Restricting again the discussion to a mono variate
aggregation-breakage process, the PBE can be written as (Ramkrishna, 2000):

∂n (ξ, t)

∂t
= H [n, ξ, t] (2.30)

where H is an operator counting for the source and sink terms of both aggregation
and breakage processes:

H [n, ξ, t] =
1

2

∫ ξ

0
ka
(
ξ′, ξ − ξ′

)
n
(
ξ′, t
)
n
(
ξ − ξ′, t

)
dξ′+

− n (ξ, t)

∫ ∞

0
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(
ξ, ξ′

)
n
(
ξ′, t
)
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+

∫ ∞

ξ
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(
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)
kb
(
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)
Γ
(
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)
n
(
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)
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− kb (ξ, t)n (ξ, t)

(2.31)

After discretization of the internal variable space in a number Q of intervals Ii =
[ξi, ξi+1[, whose length can vary according to any scheme, the integration of Eq. (2.30)
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over Ii leads to the equation:

d

dt

∫ ξi+1

ξi

n (ξ, t) dξ =

∫ ξi+1

ξi

H [n, ξ, t] dξ i = 0, 1, 2, ...Q (2.32)

which, indicating by Ni (t) =
∫ ξi+1

ξi
n (ξ, t) dξ the number concentration of particles of

class i and restoring the full expression of the H operator, can be rewritten as:
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(2.33)

In Eq. (2.33) the integrals with respect to ξ′ are expressed as the sum of Q + 1
integrals over subintervals. However, the resulting Q+ 1 equations are unclosed in
the variables Ni. Therefore, provided that the discretization is fine enough, in order
to rewrite the above equations solely in terms of Ni, the mean value theorem can be
used:
∫ ξi+1

ξi

dξ
(
ξ, ξ′

) ∫ ξj+1

ξj

kadξ′n
(
ξ′
)
n (ξ) ≈ka (ξi, ξj)

∫ ξi+1

ξi

dξ

∫ ξj+1

ξj

dξ′n
(
ξ′
)
n (ξ)

= ka (ξi, ξj)NiNj

(2.34)
Finally, by using the identity of Eq. (2.34) and adopting a fine linear grid (xi = ih,
with constant h), Eq. (2.33) transforms into:

dNi

dt
=

1

2

i−1∑

j=0

NjNi−jk
a
j,i−j −Ni

Q∑

j=0

Njk
a
i,j +

Q∑

j=i

νjk
b
jΓi|jNj − kbiNi (2.35)

where for the sake of conciseness:

kai,j = ka (ξi, ξj) , νj = νf (ξj) , kbj = kb (ξj) , Γi|j = Γ (ξi|ξj) (2.36)

Equation (2.35) is the well-known discrete population balance equation for an
aggregation-breakage process. However, if the discretization is carried out adopting a
very fine grid, for instance with the values Ni (with i = 1, 2, 3, ...Q) being the number
concentrations of the aggregates made by a number i of monomers, the solution of
Eq. (2.35) can be a demanding task in terms of computational resources. Let us
consider for example the aggregation process that leads to the formation of a 10 µm
particle starting from 1 µm sized primary particles; assuming the size of the aggregates
R ∝ i3, a 10 µm aggregate will be formed by 1000 monomers, meaning that a number
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Q = 1000 of equations must be solved simultaneously in order to properly track the
aggregation dynamics. This represents the main drawback of the discretized PBE.
Therefore, approximate approaches have been developed such as geometric grid, in
which the size spectrum is divided in intervals whose size increase according to a
geometric progression (Batterham et al., 1981; Hill, Ng, 1995; Hounslow et al., 1988),
arbitrarily divided grids (Vanni, 1999) or mixed grids where a combination of uniform,
nonuniform and geometric partitions is used (Kumar, Ramkrishna, 1996a; Kumar,
Ramkrishna, 1996b).

2.2.2 Monte Carlo method

Monte Carlo (MC) simulations reside in the realm of stochastic methods; they are
used to obtain an artificial realization of the system behaviour. This is done by
observing the individual behaviour of the particles in a reservoir as it develops in time.
Clearly the number of particles in a real colloidal suspension can be extremely large
and it is not feasible to observe each individual particle; therefore, a small sample of
test particles is generally adopted and it is assumed that its behaviour is indicative
of the behaviour of the system as a whole (Liffman, 1992).

The mathematical basis of MC rests on two basic informations:

• the initial condition of the system, in terms of number and properties of the
particles,

• the probabilities or frequencies for each of the transformation taking place in
the system, namely disappearance of existing particles and appearance of new
particles for a colloidal suspension.

Therefore, on the basis of these information, a sample path of the process can be
created by artificially generating random variables that satisfy the specified probability
laws of change (Ramkrishna, 2000). By generating and averaging a number of such
sample paths, the expected or mean behaviour of the system can be inferred.

The main advantage of MC methods is that the discretization of the internal space
variable is not required. This results into a significantly reduced programming effort
compared to deterministic methods and allows the inclusion of multiple mechanisms
(aggregation, breakup, ...) in a straightforward manner. Furthermore MC methods
represent practically the only feasible way to deal with complex multivariate PBE.

Monte Carlo methods classification Broadly speaking, MC methods can be
distinguished in two classes according to the approach used for the discretization of
time (or more in general of the evolutionary coordinate). In time-driven simulations,
an arbitrary time step is chosen and the simulation implements all possible events
within that time interval. However its length can be varied throughout the simulation
according to any law (Liffman, 1992). In event-driven simulations, first the time is
advanced by an appropriate time-step, randomly sampled according to a probability
distribution, and then one event is implemented. The main advantage of this latter
technique is that the length of the time-step adjusts itself to the rates of the various
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processes and no consistency checks are needed to verify the results of the simulation
(Garcia et al., 1987; Shah et al., 1977). In this context, the time interval elapsing
between two subsequent events is often referred to as interval of quiescence, IQ
(Kendall, 1950).

Monte Carlo methods can be further classified according to the strategy used
to adjust the number of simulated particles during the calculation (Zhao et al.,
2007). In fact, if the simulation is started with Np particles, after Np − 1 aggregation
events, all the particles will be included in one single aggregate. The most serious
consequence of this phenomenon is the loss of accuracy, in that the reduced number
of simulated particles undermines the statistical robustness of the obtained results.
On the other hand, if, as a consequence of breakage phenomena, a proliferation
of particles takes place in the simulated volume, the simulation has to be stopped
if the storing capacity of the array containing the particle information is reached.
To circumvent such problems two different approaches have been developed: in a
constant-number MC simulation (Smith, Matsoukas, 1998), whenever a position in
the particle array is vacated as a consequence of an aggregation event, an existing
particle is randomly chosen and a copy of it is used to fill the vacancy. Conversely,
when a breakage event takes place, a number of randomly chosen array positions
are overwritten to accommodate the information relative to the newly generated
fragments. Since all particles have the same probability to be chosen to fill the
vacancy or to be overwritten, these operations on average leave the size distribution
unaltered. Another approach consists in adjusting the number of particles periodically
(Liffman, 1992): when the number of simulated particles falls below a threshold value
large enough to prevent statistical fatigue, an exact copy of the simulated subsystem
is added to itself preserving both solid fraction and particle size distribution. On the
contrary, when breakage prevails over aggregation, the population is halved.

In Chapter 4, a detailed description of the Monte Carlo algorithm adopted for
the present work is provided and tested against the Discrete PBE for a simple purely
aggregating system.
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Chapter 3

Discrete Element Method

A Discrete Element Method (DEM) is a numerical method able to investigate dy-
namically the behaviour of a sample of particles. By modelling all the relevant forces
acting on them, a DEM is able to track the motion of each particle giving profound
insights into the system dynamics.

In the case of colloidal suspensions, a DEM has to model both hydrodynamic
and colloidal interactions between particles; since colloidal particles, because of their
small size, have negligible inertia, these interactions balance each other exactly at
any time so that for each particle a simple force/torque balance of the following kind
can be written:

{
FH = −Fcoll

TH = −Tcoll
(3.1)

where the superscripts H and coll indicate hydrodynamic and colloidal interactions,
respectively. To model hydrodynamic forces and torques one needs in principle to
solve the Navier-Stokes equation, imposing the proper boundary conditions at the
surface of every particle. However, for most of the cases of interest, the particle
Reynolds number is generally very small, so that the Stokes equation can be used
instead. Even though by such an assumption the complexity of the problem reduces
significantly, a huge amount of computational resources is still needed especially when
a dynamic simulation is performed. This inconvenience restricts the applicability of
this approach to very small samples of particles (Schlauch et al., 2013).

To circumvent this problem, a number of works employed the so-called free
draining approximation, FDA. Without explicitly solving the Stokes equation, the
FDA simply assumes that each suspended particle experiences the hydrodynamic
stresses as if it is isolated and not interacting with the nearby elements (Becker et al.,
2009; Eggersdorfer et al., 2010). However, this assumption breaks down and surely
overestimates drag forces when considering dense suspensions or, more in general,
when particles come in close proximity or aggregate. Therefore, alternative approaches
were developed to take into account such screening phenomena; Higashitani, Iimura
(1998), for instance, by simple geometric considerations, succeeded in computing the
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actual portion of the particle surface directly exposed to the flow and in evaluating
accordingly the hydrodynamic stresses acting on the particles.

A more rigorous approach named Stokesian Dynamics (SD) was developed by
Brady, Bossis (1988), using a truncated multipole expansion of the rigorous solution
of the Stokes equation for the far-field interactions and results from the lubrication
theory for the near-contact forces. This approach is capable of modelling accurately
hydrodynamic interactions at a reasonable computational cost. For this reason, it
has been adopted in this work and coupled with models for colloidal interactions.

Colloidal interactions among particles can be distinguished in pre-contact interac-
tions and post-contact interactions. The former are generally introduced in DEM
simulations according to the DLVO theory, taking into account both Van der Waals
and electrical double layer interactions.

The post-contact interactions are generally introduced on the basis of the theory
of contact mechanics. The most accepted framework in this context is the JKR theory
by Johnson, Kendall and Roberts, which allows to model the post-contact response
accounting for both adhesion and elastic properties of the particle (Johnson et al.,
1971). However, recently it has been shown by Pantina, Furst (2005) that primary
particles upon contact interact also by means of tangential interaction i.e., forces that
provide a resistance to the relative displacement along the contact plane, resulting in
a certain sliding, rolling and twisting resistance. These effects have been included in
the developed DEM by implementing the spring-like force model proposed by Becker,
Briesen (2008).

In this chapter an overall description of the developed Discrete Element Method is
provided. A great deal of attention will be given to the modelling of the hydrodynamic
interactions between particles as well as to the modelling of colloidal interactions.
Regarding the former point, the discussion will start from the analysis of the equations
governing the Stokes flow regime, to move afterwards to the behaviour of a single
particle suspended in a Stokes flow. Finally, the multi-particle hydrodynamics,
particularly relevant for the modelling of colloidal suspensions, will be revisited in
great detail with a special focus on the adopted Stokesian Dynamics technique, which
represents the core of the developed DEM. The modelling of the colloidal interactions
between particles will include both the pre-contact and the post-contact interactions;
the DLVO theory and a model to count for tangential interactions will be analysed
and their coupling with SD thoroughly explained.

3.1 Hydrodynamic interaction

The momentum transport in a fluid is described by the well-known Navier-Stokes
equations which, for an incompressible fluid, reads in the dimensionless form as:

∇∗ · u∗ =0

Re

(
∂u∗

∂t∗
+ u∗ · ∇∗u∗

)
=−∇∗p∗ +∇∗2u∗ (3.2)
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where
∇∗ = L∇, u∗ =

u

U
, p∗ =

pL

µU
, t∗ =

t

L/U
, Re =

ρlUL

µ
(3.3)

and where L and U represent respectively a characteristic length and velocity of the
flow field, whereas µ and ρl are the dynamic viscosity and density of the fluid. It is
clear from the analysis of Eq. (3.2) that the Reynolds number Re can be regarded as
a measure of the relative importance of the viscous effects compared to the inertial
effects. If we suppose that a spherical particle with radius a moves with a velocity U
in a fluid, then the Reynolds number at the particle scale is:

Re =
ρlUa

µ
(3.4)

Recalling that in colloidal suspension, particle radii are in the micrometer scale and
that, as a result of the smallness of particles, the velocity scale is generally small as
well, the Reynolds number assumes values well below 1 in most of the application
of practical interest. As a consequence, the l.h.s. term in Eq. (3.2) can be safely
neglected. Doing so, the Stokes equation is obtained, which in dimensional form,
reads as:

∇ · u = 0 (3.5)

0 = −∇p+ µ∇2u (3.6)

Equations (3.5) and (3.6) are the equations governing the so-called Stokes flow regime.

3.1.1 Stokes flow

The Stokes equations present some interesting properties worth to analyse, since they
are useful to simplify substantially the study of suspension dynamics, allowing to
derive results about a flow without solving it fully.

1. Linearity

By looking at Eq. (3.6) it is apparent that both the nonlinear convective term and
the time dependent term have been dropped out from the full Navier Stokes equation.
This implies that the Stokes equation is linear in the velocity u. An important direct
mathematical consequence of the linearity is that the principle of superposition of
solutions can be applied; this means that adding different solutions of the Stokes
equations, a solution of the Stokes equations is still obtained; for instance, considering
the case of a particle sedimenting and, at the same time, rotating about its center
of mass, the flow field in the surrounding medium can be obtained determining the
flow field caused by settling (without rotation) and adding to this the flow due to the
rotation (without settling).

2. Reversibility

Another consequence of the linearity is that the Stokes equations are reversible. In
mathematical terms this means that if {u, p} is a solution of the equation, {−u,−p}
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will be a solution as well. This implies that a time-reversed Stokes flow solves the
same equations as the original Stokes flow.

3. Instantaneity

As apparent the Stokes equations lack of an explicit dependence on time; therefore,
there is no history dependence of the fluid motion and, as a consequence, the flow is
determined exclusively by the actual configuration imposed by the boundary condi-
tions, due for example to the suspended particles. This means that the information
coming from the boundary conditions are propagated instantaneously to the entire
fluid and the solution will depend on time only if the boundary conditions change in
time.

For other properties of the Stokes equation, interested readers are referred to the
specialized literature. (Guazzelli, Morris, 2011; Kim, Karrila, 1991)

3.1.2 Single particle hydrodynamics

The study of colloidal suspensions is a multi-particle problem in that it has to deal
with the interaction of a large number of particles. However, before addressing the
hydrodynamics of a multitude of particles, it is useful to start from the analysis of
the behaviour of a single, isolated particle in some simple flow configurations. In
particular we are concerned here with the disturbance in the flow field induced by a
particle and with the hydrodynamic stresses acting on it. However, before discussing
on these cases, some preliminary considerations are worthwhile to be presented here
since they will ease the solution of the Stokes equation in some relevant cases; by
taking the divergence of both terms of Eq. (3.6) and imposing the continuity condition
of Eq. (3.5) one obtains:

∇ · (∇p) = ∇ ·
(
µ∇2u

)
= µ∇2 (∇ · u) → ∇2p = 0 (3.7)

meaning that the pressure field in the liquid is independent of the velocity field
and can be calculated autonomously once that the boundary conditions are known.
Furthermore, taking the Laplacian of both sides of Eq. (3.6) and using the result of
Eq. (3.7) one obtains:

∇2 (∇p) = ∇2
(
µ∇2u

)
→ ∇ ·

(
∇2p

)
= µ∇4u → ∇4u = 0 (3.8)

which means that the velocity field is in turn independent of the pressure field.
The flow field in any position identified by the position vector x can be described by

a Taylor expansion, centred in a generic point x0, as u∞ (x) = u∞ (x0) +∇u∞ (x0) ·
(x− x0)+ .... Therefore, neglecting the higher order terms and provided that (x− x0)
is appropriately small, the velocity field can be seen in any point as the superposition
of a uniform translation and a linearly varying velocity. If we assume the reference
system to be centred in x0 and u∞ (x0) = u∞, the velocity field may be further
decomposed as:

u∞ (x) = u∞ +Ω∞ · x+E∞ · x (3.9)
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Figure 3.1: a) Particle immersed in a uniform flow field moving with velocity u∞. b) Particle
in a pure rotating flow field with a rate-of-rotation Ω∞. c) Particle in a pure straining flow
field with a rate-of-strain E∞.

where Ω∞ and E∞ are the rate-of-rotation and the rate-of-strain tensors, respectively,
whose components in index notation are equal to:

Ω∞
ij =

1

2

[
∂ui
∂xj

− ∂uj
∂xi

]
, E∞

ij =
1

2

[
∂ui
∂xj

+
∂uj
∂xi

]
(3.10)

where, for the sake of conciseness, the ∞ superscript has been omitted in the
component definition. The rate-of-rotation tensor Ω∞ is antisymmetric; therefore its
three independent components may be used to form the angular velocity pseudo-vector
ω∞ related to Ω∞ according to:

ωi = −1

2
ϵijkΩjk (3.11)

where ϵijk is the Levi-Civita tensor.
The rate-of-strain tensor is traceless (as a consequence of continuity) and sym-

metric, thus it can be conveniently reduced to a 5-elements vector e∞. As it will be
clear later, the proper way of selecting the elements is the following one:

e∞ = (Exx − Ezz, 2Exy, 2Exz, 2Eyz, Eyy − Ezz) (3.12)

Due to the linearity of the Stokes equations, the response of a spherical particle to
the general fluid flow given by Eq. (3.9) can be obtained by the superposition of the
responses to a uniform flow (u∞), rotational flow (Ω∞ ·x) and straining flow (E∞ ·x).
Therefore, in the following, each of these single flows will be examined in more detail.

Spherical particle in a uniform flow field

Let us consider a fixed spherical particle of radius a held fixed in a uniform flow
field moving with velocity u∞ (Fig. 3.1a). In a 3D spherical reference system (r, θ,
ϕ), after imposing that the no-slip velocity boundary condition holds at the particle
surface and that at sufficiently large distance from the particle, the velocity field
and the pressure field recover the velocity u∞ and the pressure p∞ respectively, the
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velocity and pressure field are given by (Bird et al., 2002):

ur = u∞
(
1− 3

2

a

r
+

1

2

a3

r3

)
cos θ, (3.13)

uθ = u∞
(
−1 +

3

4

a

r
+

1

4

a3

r3

)
sin θ, (3.14)

p = p∞ − 3µu∞

2a

a2

r2
cos θ. (3.15)

equivalent in index notation to:

ui = −3

4
au∞j

(
δij
r

+
xixj
r3

)
− 3

4
a3u∞j

(
δij
3r3

− xixj
r5

)
(3.16)

p = p∞ = −3µa

2

u∞j xj

r3
(3.17)

where r = |x| and δij is the Kronecker delta function. It is apparent that the
disturbance induced by the particle decays very slowly: as r−1 for the dominant
part of velocity field and as r−2 for the pressure field. This result is of paramount
importance when studying the hydrodynamics of a multitude of particles, meaning
that the flow field experienced by each particle is affected by the presence of other
particles even when relatively far apart.

To conclude the discussion it is worthwhile to compute the hydrodynamic force
acting on the particle; it can be evaluated by integrating the stress tensor σ over the
particle surface as:

FH =

∫

Sα

(σ · n) dS (3.18)

where the stress tensor is σ = −pδ + µ
(
∇u+∇uT

)
. A simple interpretation of

Eq. (3.18) is that the hydrodynamic force is a sum of infinitesimal forces (σ · n) dS,
where σ · n is the traction vector. The integral of Eq. (3.18) leads to the well-known
Stokes drag force:

FH = 6πµau∞ (3.19)

The Stokes drag force is given by the sum of two distinct contributes, comparable
in magnitude: the first is due solely to the pressure component of the stress and
equals 2πµau∞ (form drag), whereas the second is due to the viscous tangential stress
acting on the particle surface (friction drag) and is equal to 4πµau∞. The result of
Eq. (3.19) can be easily extended to the case of a particle translating with velocity
uα in a fluid moving with uniform velocity u∞. It suffices to solve the problem in a
reference frame moving with the particle and then bring back the solution to a fixed
reference frame. The Stokes drag in this case would be given by:

FH = 6πµa (u∞ − uα) (3.20)
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and, as apparent, it scales linearly with the relative velocity between particle and
fluid. It is worth to point out that this procedure is made possible by the lack of
inertia of Stokes flow, that allows to change the system reference frame without giving
rise to any additional fictitious force.

Spherical particle in rotating flow field

Let us assume to have a spherical particle of radius a fixed in the center of the
reference system and immersed in fluid flow rotating with velocity ω∞ (Fig. 3.1b).
After imposing that:





u = 0 for r = |x| = a

u = ω∞ × x = u∞ for r = |x| → ∞
p = p∞ for r = |x| → ∞

(3.21)

the solution of the Stokes equation for the velocity and pressure field reads as
(Guazzelli, Morris, 2011):





u (x) = ω∞ × x

[
1−

(a
r

)3]

p (x) = p∞
(3.22)

where ω∞ and p∞ are the undisturbed angular velocity and pressure. It can be
noticed that the pressure field is not affected by the presence of the particle, while
the disturbance on the velocity field decays as r−2. As done in the previous case, it
is possible to calculate the stress acting on the particle. Given the symmetry of the
problem, it can be reasonably expected that the net force is zero. On the contrary, a
net torque acts on the particle:

TH =

∫

Sα

x× (σ · n) dS. (3.23)

Equation (3.23) can be seen as the sum of the infinitesimal torques x× (σ · n) dS,
where x is the local level arm (of length a) relative to the infinitesimal force element
(σ · n) dS. The integration of Eq. (3.23) leads to:

TH = 8πµa3ω∞. (3.24)

As done before, if the particle rotates with velocity ωα in a flow field rotating with
angular velocity ω∞ the torque reads as:

TH = 8πµa3 (ω∞ − ωα) (3.25)

again linearly proportional to the relative angular velocity between particle and fluid.
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Spherical particle in straining flow

The third basic case is that of a particle held fixed in a pure straining flow (Fig. 3.1c).
Imposing the following boundary conditions:





u = 0 for r = |x| = a

u = E∞ · x = u∞ for x → ∞
p = p∞ for x → ∞

(3.26)

the velocity and pressure fields in index notation are given by (Guazzelli, Morris,
2011):




ui (x) = u∞i (x)− 5a3

2

xi

(
xjE

∞
jkxk

)

r5
− a5

2
E∞

jk

[
δijxk + δikxj

r5
− 5xixjxk

r7

]

p (x) = p∞ (x)− 5µa3
xiE

∞
ij xj

r5
(3.27)

In a straining flow field neither a net torque nor a net force acts on the particle;
however, hydrodynamic stresses will act on its surface. In this regard, it is useful to
define the stresslet Sij . The stresslet is a symmetric traceless tensor of size 3 × 3
which corresponds to the symmetric portion of the first moment of the hydrodynamic
force and, as such, is intimately related to the hydrodynamic torque. In fact, the first
moment Mij can be computed as:

Mij =

∫

S
xiσjknkdS =

∫

S

1

2
(xjσik + xiσjk)nkdS +

∫

S

1

2
(xiσjk − xjσik)nkdS

(3.28)
and split as: 




Sij =
1
2

∫
S (xjσik + xiσjk)nkdS

Aij =
1
2

∫
S (xiσjk − xjσik)nkdS

(3.29)

where the tensor Aij is the antisymmetric part of Mij and contains the same informa-
tion of the hydrodynamic torque TH , to which is related as Aij = −1

2ϵijkTk, whereas
the symmetric component Sij is the stresslet tensor. By integrating Eq. (3.29) over
the particle surface one obtains:

Sij =
20

3
πµa3E∞

ij (3.30)

As E∞
ij , the stresslet tensor is symmetric and traceless. Therefore it can be reduced

to a 5-elements vector:
s = (Sxx, Sxy, Sxz, Syz, Syy) (3.31)

The stresslet has an important role in studying colloidal suspension rheology: physi-
cally it can be interpreted as the result of the resistance of the rigid particles to the
straining components of the flow and as such it provides a measure of the additional
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Figure 3.2: Decomposition of a shear flow field as the sum of a pure rotating and pure
straining flow field.

stress associated with the presence of the suspended particles. This implies that an
increase in the rate of viscous dissipation of mechanical energy should be expected
when dispersing particles in a medium, meaning ultimately that a suspension of rigid
particles has an effective viscosity larger than that of the pure medium.

Freely moving particle in shear flow

To conclude the discussion about the single particle hydrodynamics it is worthwhile
to analyse the case of a freely moving particle in a linearly varying flow field. This
case can be considered to be the most representative for a stirred colloidal suspension,
where suspended particles are moved by the imposed flow field. In particular we are
concerned here with a spherical particle in a shear flow field of the form u∞ = (0, 0, γ̇y)
as represented in Fig. 3.2. In order to make use of the previous results, it is useful
to decompose the shear flow field as the superposition of a pure rotating and a pure
straining motion according to:

u∞ (x) = Ω∞ · x+E∞ · x (3.32)

where Ω∞ and E∞, for the particular case of Fig. 3.2, are equal to:

Ω∞ =
1

2



0 0 0
0 0 −γ̇
0 γ̇ 0


 E∞ =

1

2



0 0 0
0 0 γ̇
0 γ̇ 0


 (3.33)

The particle, in such conditions, undergoes a rigid body motion that matches
the ambient velocity and vorticity in its center of mass, so that, as can be deduced
from Eq. (3.20) and Eq. (3.25), FH = 0 and TH = 0. However, given its rigidity,
the particle is not able to relieve the local straining motion in the fluid; thus the
particle will produce a disturbance on the imposed flow field which is again given by
Eq. (3.27).
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Matrix formulation of the mobility problem

Many physical problems in suspension dynamics, rather than the disturbed flow field,
require the knowledge of the motion of the suspended particle in response to an
applied external force or torque in a known imposed flow field. Such problems are
generally referred to as mobility problems; since inertia plays a negligible role on the
microscale of colloidal particles, the hydrodynamic force/torque balances the applied
forces/torque, so that it is possible to write:

{
FH = −Fext

TH = −Text
(3.34)

Furthermore, given that FH and TH scale linearly with the relative particle velocity
with regard to the surrounding flow field, it follows that the problem of determining
translational and angular velocity of the particle can be conveniently formulated in
terms of a system of linear equations of the following kind:



a′ 0 0 0 0 0 0 0 0 0 0
0 a′ 0 0 0 0 0 0 0 0 0
0 0 a′ 0 0 0 0 0 0 0 0

0 0 0 b′ 0 0 0 0 0 0 0
0 0 0 0 b′ 0 0 0 0 0 0
0 0 0 0 0 b′ 0 0 0 0 0

0 0 0 0 0 0 2c′ 0 0 0 c′

0 0 0 0 0 0 0 2c′ 0 0 0
0 0 0 0 0 0 0 0 2c′ 0 0
0 0 0 0 0 0 0 0 0 2c′ 0
0 0 0 0 0 0 c′ 0 0 0 2c′








F ext
x

F ext
y

F ext
z

T ext
x

T ext
y

T ext
z

Sxx
Sxy
Sxz
Syz
Syy





=





u∞ (xα)− uαx
u∞ (yα)− uαy
u∞ (zα)− uαz
ω∞
x − ωα

x

ω∞
y − ωα

y

ω∞
z − ωα

z

E∞
xx − E∞

zz

2E∞
xy

2E∞
xz

2E∞
yz

E∞
yy − E∞

zz





(3.35)
where

a′ =
1

6πµa
, b′ =

1

8πµa3
, c′ =

3

20πµa3

In Eq. (3.35) the ambient linear velocity u∞ is evaluated in the position occupied
by the particle α, whereas the angular velocity is constant and independent of the
position. Furthermore it is worth to point out that both the tensors S and E, taking
advantage of their symmetry, have been reduced to 5-elements vector. As a result the
coefficient matrix, referred to as mobility matrix has dimension 11× 11. This method
can be straightforwardly extended to the case of a number np of spherical particles,
leading to a system of 11np independent equations. This approach, commonly defined
as free draining approximation, implicitly assumes that the np particles do not interact
hydrodynamically with each other; this is clearly a major simplification of the problem
in that, as it has been shown, the leading portion of the hydrodynamic interaction
decays quite slow with the distance (as r−1), therefore care must be taken when
applying this approach even to very dilute suspensions.

36



Chapter 3. Discrete Element Method

3.1.3 Multi-particle hydrodynamics - Stokesian Dynamics

When considering colloidal suspensions many-body hydrodynamic interactions become
important. The expression of the force, torque and stresslet reported previously are
correct for the case of a single, isolated particle, but they lose their validity when
other particles are present in the suspension. In such a case, in fact, the flow field that
each particle experiences is different from the imposed one in that it is affected by the
presence of the other particles. Therefore, for a rigorous evaluation of hydrodynamic
interactions it is necessary to quantify this mutual disturbance. In this context,
Stokesian Dynamics (SD) is the most well-established technique, since it is able to
properly count for both the long-ranged and short-ranged hydrodynamic interactions
for any configuration of a finite number of spherical particles.

Defining the flow field disturbance as u′i(x) = ui(x)−u∞i (x), i.e., as the difference
between the disturbed flow field ui(x) and the one we would have if no particle is
suspended u∞i (x), it is possible to use to the Faxén laws to evaluate force, torque and
stresslet acting on each suspended particle α of radius a as (Batchelor, Green, 1972):

Fα
i = 6πµa

[
−
(
1 +

a2

6
∇2

)
u′i (x

α) + (uαi − u∞i (xα))

]

Tα
i = 8πµa3

[
−1

2
ϵijk∇ju

′
k(x

α) + (ωα
i − ω∞

i (xα))

]

Sα
ij =

20

3
πµa3

[
−
(
1 +

a2

10
∇2

)
E′

ij(x
α) +

(
−E∞

ij

)]
(3.36)

It is apparent that the Faxén laws are similar to the expression drawn for the force,
torque and stresslet acting on a single particle, except for an additional term counting
for the disturbance; the term u′i(xα) represents in fact the disturbance induced by all
the particles other than α in the position occupied by the α particle itself. Similarly
E′

ij(x
α) is the disturbed rate-of-strain evaluated in xα.

However, the equations reported in Eq. (3.36) are not closed; a model for the
disturbed flow field is still needed. The fundamental object for such a task is the
point-force solution of the Stokes equation, frequently referred to as Stokeslet. It is
possible to obtain the Stokeslet in a rather simple way by using the velocity field
solution for the case of a particle fixed in a uniform flow field (Eq. 3.16) and by
expressing it in terms of the drag force of Eq. (3.19). Doing so the flow field reads as:

ui =

(
δij
r

+
xixj
r3

)
· F

H
i

8πµ
+

(
δij
3r2

− xixj
r5

)
· a

2FH
i

8πµ
(3.37)

which, keeping fixed the magnitude of the drag force, in the limit of vanishing particle
radius a→ 0, allows to get the point force solution (or stokeslet) of the Stokes flow:

uPF
i =

(
δij
r

+
xixj
r3

)
· F

H
i

8πµ
= Jij ·

FH
i

8πµ
(3.38)
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where the second-rank tensor Jij , also known as stokeslet propagator or Oseen tensor,
has been used to get a more compact notation. In a similar fashion, it is also possible
to obtain the solution for a point-torque and point-stresslet:

uPT
i =

1

8πµ

ϵijkT
H
j rk

r3
= Rij

TH
j

8πµ
uPS
i = −3xixjxk

r5
Sjk
8πµ

= Kijk
Sjk
8πµ

(3.39)

These expressions are useful to construct the solution of the Stokes flow for a certain
distribution of forces as a superposition of the flow fields generated independently by
each of the forces. Let us assume to have np suspended particles and a distribution
of forces acting on the fluid and due to such particles equal to fj = σjknk, where σjk
is the stress tensor and nk a vector locally normal to the surface of the particle and
pointing into the fluid; the flow field in any point of the suspension may therefore be
expressed as (Kim, Karrila, 1991):

ui(x) = u∞i (x)− 1

8πµ

np∑

α=1

∫

Sα

Jij(x− y)fj(y)dSy, (3.40)

where u∞i is the undisturbed flow field, x is a generic position in the fluid-particle
continuum and y is the position vector identifying the point of application of each
differential force. Stokesian Dynamics, rather than solving Eq. (3.40), uses a multipole
expansion of the flow field about the centre xα of each particle, which reads as:

ui(x) =u
∞
i (x)− 1

8πµ

np∑

α=1

∫

Sα

Jij (x− y) |y=xαfj(y)dSy+

+

∫

Sα

∂

∂xk
Jij (x− y) |y=xα (yk − xαk ) fj(y)dSy + ...

(3.41)

where the n-th multipole moment is given by:

Qα
n = −

∫

Sα

(yi − xαi )
n fj (y) dSy (3.42)

The zero-moment is the total force Fα
j exerted by the particle on the fluid. The first

moment has instead two components: an antisymmetric component corresponding
to the torque Tα

j and a symmetric component corresponding to the stresslet Sα
jk.

Equation (3.41) can be therefore rewritten as (Durlofsky et al., 1987):

u′i(x) = ui(x)−u∞i (x) =
1

8πµ

np∑

α=1

(1+
1

6
a2∇2)JijF

α
j +RijT

α
j +(1+

1

10
a2∇2)KijkS

α
jk,

(3.43)
where Jij , Rij and Kijk represent the propagator function for the force, torque and
stresslet as defined in (3.38) and (3.39). Therefore, inserting Eq. (3.43) in the Faxén
laws of Eq. (3.36), the problem is finally closed; a linear system of equations relating
the particle velocities (uα, ωα) and the fluid rate-of-strain e∞ to the hydrodynamic
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forces, torques and stresslet (Fα, Tα, Sα) is finally obtained:




u1 − u∞ (x1
)

...
uα − u∞ (xα)

...
unp − u∞ (xnp)

ω1 − ω∞

...
ωα − ω∞

...
ωnp − ω∞

−e∞

...
−e∞

...
−e∞





= −M∞ ·





F1

...
Fα

...
Fnp

T1

...
Tα

...
Tnp

s1

...
sα

...
snp





(3.44)

The system has size 11np × 11np and the matrix M∞ is referred to as far-field
mobility matrix. This denomination comes from the fact that it still includes only the
long-ranged part of the hydrodynamic interactions. The mobility matrix is symmetric
and positive definite 1 and may be conveniently divided in submatrices as:

M∞ =



M∞

UF M∞
UT M∞

US

M∞
ΩF M∞

ΩT M∞
ΩS

M∞
EF M∞

ET M∞
ES


 (3.45)

where the subscripts indicate the coupling of the various components. Appendix A
reports the expressions of the terms of the mobility matrix of Eq. (3.45).

The procedure followed to obtain the linear system of Eq. (3.44) has been based
on a multipole expansion of the rigorous velocity field. The expansion has been
truncated at the level of the first moment, including, as a consequence, particle force,
torque and stresslet; this formulation of Stokesian Dynamics is referred to as FTS
formulation. However, lower order formulations are also possible, although at the
cost of a reduced accuracy: for instance, if the multipole expansion is truncated at
the level of the zero-th moment, to include only the particle force, the F version of
SD is obtained: in this case the mobility matrix would be given solely by M∞

UF and
the method would not allow to track the particle angular motion; a more accurate

1The matrix M∞ is symmetric and positive definite in the full form in which all the 9 components
of E∞

ij and Sij are included; this would result into a matrix of size 15np × 15np. However these
features can be preserved in the more compact form of size 11np × 11np with a proper choice of
the 5 independent components of E∞

ij and Sij . It can be shown that a proper choice is given by
Eq. (3.12) and Eq. (3.31)
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version can be obtained if hydrodynamic torques are included; the FT version of SD
is then obtained.

The mobility matrix of Eq. (3.45) still lacks of the lubrication effects, which play
a predominant role when particles come in close proximity, giving rise to very large
and highly localized interaction. The main feature of SD is indeed the introduction
of such interactions. The main assumption is that, because of their short-ranged
nature, lubrication forces are essentially two-body interactions and as such they can
be introduced in a pair-wise additivity manner. Thus, SD prescribes to compute
the overall resistance matrix R, by inverting the far-field mobility matrix M∞ and
correcting it by using the exact two-body resistance functions R2B, thus (Brady,
Bossis, 1988):

R = (M∞)−1 +R2B −R∞
2B (3.46)

where the matrix R∞
2B , corresponding to the far-field two-body resistance function, is

used in order to not count twice for the far-field interactions, that are already counted
for upon inversion of M∞. The expressions for the coefficients of R∞

2B as a function
of particle distance are reported by Kim, Karrila (1991). The resistance matrix R is
finally obtained and the linear system of Eq. (3.44) can be rewritten as:



RUF RΩF REF

RUT RΩT RET

RUS RΩS RES







uα − u∞

ωα − ω∞

−e∞



 = −




FH

TH

SH



 (3.47)

where a more compact notation has been used. The matrix R counts now for the
complete spectrum of the hydrodynamic interaction, from the far-field to the near-field
part.

However, because of lubrication, the resistance matrix R has leading terms
diverging as 1/h and log(1/h), which give infinitely large lubrication forces that,
in turn, prevent the possibility of a real contact upon collision between particles.
However, this would hold true only for perfectly smooth spherical particles and cannot
be representative of a colloidal suspension where particles frequently present a finite
surface roughness, where medium immobilization phenomena may limit lubrication
effects. In order to try to mimic this reality, we made use of a cut-off length scale h̃co
to regularize the singularities (Seto et al., 2013): as the dimensionless gap h/a between
two approaching particles become lower than h̃co, the pair lubrication correction
is no longer updated, but kept evaluated at h = h̃coa. In the simulations a value
h̃co = 2 · 10−4 was adopted.

3.2 Particle–particle colloidal interaction

The stability of colloidal suspensions is governed by the colloidal interaction between
the particles. If a strong enough repulsion holds, the suspension is stable. On the
contrary, if the repulsion is mild or even replaced by an attractive interaction, the
stability is lost and particles aggregate.
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Traditionally the interaction between colloidal particles is thought to be the result
of two different components: one repulsive component arising from the interaction
of the electrical double layer surrounding the particles and an attractive interaction
due to the London-Van der Waals forces (Israelachvili, 2011). These two contributes
together form the basis of the well-known DLVO theory, developed independently by
Derjaguin and Landau and Verwey and Overbeek. The DLVO theory still represents
the standard framework in colloidal suspension studies. However, more recently,
other kind of interactions have been recognized to have a strong influence on the
aggregation behaviour of colloidal particles; post-contact interactions are in fact more
and more frequently taken into account, since they play a key role in the aggregate
morphology and strength.

In this section both the DLVO theory and the model adopted for the post-contact
interactions will be described, with a particular attention to their implementation in
the DEM simulations.

3.2.1 Pre-contact interaction

Van der Waals attraction

The London-Van der Waals interaction between macroscopic bodies, as colloidal
particles are, results from the interaction between the constituent molecules. Therefore,
in order to understand how these interactions between particles act it is useful to
start from the analysis of the interaction at a molecular level.

Most of the molecules have a zero electric charge, but often the electric charge
is not evenly distributed; therefore, molecules frequently have a more negative side
and a more positive side. To a first approximation, the electric properties of such
molecules can be described with a dipole moment η⃗ i.e, a vector pointing from the
negative side to the positive side of the molecule, whose length gives a measure of
the molecule overall polarity. When two dipoles are close and allowed to rotate
freely two effects come into play: the attraction between the dipoles tend to align
them with their oppositely charges facing each other; the thermal fluctuations tend
to enforce a random orientation drifting the two dipoles away from the minimum
energy configuration. However, on average, the balance between these two opposing
effects results in a net preferential orientation. To calculate the net interaction, it
is necessary to integrate over all the possible orientations; doing so, a thermally
averaged dipole–dipole free energy is obtained (Kappl, 2009):

V = − η21η
2
2

3 (4πε0)
2 kBT

· 1

h6
= −CKeesom

h6
(3.48)

where η1, η2 are the intensity of dipoles, ε0 is the vacuum permittivity, h is the
distance separating them and kBT the average kinetic energy. This free energy of
interaction is often referred to as Keesom energy.

An interaction energy holds also for the case of a static dipole and a non-polar
molecule i.e., a molecule with no electrical dipole. This interaction arises from a
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charge shift in the non-polar molecule induced by the charge of the static dipole. In
such a system the energy of interaction, also known as Debye interaction, is given by
(Kappl, 2009):

V = − η2αm

(4πε0)
· 1

h6
= −

CDebye

h6
(3.49)

where η is the static dipole moment of the charged molecule and αm is the polarizability
of the non polar molecule.

The energies of interaction of Eq. (3.49) and Eq. (3.48) are derived using classical
physics concepts. However, they are not able to explain the attraction that is
observed between two non-polar molecules; the so-called London or dispersion force
is responsible for such interactions. The explanation for the London forces has to be
looked for in the quantum mechanical theory. Briefly speaking, it is well known that in
an atom electrons orbit around a positive nucleus with a frequency νe typically in the
order of 1015-1016 Hz. Therefore, instantaneously the atom is polar and the direction
of the dipole changes approximately according to the electron rotation frequency.
When two such atoms are in close proximity, they start to influence each other and,
on average, this leads to an attractive energy of interaction equal to (Kappl, 2009):

V = −3

2

I1I2
I1 + I2

αm,1αm,2

h6
= −CLondon

h6
. (3.50)

where I1 e I2 are the first ionization energies of the interacting atoms or molecules
and where αm,1 and αm,2 are their polarizability.

The combination of the Keesom, Debye and London forces contribute all together
to the Van der Waals interaction between molecules. Since they all scale as h−6 it is
possible to write:

V V dW = −CV dW

h6
CV dW = CKeesom + CDebye + CLondon (3.51)

with the London interaction that generally prevails over the others.
However, when the separation between two interacting molecule is large, a steeper

decrease of the interaction energy holds for the London dispersion forces; this can be
easily explained by considering that the electric field generated by a dipole moment
expands with the the speed of light, reaching and polarizing the second molecule, that
in turn generates an electric field expanding with the speed of light. The characteristic
time of this exchange can be estimated to be h/c, with c being the speed of light.
The characteristic time for the change of the dipole moment is 1/νe . Therefore if:

1

νe
<
h

c
(3.52)

the energy of interaction would be weaken. This effect is referred to as retardation
effect and for distances in the order of tens of nanometres it leads to a steeper decrease
of the energy of interaction between molecules as h−7. As it will be explained soon,
this effect is also relevant when considering macroscopic bodies.
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Figure 3.3: a) Interaction between an atom O and a macroscopic spherical particle α. b)
Interaction between two macroscopic spheres α and β.

The computation of the energy of interaction between macroscopic bodies can be
obtained with a pairwise summation of the interactions between all molecules in the
two bodies. This approach, developed by Hamaker (1937), implicitly assumes that
the interaction between a pair of molecules is not affected by the presence of a third
molecule. Even if this assumption cannot be expected to hold true in a solid body, the
results obtained have been shown to be of general validity and have represented the
most robust framework in the understanding of the behaviour of colloidal particles.
Adopting the pair-additivity principle, the Van der Waals interaction between two
generic macroscopic bodies α, β with atomic densities qα e qβ, in vacuum can be
computed as:

V V dW
αβ = −

∫

Vα

dVα

∫

Vβ

qαqβλ
V dW

r6
dVβ, (3.53)

where Vα e Vβ are the volumes of the bodies and r represents the distance between
two infinitesimal volumes dVα e dVβ. λV dW is instead the London-Van der Waals
constant. The application of the Hamaker integration method to several geometries
can be found elsewhere (Dispersion forces). Here we are interested in computing the
interaction between a pair of spherical particles; for such a purpose, it is useful to
first consider the interaction between an atom or molecule O placed at a distance R
from a macroscopic sphere (Fig. 3.3a). By using Eq. (3.53) the energy of interaction
for such a system is given by:

V V dW
αO = −

∫ R+aα

R−aα

λV dW qα
r6

π
r

R

[
a2α − (R− r)2

]
dr, (3.54)

where π
r

R

[
a2α −

(
R− r)2

)]
dr is the particle infinitesimal volume between the two

spheres centred in O with radius r e r + dr, respectively. By using Eq. (3.54), the
interaction potential between two macroscopic spheres of radius aα and aβ whose
centres are separated by a distance C (Fig. 3.3b) can be computed as:

V V dW
αβ = −

∫ C+aα

C−aα

V V dW
αO qβπ

R

C

[
a2β −

(
C −R2

)]
dr. (3.55)
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and by solving the integral one obtains:

V V dW
αβ = −AH

12

[
y

x2 + xy + x
+

y

x2 + xy + x+ y
+ 2 ln

x2 + xy + x

x2 + xy + x+ y

]
(3.56)

with x =
h

2aα
y =

aβ
aα

AH = π2qαqβλ
V dW

where h is the minimum distance between the surface of the particles and AH is
the Hamaker constant of the system under consideration. Under the assumption of
identical spheres (aα = aβ = a), separated by a distance h≪ 2a, Eq. (3.56) becomes
more compact and equal to:

V V dW
αβ = −AH · a

12 · h
(3.57)

This expression only applies at close approach and can be inaccurate at separations
greater than about 10% of the particle radius. However, in most cases the interaction
energy is negligible at these distances so that Eq. (3.57) is safely applicable. In
principle, the attraction should become very strong at short distances and infinite on
contact; however, other effects such as the short-ranged repulsion and the molecular
roughness of the particle surface come into play at close approach and keep the
attraction finite. It is common therefore to introduce a minimum approach distance
z0 in order to count for these phenomena and shift the energy minimum at a distance
of the order of the Angstrom. Under these circumstances the Van der Waals potential
reads as:

V V dW
αβ = − AH · a

12 · (h+ z0)
(3.58)

This latter expression is also best suited to be used in DEM simulations since the
potential energy remains large but finite, thus avoiding the numerical problems that
could arise from the singularity of Eq. (3.57). However, in DEM simulations, rather
than the interaction potential, the interaction force is needed. This can be easily
obtained as the minus derivative of the potential with respect to the distance h. The
attractive force acting on a pair of interacting particle α, β is thus given by:

F V dW
αβ = −

dV V dW
αβ

dh
=

AHa

12 (h+ z0)
2 (3.59)

Clearly the force acts equally on the pair of particles such that |F V dW
α,β | = |F V dW

β,α |.
As already mentioned, the microscopic approach by Hamaker of pairwise additivity

of the individual intermolecular interactions can be questionable since it ignores the
influence of neighbouring molecules. This issue was addressed in the Lifshitz theory
(Israelachvili, 2011) in which the molecular structure is neglected and the bodies are
treated as continuous media characterized by their bulk properties, such as dielectric
constant and refractive index. However, the higher accuracy of the Lifshitz theory is
paid with a larger number of parameters to be taken into account; for this reason the
older Hamaker approach is still widely used thanks to its computational convenience
and to the fact that the results for most of the cases of interest are correct as long
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Figure 3.4: Interaction between two colloidal particles α and β dispersed in a medium l

as a proper value for the Hamaker constant is employed and retardation effects are
taken into account (Bowen, Jenner, 1995).

The effect of retardation is generally taken into account with a function f (h) that
goes from 1 (for h = 0) to 0 (for h→ ∞); for a sphere-sphere system the following
definition for the function f (h) has been proposed to correct the expression of the
force of Eq. (3.59) (Schenkel, Kitchener, 1960; Wiese, Healy, 1970):

f (h) =





1 + 3.54p

(1 + 1.77p)2
, p < p0

0.98

p
− 0.434

p2
+

0.067429

p3
, p > p0

(3.60)

p =
2πh

λl
p0 = 0.5709 (3.61)

where λl is the London wavelength (typically assumed equal to 100 nm), corresponding
to the intrinsic electronic oscillations of the atoms.

Finally, the estimation of the interaction forces reduces to the determination of the
Hamaker constant AH . In colloidal suspensions the interaction between particles does
not occur in vacuum but in a liquid dispersing medium. It can be shown, however,
that the obtained expressions for the interaction potential are still valid, provided
that a modified value for the Hamaker constant is adopted to include the effect of the
medium (Berg, 2010). With regard to Fig. 3.4 the effective Hamaker constant AH

measuring the energy of interaction between two colloidal particles α and β dispersed
in a medium l can be estimated by computing the energy variation between the initial
state in which the particles are far apart from each other and the final state in which
the particles are in contact. By defining the following energies of interaction:
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• Vα, the energy of the particle α when far from particle β

• Vl, the energy of an isolated blob of liquid

• Vαl, the energy of interaction between particle α and a blob of liquid l

• Vαβ , the energy of interaction between particle α and particle β

• Vβl, the energy of interaction between particle β and a blob of liquid l

• Vll, the energy of interaction between two blobs of liquid l

the variation in free energy of the system between the initial state and the final state
can be computed as the sum of two contributes: one given by the energy required to
move the particle α close to particle β and one given by the energy required to move
away a blob of liquid l from its original position close to particle β to an infinite
distance. Therefore, the total energy variation is given by:

∆V = [(Vα + Vαβ − Vαl)− (Vα)] + [(Vl)− (Vl + Vβl − Vll)]

= Vαβ − Vαl − VβS + Vll
(3.62)

From which it follows that the Hamaker constant for the system formed by two
particles immersed in a dispersing medium is:

AH,αlβ = π2
{
qαqβλ

V dW
αβ − qαqlλ

V dW
αl − qβqlλ

V dW
βl + qlqlλ

V dW
ll

}

= AH,αβ −AH,lβ −AH,αl +AH,ll

(3.63)

where the generic AH,ij denotes the Hamaker constant for materials i and j interacting
across vacuum.

Another similar relation is given by:

AH,αlβ ≈
√
AH,αlαAH,βlβ (3.64)

and it implies that from the knowledge of the single Hamaker constant for particle α
and β interacting across the medium l with themselves, it is possible to estimate the
Hamaker constant for the interaction between particle α and particle β across the
medium l with a simple geometric mean.

Finally, the Hamaker constant for the interaction of two solid particles of the
same material AH,αα can be related to the surface tension γs of the solid by a thought
experiment2; let us imagine to break the solid in two parts and to bring them at an
infinite distance. The work required is then given by AH,αα/12πz

2
0 with z0 being

the initial separation between two atoms of the fragments. Upon breakage two new
surfaces are created; the work required per unit area to create such surfaces is 2γs.

2The method is rigorous for Van de Waals solids. In the other cases one obtains the component
of γs due to Van der Waals forces.
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Therefore, equating the two results the surface tension of the solid is given by:

γs =
AH,αα

24πz20
(3.65)

In many cases good estimations of the surface energy are obtained when an interatomic
distance of 1.65 Å is used (Kappl, 2009). If the experiment was performed in a liquid
medium, rather than in vacuum, the same relationship would relate the effective
Hamaker constant AH,αlα and the solid-liquid interfacial tension γsl.

Electrical double layer interaction

Frequently colloidal particles in a dispersing medium present a surface charge. Water,
for instance, because of its high dielectric constant, is a good solvent for ions and
therefore most surfaces in water are charged. Three main mechanisms can lead to
the charging of a surface:

• specific adsorption of ions

• selective dissolution

• ionization of superficial groups

With regard to the first mechanism, ions in specific conditions can adsorb on a solid
surface via chemisorption (by chemical bonds) or via physisorption (by van der Waals
interaction), thus charging the surface. The selective dissolution is responsible for the
charging of silver iodide particles, among others, because of the different solubility in
water of silver and iodide ions. The ionization of superficial groups occurs for instance
in metal oxides which can easily present a surface charge, either positive or negative,
depending on the value of the pH of the medium. However other mechanisms can be
responsible for surface charging such as ion sputtering, application of an electric field,
synthesis of polymeric particles with charged superficial groups, etc.

Whatever the origin of surface charge is, it must be balanced by an equal and
opposite charge in the medium. This balancing is obtained by an excess number of
oppositely charged ions (or counterions) and by a deficit of similarly charged ions
(or coions) in the solution close to the charged surface. In its entirety this system is
called electrical double layer (EDL).

Different models have been proposed for the electrical double layer, varying mainly
in the assumptions made (Hunter, 1981): the simplest model is the one proposed by
Helmhotz which assumes that counterions approach the charged surface and stick to
it at a distance equal to the radius of the counterion plus a a single solvation layer.
The result is that a linear potential drop holds in this thin region spanning from
the solid surface to the so-called outer Helmholtz Plane. This situation corresponds
exactly to the case of an electrical capacitor with two plates of charge separated by
a short distance. An improvement to this model came from the work of Gouy and
Chapman, even if a number of simplifications is still adopted:
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• the solvent is a uniform medium with a permittivity independent of the distance
from the surface

• ions behave as point-like charges free to approach the solid surface up to any
distance, thus neglecting solvation phenomena

• the surface charge is uniformly distributed over the solid surface

However, by taking into account the thermal motion of the ions, which tend to drive
them away from the surface, they obtained the more realistic picture of a diffuse
layer of ions extending from the charged surface to the bulk of the medium. Further
refinements of this model have been proposed by Stern, who combined the Helmhotz
model with the Gouy and Chapman model of diffuse layer. He argued that a layer
of immobilized hydrated counterions is adsorbed onto the solid surface and a linear
potential drop occurs across the layer comprised between the solid surface and the
plane along which the counterion centres are aligned. The value of the potential on
the outer boundary of this layer is frequently indicated as Stern potential.

Other more sophisticated model have been proposed, however for the scope of
this work, in the following, the discussion will be limited to the diffuse layer model of
Gouy and Chapman because of its simplicity and relevance in the modelling of EDL
interaction between colloidal particles.

In order to compute the interaction between charged colloidal particles it is useful
to start from the simple case of a single planar surface with a constant homogeneously
distributed surface charge. For such a system the relation between the electrical
potential Ψ and the charge density ϱ in the medium is given by the Poisson equation
as:

∇2Ψ = − ϱ

εrε0
(3.66)

where εr is the relative permittivity of the medium and ε0 the vacuum permittivity.
However, before applying Eq. (3.66), the distribution of charge in the medium is
needed. This information can be obtained resorting to a Boltzmann statistics:

c+ = c+0 · e(−q+eΨ/kBT), c− = c−0 · e(q−eΨ/kBT) (3.67)

where c+ and c− represent the number concentration of coions and counterions (of
valence q+ and q−) at the point in the solution where the potential is Ψ. c+0 and
c−0 represent instead their concentration in the bulk of the medium. Equation (3.67)
implies that if a ion has a charge opposite to the sign of the potential, then its local
concentration will be higher than the bulk value and vice versa. Therefore, when the
potential has a negative sign, there will be a local excess of cations and a deficit of
anions. If, for the sake of simplicity, a symmetric monovalent electrolyte is dissolved
in the medium, then the Poisson equation, in the monodimensional case, reads as:

d2Ψ

dx2
=

c0e

εrε0
·
(
exp

(
eΨ(x)

kBT

)
− exp

(
−eΨ(x)

kBT

))
(3.68)
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where e is the elementary charge and c0 the salt bulk concentration expressed
as molecules per unit volume. Equation (3.68) is often referred to as Poisson-
Boltzmann equation. For low potentials, generally below 50 mV, the Debye-Hückel
(DH) approximation is often used; the DH approximation expands the exponential
term into a series and retains only the linear term. Under this approximation and
imposing that Ψ(x = 0) = Ψ0 and Ψ = 0 for x→ ∞, the solution of Eq. (3.68) can
be easily obtained:

Ψ = Ψ0 · e−κx (3.69)

with the parameter κ governing the potential decay given by:

κ =

(
2c0e

2

εrε0kbT

)1/2

(3.70)

The reciprocal of κ is commonly indicated as Debye length λd and it determines
the thickness of the diffuse layer; at a distance λd from the charged surface in
fact the value of the potential has fallen to a value 1/e (=1/2.72) of the surface
potential. As noticeable, the extension of the electrical double layer depends on the
bulk concentration of the solution. The higher it is, the thinner is the diffuse layer.
Typical values of λd ranges between 1 nm and 100 nm.

When dealing with spherical particles, if the radius of the particle is much
larger than the Debye length, the planar approach just outlined is still feasible.
Furthermore, since in general fairly low potentials characterize colloidal particles, the
linear approximation of the exponential terms does not pose any problem. All this
considered, the exponential potential distribution of Eq. (3.69) remain a fair model
for colloidal particles as well.

However, when two charged surfaces approach each other, their electric double
layers overlap, giving rise to an interaction. The precise way in which the double
layers respond to each other depends on a number of factors. One distinction is
between interaction at constant surface potential or constant surface charge. The
former case corresponds to the maintenance of the surface-bulk chemical equilibrium
during approach. Constant-charge interaction might be expected instead when the
approach is so fast that the particles do not vary their surface charge. It should be
pointed out that neither the constant potential nor the constant charge assumption
are completely correct. However, the presence of Stern layers and the uncertainty
over the liquid-surface charge transfer rate make it difficult to develop more reliable
models for the EDL interactions. Adopting the constant surface potential Hogg et al.
(1966) succeeded in deriving a general expression to describe the potential energy of
interaction between dissimilar spherical colloidal particles with surface potential Ψ0,α

and Ψ0,β :

V EDL
αβ =

4πεrε0aαaβ

(
Ψ2

0,α +Ψ2
0,β

)

4 (aα + aβ)


 2Ψ0,αΨ0,β(

Ψ2
0,α +Ψ2

0,β

) ln

(
1 + exp (−κh)
1− exp (−κh)

)
+ ln (1− exp (−2κh))




(3.71)
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Figure 3.5: Total interaction for a pair of polystyrene spherical particles of radius a = 500
nm dispersed in water. The Hamaker constant for such a system is 0.95·10−20 J (Kappl,
2009). In plot a) and b), the Van der Waals interaction is modeled according to Eq. (3.58)
and the electrical double layer interaction according to Eq. (3.72). The total interaction
potential have been made dimensionless by using the shear convective energy, where γ̇ =10
s−1 and µ=10−3 Pa s. Plot a) refers to the interaction of a pair of like particles with surface
potential equal to Ψ0=+40 mV. Plot b) refers to the interaction of a pair of unlike particles
with surface potentials equal to Ψ0,α=+40 mV and Ψ0,β=−40 mV. In both cases a Debye
length λd=10 nm was used. c) and d) plots report the same information in terms of force of
interaction. Note that for the case of like particles a strong repulsive force holds at small
separation, but it is concealed by the even stronger Van der Waals attraction at contact.
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This formula was derived using the linear approximation of the Poisson-Boltzmann
equation in conjunction with the Derjaguin approximation, thus its use is restricted
to the case of spheres with small surface potentials (up to 50 mV) and when the
surface-to-surface distance is much smaller than the particle size. Attempts have been
made to extend this approach to cover the constant charge case, but the resulting
expressions have been shown to be very inaccurate; for constant charge interaction in
fact the surface potentials of the particles can reach very high values and the linear
approximation of the Poisson-Boltzmann equation can no longer be applied. A more
recent expression has been provided by Ohshima (1994) by solving the linearised
spherical Poisson-Boltzmann equation for constant surface potentials without the use
of the Derjaguin approximation:

V EDL
αβ = 4πϵrϵ0

aαaβ
aα + aβ

[
Ψ0,αΨ0,βe

−κh − 1

4

(
Ψ2

0,α +Ψ2
0,β

)
e−2κh

]
(3.72)

In this work Eq. (3.72) has been used as it should give more accurate estimations of
the interaction potential for any particle-particle separation distance.

In Fig. 3.5 the total interaction potential (obtained as a superposition of Van
der Waals and electrical double layer interaction) is plotted for a pair of particles of
radius a = 500 nm as a function of the surface-to-surface distance h. Both the case of
like particles (with the same surface potential) and the case of unlike particles (with
opposite surface potential) is addressed. A Debye length λd equal to 10 nm was used,
corresponding approximately to a medium with a 1 mM concentration of monovalent
salt. As apparent, when particles present a surface potential of the same sign, an
energy barrier arises opposing their aggregation. The surface-to-surface distance at
which such a barrier appears coincides approximately with λd. When considering
oppositely charged particles such a barrier does not exist and an attractive interaction
holds, promoting the aggregation of the particles. From the trend of the interaction
potential it is also clear that Van der Waals and electrical double layer interaction
have different range of action, with the former being substantially more short-ranged.

3.2.2 Post-contact interaction

When two particles come in mechanical contact, attractive forces cause the adhesion
between their surfaces and the deformation of the particle profile.

In this context the most established theory is the JKR theory named after Johnson,
Kendall and Roberts (Johnson et al., 1971), who extended the classical Hertz theory
of contact mechanics to count for the adhesive interaction between contacting bodies.
The JKR theory argues that if adhesion forces act on contacting particles, then
the contact area is considerably larger than that predicted by the Hertzian theory
(Fig. 3.6). Furthermore, differently from the Hertzian theory that states that the
deformed particle profile is tangent to the contact plane, the JKR theory assumes
the perpendicularity between the particle profile and the contact plane.

However, before discussing on the JKR theory and its implementation in the
DEM model, it is useful to extend the definition of the quantity h, used so far to
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Figure 3.6: Comparison of the extension of the contact area between the JKR theory and the
Hertz theory; a is the radius of the particles, b the radius of the circular contacting region.

indicate the surface-to-surface distance between two particles; h can be computed as:

h = r − 2a (3.73)

with r being the distance between the centres of two particles of radius a. Clearly
h is larger than zero for non-touching particles and equal to zero for a one-point
contact. However, in the framework of contact mechanics, the same definition of
h of Eq. (3.73) is also used in the case of deformed contacting particles. In such a
situation h takes on negative values and, in this context, it is often referred to as
indentation.

According to the JKR theory the relation between the indentation h and the
contact radius b is given by:

h (b) =
2

3

b20
a

[
−3

(
b

b0

)2

+ 2

√
b

b0

]
(3.74)

where b0 represents the zero-load contact radius, i.e., the radius of the contact area
when no external load acts on the particles. The value of b0 is solely determined by
the adhesive interactions and reads as:

b0 =

(
9πγsa

2
(
1− ν2

)

2E

)1/3

(3.75)

where γs is the surface energy of the solid, E is the elastic modulus of the particles
and ν the Poisson ratio. If an external load F acts on the particles the contact radius
b would change according to:

b (F ) =
b0

22/3

(
1 +

√
1 +

F

|Fadh|

)2/3

|Fadh| =
3

2
πγsa. (3.76)

Therefore, when an external tensile force F = |Fadh| is applied on the contacting
particles, the detachment of the surface will occur. This will happen at a positive
distance h, referred to as pull-off distance. Combining Eq. (3.76) and Eq. (3.74) this
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Figure 3.7: Comparison between the exact (Eq. (3.78)) and the approximate (Eq. (3.80))
relation between force and distance.

distance is given by:

hpo =
b20

21/33a
(3.77)

In physical terms it means that, while particles are moving far apart, a small neck of
material would be present at the contact, acting to prevent complete detachment, as
long as its length is smaller than hpo. Finally replacing Eq. (3.76) in Eq. (3.74) the
following expression relating the distance h to the force is obtained:

h̃ =


1 +

√
1 + f̃

2




1/3

·
1− 3

√
1 + f̃

3
. (3.78)

h̃ = ha/b20

f̃ = F/|Fadh|
(3.79)

which can be approximated as:

f̃ = −1 + 1.1 ·
(
h̃po − h̃

)5/3
(3.80)

This last equation is best suited to be used in DEM simulations, in that it provides
straightforwardly the force acting on the particles as function of the surface-to-surface
distance (or indentation) with no need to perform time-consuming numerical inversion
of Eq. (3.78). In Fig 3.7 both expressions are plotted, showing that a fairly good
agreement holds.
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Figure 3.8: Model for the contact-detachment hysteresis. Positive values of the force mean a
repulsive interaction, negative values an attractive interaction.

One point of the theory deserves particular comment; when two particles get
in contact or detach only intermolecular forces contribute to the cohesive strength,
whereas chemical bonds are not involved. For instance, the adhesion of two particles
of silica is due to the Van der Waals attractive force and not to the formation of the
covalent bonds that instead characterize the interior of silica. This fact implies that
the term γs of Eq. (3.75) and Eq. (3.76) is only the contribution of intermolecular
forces to the total surface energy and, as such, it can be estimated from the Hamaker
constant by Eq. (3.65).

Figure 3.8 shows the total model for the interactions between a pair of particles for
which EDL interactions are completely screened. Both the Van der Waals attraction
force and the JKR contact force are plotted. As can be noticed, two discontinuities
are present: one at contact (h/a = 0) and one at detachment (h/a = hpo/a). These
discontinuities can be explained as follows: when two particles approach each other
the Van der Waals attraction favour their contact which occurs for h/a = 0. Once
in mechanical contact, the strong attraction between their surface cause them to
further approach; the force acting on the particles exhibits its first discontinuity
(indicated by the arrow a in the plot) and promotes the deformation of the particles,
until the equilibrium configuration (heq) is reached. From this configuration if an
external compressive load act on the doublet, trying to further deform the particles, a
repulsive interaction arises; on the contrary, if a tensile load is applied, an attractive
force arises counteracting the external load. However, if the applied tensile load
is strong enough (equal to the adhesion force keeping the particle in contact) the
bond is broken and the detachment of the surfaces occurs at h/a = hpo/a. Once the
particles are separated, the force acting on them is again given by the Van der Waals
interaction (discontinuity b).

At this stage it is worth to mention that the additional adhesion force due to
the EDL interactions has no substantial effect in the contact-detachment model just
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Figure 3.9: Schematic representation of the degrees of freedom associated to a pair of
contacting particles.

outlined. The adhesion force due to such interactions is in fact negligibly small
compared to Van der Waals adhesion force (Fig. 3.5d).

Tangential interaction model

The implementation of the JKR theory of contact mechanics provides the bond be-
tween primary particles with a resistance to tensile and compression stress (Fig. 3.9a,b),
thus when in contact the motion of the particles along the center-to-center direction
is hindered by adhesion. However, as shown by Pantina, Furst (2005), the large
adhesion force between two bonded colloidal particles is able to also hinder the
relative displacement along the contact surface. Several methods were proposed to
model such interactions and to provide to contacting particles a resistance to sliding,
twisting and rolling (Fig. 3.9 c,d,e). Inci et al. (2014) modelled these non-central
interactions between contacting particles via a 3-body angular potential using an
approach typical of Molecular Dynamics. Marshall (2009) extended the traditional
spring-dashpot-slider model of Cundall, Strack (1979) by introducing three different
models to hinder each of the possible relative motion modes along the contact plane.
In this work the more compact model proposed by Becker, Briesen (2008) is adopted
(Fig. 3.10); this spring-like model is able to couple the rolling and sliding resistance
by introducing a simple rod-spring system, whose parameters are derived from the
experimental observation by Pantina and Furst. The basic idea behind this model is
that, after the contact between a pair of particles is established, a thought system
composed by two rods and two springs is initialized; more precisely, each rod is rigidly
connected to one particle center and reaches the center of the other particle, to which
is connected by means of an elastic spring (Fig. 3.10a). Each spring length grows
proportionally to the relative tangential velocity between the rod end point and the
particle center. Therefore, indicating by α and β the two contacting particles, the
elongation evolution of the spring with length ζαβ , rigidly connected to particle α, is
given by:

ζ̇αβ = (uβ − uα)t − (ωα × nαβ) · 2a (3.81)

And similarly for the spring connected to particle β:

ζ̇βα = (uα − uβ)t − (ωβ × nαβ) · 2a (3.82)
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Figure 3.10: Schematic representation of tangential interaction model by Becker, Briesen
(2008)

where nαβ indicates the unit vector connecting the particle centers and pointing to
particle β; the subscript t indicates that only the projection of the particle relative
linear velocity on the plane orthogonal to nαβ contributes to the spring elongation.
Similarly, the second term on the r.h.s. of Eq. (3.81) and (3.82) computes only the
contribution to the spring elongation due to the rolling motion. It is easy to deduce
that in case of pure twisting motion this contribution would be zero. At every time
the instantaneous elongation of the springs follows from a simple Euler integration
scheme as:

ζαβ|t+∆t = ζαβ|t + ζ̇αβ ·∆t
ζβα|t+∆t = ζβα|t + ζ̇βα ·∆t

(3.83)

where the integration is started at the time of contact and is carried out as long as the
particle are in contact. It is worth to point out that the springs must be continuously
mapped to the plane perpendicular to nαβ . Finally the restoring forces and torques
are given by:

Fα = kζ · ζαβ − kζ · ζβα
Fβ = kζ · ζβα − kζ · ζαβ

(3.84)

Tα = 2akζ ·
(
nαβ × ζαβ

)

Tβ = −2akζ ·
(
nαβ × ζβα

) (3.85)

where kζ is the stiffness of the springs. In order to allow restructuring effect, each
spring stops extending if its elongation exceeds a maximum value ζmax.

In a similar way, a torsional spring can also be introduced when two particles
get in contact in order to confer a resistance to the twisting motion to the bond
(Fig. 3.10d). Denoting by ϑα,β the twisting angle of the spring, its derivative can be
computed as:

ϑ̇αβ = (ωβ − ωα) · nαβ. (3.86)

where the dot product allows us to isolate the component of relative angular velocity
which contributes to the twisting motion. As done for the tangential springs, by
following the evolution of the torsion angle, at any time, the restoring torque is given
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by:
Tα = −Tβ = kϑϑα,βnα,β (3.87)

where kϑ represents the stiffness of the torsional spring. A value of maximum torsional
angle ϑmax has to be identified as well, in order to allow restructuring effects. In
Appendix B the procedure proposed by Becker, Briesen (2008) for the estimation of
the 4 parameters (kζ , ζmax, kϑ, ϑmax) of the model is illustrated.

3.2.3 Viscous dissipation

In DEM simulation it is common practice to add a viscous damping at the inter-
particle contacts; the strong variability of the interaction which, as shown in Fig. 3.8,
change quite abruptly from an attraction to a repulsion interaction around the
equilibrium position heq, induces substantial oscillations of the particle position,
posing severe numerical problems. In order to circumvent this inconvenience, a
dissipative force proportional to the particle relative velocity along the center-to-
center direction was introduced. Indicating by α and β a pair of contacting particles
and with nαβ = (xβ − xα)/|xβ − xα| the unit vector connecting their center, the
viscous force can be computed as:

Fdiss
β = −kv [(uβ − uα) · nαβ]nαβ Fdiss

β = −Fdiss
α (3.88)

with kv being the viscous damping constant. It is possible to recast Eq. (3.88) in the
following matrix form, which is best suited to be combined with Stokesian Dynamics:





F1
diss

F2
diss
...

F
np

diss





= [K]





u1 − u∞ (x1
)

u2 − u∞ (x2
)

...
unp − u∞ (xnp)





+





J1

J2

...
Jnp





(3.89)

or in a more compact notation as:

Fdiss = K ·∆u+ J. (3.90)

The details of the derivation of Eq. (3.89) are reported in Appendix C.

3.2.4 Coupling of SD and interparticle interaction

The coupling of Stokesian Dynamics with the model presented for the colloidal
interactions can be achieved by simply imposing a force/torque balance of the
following kind:

{
FH = −Fcoll

TH = −Tcoll
(3.91)

where the acceleration term has been neglected given the negligible inertia of the
particle and where the terms Fcoll and Tcoll account for all the forces and torques
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arising from the inter-particle interactions evaluated in a pair-additivity manner
among all the primary particles. Therefore the linear system of Eq. (3.47) can be
rewritten as:

[
RUF RΩF

RUT RΩT

]{
uα − u∞

ωα − ω∞

}
=

{
Fcoll

Tcoll

}
−
{
REF · e∞
RET · e∞

}
(3.92)

After introducing the viscous dissipative force of Eq. (3.90) the system reads as:
[
RUF RΩF

RUT RΩT

]{
uα − u∞

ωα − ω∞

}
=

{
Fcoll −K (uα − u∞) + J

Tcoll

}
−
{
REF · e∞
RET · e∞

}
(3.93)

and after rearranging the terms:
[
RUF +K RΩF

RUT RΩT

]{
uα − u∞

ωα − ω∞

}
=

{
Fcoll + J
Tcoll

}
−
{
REF · e∞
RET · e∞

}
(3.94)

Therefore, from the solution of Eq. (3.94) the particle linear and angular velocity uα

and ωα are obtained.
Both the inversion of the mobility matrix, performed to apply the lubrication

correction, and the solution of the linear system of Eq. (3.94) represent the bottleneck
of the entire simulation, since they need to be performed at each time step. The
typical computational cost scales with the number of simulated primary particles as
O
(
n3p
)

(Ichiki, 2002). Since the time-step is required to be small enough to properly
account for the steep variation of the inter-particle interaction, in order to reduce the
computational cost, the following approach was adopted (Seto et al., 2012): since
the resistance matrix R and its inverse depend only on the relative distance between
the primary particles, both can be safely reused for a certain number of iterations,
provided that the variation of the relative distances is limited. Doing so, it is possible
to avoid to perform the inversion of the far field mobility matrix M∞ at each time
step by storing and reusing its inverse R∞. The time interval between two subsequent
updates was adjusted as ∆tupdate = 0.1·a

maxα|u∞(xα)| . However, because of its rapidly
varying behaviour, the lubrication correction, applied to the far-field resistance matrix,
has been updated constantly prior to the solution of Eq. (3.94).

Integration procedure Once their velocities are determined, the trajectories of
the particles can be computed by a simple explicit Euler integration scheme:





x|t+∆t = x|t + ux|t ·∆t,
y|t+∆t = y|t + uy|t ·∆t,
z|t+∆t = z|t + uz|t ·∆t.

(3.95)

To follow the angular motion a reference system fixed in the particle center has to
be created (ϕ, θ, ψ) at the beginning of the simulation. The rate of variation of its
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angular position relative to a fixed reference system (x,y,z) can be obtained as:



ϕ̇

θ̇

ψ̇



 = T ·




ωx

ωy

ωz



 , T =



1 sinϕ tan θ − cosϕ tan θ
0 cosϕ sinϕ
0 − sinϕ/ cos θ cosϕ/ cos θ


 . (3.96)

where the matrix T is used to transform the angular velocity components of the
particles (ωx, ωy, ωz) with respect to the reference system x,y,z in the rate of variation
of the angles ϕ, θ, ζ. At every time t the angular position of the monomers follows
from: 




ϕ|t+∆t = ϕ|t + ϕ̇|t ·∆t,
θ|t+∆t = θ|t + θ̇|t ·∆t,
ψ|t+∆t = ψ|t + ψ̇|t ·∆t.

(3.97)

The length of the time step ∆t is a critical choice in DEM simulations. This is
due to the steep variation of the forces acting on close monomers. Therefore, care
must be taken to properly simulate both the lubrication effects and the colloidal
interaction. In this work, in order to avoid interpenetration and, more in general,
non-physical behaviour, an adaptive scheme for the choice of the integration step was
used: at every iteration, the most critical pairs of close but non-contacting monomers
was identified, by looking at their relative distance. After looping over all these pairs,
the timestep was set as ∆t = min (∆tb,∆topt), in which ∆tb is a basis value chosen
at the beginning of the simulation and ∆topt is the minimum of the optimal values
estimated for all the critical pairs α,β as

∆tα,βopt =





0.02z0
|uα − uβ|

if h < 10z0

0.5z0
|uα − uβ|

if h < 100z0

5z0
|uα − uβ|

otherwise

(3.98)

with h being the surface-to-surface distance and z0 the minimum approach distance.
In this way it was possible to capture all the near-contact effects when particles
are close to each other and adopt a longer timestep when particles are far apart,
thus reducing the computational cost of the simulation. Typically the length of the
time-step ranged from 10−7 to 10−10 s.

3.3 Quality of the simulations and computational perfor-
mance

In this section, in order to validate the developed DEM, the results of some static
and dynamic simulations are shown. When possible a comparison with previously
reported data is shown.
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Figure 3.11: Drag coefficient λ = F/6πµauα for horizontal chains of non-touching particles.
Comparison between the values computed by the developed DEM method (circles) and the
results by Ganatos et al. (1978) (x marks). Given the symmetry of the system, only the drag
coefficient of one half of the chain is reported. a) Drag coefficient of 5,9,15-particles chains.
Particle spacing is fixed and equal to 4 radii. b) Drag coefficient for a 7-particle chain for 3
different values of the dimensionless particle spacing r/a.

3.3.1 Drag coefficient for sedimenting chains

The first considered case is the one of horizontal chains of non-touching particles,
sedimenting in a quiescent fluid along the direction perpendicular to the line connecting
their centers. The results are compared with those obtained by Ganatos et al. (1978)
via a collocation technique. Figure 3.11a reports the drag coefficient of each particle
computed as λ = F/6πµauα, where F is the applied force and uα is the sedimenting
velocity. The figure reports the data relative to 5,9,15-particles chains. As apparent
an excellent agreement with the results by Ganatos et al. (1978) was obtained. The
data show that as length of the chain is increased, the particles experience a reduced
drag and, as a consequence, they sediment faster. Regardless of the chain length, the
central particle always show the larger sedimenting velocity and, for the particular
case of the 15-particles chain, this velocity is approximately twice the sedimenting
velocity of an isolated particle.

Figure 3.11b shows the drag coefficient of a 7-particles sedimenting chain for 3
different values of the particle spacing r/a. The agreement with the results provided
by Ganatos et al. (1978) is still fairly good; the maximum discrepancy between
the two set of data is about 2.4%. From the data it is possible to infer that the
settling velocity of the chain increases as the gap between the particle is reduced, thus
showing the role of particle crowding on the sedimentation behaviour. However it is
worth to mention that, since the particle configuration changes dynamically during
sedimentation, the results are referred to the initial configuration. Both cases provide
evidence that the developed DEM addresses properly the modelling of hydrodynamic
interactions.
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Figure 3.12: Angular velocity of a dimer in shear flow as a function of the orientation. The
red curve is the analytical solution of Eq. (3.99); the black dots represent the simulation
data.

3.3.2 Dimer in shear flow

The second considered case is the motion of a doublet of touching particles in a
uniform shear flow with a velocity gradient γ̇ = du∞z /dy. If the doublet axis lies on
the y − z plane, in creeping flow conditions, the doublet rotation can be described
analytically as (Nir, Acrivos, 1973):

ωx = −1

2
γ̇ [1 + 0.594 cos (2θ)] , ωy = ωx = 0 (3.99)

where θ is the angle between the doublet axis and the velocity gradient direction y.
As apparent from Fig. 3.12 a very good agreement between the analytical solution
and the simulation data is achieved; the angular velocity of the doubled exhibits a
sinusoidal trend, with the angular velocity oscillating periodically between a maximum
and minimum value. The maximum value corresponds to the maximum alignment of
the doublet axis with the velocity gradient direction, whereas the minimum occurs
when the doublet axis is aligned with the flow direction.

3.3.3 Aggregation and breakup of clusters

Finally, to show qualitatively the capability of the DEM in simulating aggregation and
breakup events, two sequences of snapshots are reported. In Fig. 3.13 an aggregation
event between two clusters composed by 61 and 57 primary particles, respectively, is
shown. The clusters are suspended in a uniform shear flow γ̇ = du∞z /dy. As apparent
both the translational and angular motion of each primary particle is tracked. The
event can be ideally divided in three subsequent steps: the approaching stage, during
which the clusters move towards each other, while rotating about their center of
mass; the formation of a new bond between two of their constituent primary particles;
the restructuring step (not shown in the figure) during which the newly generated
aggregate is restructured by the viscous stress of the flow field. During this phase
other bonds in the aggregate structure may be formed.
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Figure 3.13: Snapshots of an aggregation event in simple shear flow (µγ̇ = 0.01 Pa). Primary
particle radius is 500 nm. The total simulated time is 2.2 s.
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Figure 3.14: Snapshots of a breakup event in elongational flow (µγ̇ = 1000 Pa). The cluster
is composed by 64 primary particle of radius 100 nm. The total simulated time is 0.016 s.

A breakup event may occur when the hydrodynamic force exceeds the cluster
strength. In this condition, the cluster fails in the most stressed locations, giving
birth to a number of smaller fragments. Figure 3.14 shows a sequence of snapshots of
such an event: the center of mass of a 64-particle cluster is placed in the stagnation
point of a uni-axial extensional flow of constant intensity µγ̇ = 1000 Pa. As apparent,
the aggregate is first stretched along the flow direction and, at a later stage, it fails.
The first bond to fail is approximately located in the center of mass of the cluster.
However, after this first event, a cascade of bond failure events occurs leading, in this
particular case, to the generation of 7 fragments, each of which is composed by a
number of primary particles ranging from 2 to 14. It is interesting to note that the
smaller fragments are generated around the stagnation point of the flow, where the
propagation and accumulation of stresses causes the rupture of a larger number of
bonds.
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Figure 3.15: Wall-clock time as a function of the number of tracked primary particles. The
data were obtained from the simulations of the shear-induced rotation of clusters of different
sizes. For all data, the simulated time is 0.06 s.

3.3.4 Computational performance

To conclude this chapter it is finally worth to analyse the computational performance
of the developed DEM. To this purpose, different DEM simulations of the shear-
induced rotation of clusters of different sizes were performed. The data are reported
in Fig. 3.15, where the wall-clock time needed to perform the DEM simulation is
plotted against the number of tracked primary particles. It is apparent that the
simulation time quickly increases as the np grows. Therefore, one can easily conclude
that the simulation of even few seconds of the aggregation process of a statistically
significant sample of particles would be extremely demanding.
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MC–DEM coupling

In a stirred colloidal suspension different phenomena take place simultaneously such
as aggregation, breakage and restructuring of the aggregates. However, in the context
of PBE, the rigorous modelling of such phenomena is still a challenging task. As
discussed in Chapter 2, the rectilinear approach by Smoluchowski (1917) does not
take into account the interaction between approaching particles, thus it needs to
be integrated with proper models for the aggregation efficiency. However, while the
aggregation efficiency of spherical particles has been widely investigated, a model for
the aggregation efficiency of clusters is still missing.

Similarly, a problem arises when modelling breakage phenomena: the breakup
of an aggregate in a uniform shear flow occurs almost instantaneously once its size
has grown over a certain critical value. This makes indeed the modelling in PBE of
such a behaviour extremely difficult. In addition, the lack of reliable models for the
fragment mass distribution further complicates this task.

Recently, the importance of restructuring phenomena has been recognized for
the dynamics of aggregation-breakup processes; the reason is twofold: firstly, the
compaction of the aggregate structure induced by the viscous stresses is responsible for
reducing the aggregate capture section and therefore for lowering the pair aggregation
rate. Secondly, the breakage behaviour of the aggregates is strongly dependent on
the morphology and to its intricate evolution under the action of viscous stress
(Becker, Briesen, 2010; Harada et al., 2006; Horii et al., 2015). For these reasons, it
is necessary in principle to use multivariate population balance equation in which
the fractal dimension, the surface area (or any other relevant quantity related to the
morphology of the aggregate) is employed alongside the aggregate size. Particle surface
area as a second internal variable was introduced for instance by Koch, Friedlander
(1990) and Tandon, Rosner (1999) to take into account particle coalescence, but the
evolving aggregate morphology was assumed to have no influence on the aggregation
rate, considered to be only a function of particle volume. A bivariate population
balance formalism which accounts for the joint evolution of aggregate size and fractal
dimension was developed by Kostoglou, Konstandopoulos (2001) and applied to model
aggregate compaction by including a restructuring rate in the PBE. However, several
arbitrary choices have to be made to model such a term.
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Figure 4.1: Schematic of an encounter between aggregates i and j in a reference frame
moving with particle i. The gray area represents a quarter of the encounter cross-section for
the process: if aggregate j flows through such section, a close encounter between the two
particles is expected.

Discrete Element Method simulations are better suited to follow the dynamical
behavior of a dispersed system. As explained in Chapter 3, a DEM is able to track
the trajectory of each primary particle (isolated or bond to others to form a cluster),
thus allowing to gain profound insight both in the suspension dynamics and in the
cluster morphology (Camejo et al., 2014; Isella, Drossinos, 2010; Marshall, 2009).
However, the high computational cost of DEM simulations has restricted so far their
application to small populations or even to the investigation of the behaviour of single
aggregates (Seto et al., 2012; Seto et al., 2011; Vanni, Gastaldi, 2011).

In this work, a mixed stochastic-deterministic method has been developed and
applied to study the dynamics of a dilute and well-mixed colloidal suspension under
the effect of a shear flow. In order to circumvent the high computational cost
typically associated to pure DEM simulations, the method is built on a combination
of the mean-field approach of PBE (solved in a stochastic way by means of a Monte
Carlo algorithm) with detailed DEM simulations. The basic idea behind such a
combination is that if a suspension is sufficiently dilute its dynamics can be described
by a sequence of binary encounter events between the suspended particles, each of
which can result into an aggregation, a breakage, a restructuring of the aggregates
or into any combination of these phenomena. Therefore, the MC is used to sample
a statistically expected sequence of such events and the DEM is used to accurately
simulate them. Hence, through this coupling, the DEM method is used to track the
motion of just two clusters at a time, thereby reducing significantly the computational
cost of the method.

The only event taken into account by the MC is the near-encounter between
pairs of particles. Each near-encounter can result into three main outcomes, that
are recognized on the basis of the number of particles detected at the end of the
DEM simulation; the first possibility is the missed aggregation: the aggregates pass
close to each other without colliding. Therefore the DEM simulation returns two
aggregates composed by the same number of primary particles they had before their
encounter. The second possibility is the aggregation: the involved aggregates come
into mechanical contact, sticking to each other and generating a new single aggregate.
The last possibility consists in the breakup: the two approaching aggregates collide and
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form a new aggregate whose dimension is larger than the critical one. In such a case
the aggregate undergoes an almost instantaneous breakup soon after its generation,
giving birth to a number of smaller fragments. As already explained in Chapter 2,
this breakup dynamics is a characteristic of spatially uniform shear flows for which
breakup occurs when aggregates grow over a dimension R such that γ̇cr (R) < γ̇ or,
equivalently, for fixed aggregate size, when the shear rate is increased over the critical
value bearable by the aggregate.

In order to setup the Monte Carlo algorithm, a model is needed to evaluate the
frequency of a near encounter i.e., the probability for a certain pair of aggregates
to meet each other in the suspension, collide and possibly undergo breakage. In
this regard, Fig. 4.1 shows two aggregates, i and j, approaching each other in
a shear flow field in a reference frame moving with aggregate i. The size of an
aggregate is characterized by its external radius, which is the maximum distance
between the surface of a primary particle and the center of mass of the aggregate:
R = maxk (|xk − xcm|) + a, where |xk − xcm| is the distance of the k-th primary
particle, with radius a, from the center of mass of the aggregate. If the aggregates were
two solid spheres of radii Ri and Rj and no colloidal or lubrication interaction acted
between them (as in the original approach by Smoluchowski for shear coagulation
(Smoluchowski, 1917)), particle j would eventually collide with particle i if its center
of mass crosses the circular collision cross section of radius (Ri +Rj), located on a
z = constant plane far upstream of particle i. As shown in Chapter 2, the expected
frequency for this type of collision in a volume ∆V is:

fij =
4

3
γ̇ (Ri +Rj)

3 ninj∆V (4.1)

where ni and nj are the expected number concentrations of particles i and j, both equal
to 1/∆V , because only one i-particle and one j-particle are present in the subvolume.
However, the irregular shape of the particles and the presence of hydrodynamic
interactions changes the probability of contact. Hence, passing through the cross-
section does not necessarily lead to a an aggregation. This is why the rate given by
Eq. (4.1) has been regarded as the frequency at which a close encounter is expected
between i and j, with the actual outcome of the encounter being ascertained a
posteriori with the detailed DEM simulation. Finally, to gain even more generality, it
is convenient to define the encounter cross section for the couple of particles i and j
as the circular section of radius ε(Ri + Rj), where ε is a parameter of order unity,
chosen in such a way to capture all collision events. Typically, ε is slightly smaller
than the unity for the interaction of primary particles at low shear rates and can be
reduced considerably for the encounter of large and less compact aggregates under
intense shear rates. Therefore, in the end, the encounter frequency between i and j
particles reads as:

feij =
4

3
γ̇
ε3 (Ri +Rj)

3

∆V
(4.2)

However, at the risk of being redundant, it is worth to emphasize that, differently from
Smoluchowski analysis, this information has been used to model solely the encounter
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the pair encounter frequencies

Sampling of the interval
 of quiescence
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(aggregates, coordinates)

DEM simulation of the event

Outcome analysis
Population update

Parameters input

Simulation results

Figure 4.2: Flowchart of the MC-DEM simulation technique.

frequency between pairs of clusters with the actual outcome being evaluated with a
DEM simulation.

In the following a detailed description of the overall method is presented.

4.1 Summary of the simulation procedure

The MC method adopted is an event-driven, rejection-free algorithm and can be
divided in a sequence of 6 steps. Figure 4.2 reports the flowchart of the method. The
initial two steps are the initialization of the particle population and the computation
of the encounter frequencies, which are followed by a repeating loop of 4 subsequent
steps:

1. Initialization of the simulation

At the beginning of the simulation a value for the solid fraction of the suspension
and an initial distribution for the size and the morphologies of the aggregates of the
population are chosen; the main informations regarding the aggregates are stored
in two arrays P and R, whose elements Pi and Ri contain respectively the number
of primary particles forming the i-th aggregate and its outer radius. Furthermore,
the geometry of each aggregate is also stored, reporting the spatial coordinates of all
the constituent monomers expressed in a reference system centred in the center of
mass of the aggregate they belong to. No assumption has been made on the spatial
distribution of the aggregates in the sample, since this information is not crucial for
a dilute and well-mixed suspension.
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Figure 4.3: Representation of the procedure adopted to sample stochastically the interval of
quiescence. χ1 is a random number drawn from a uniform distribution between 0 and 1.

2. Computation of the pair near-encounter frequencies

The frequencies of near-encounters between each pair of aggregates i,j are com-
puted, according to Eq. (4.2), and stored in a matrix of dimension Np ×Np, with Np

being the number of particles in the simulated volume; since the expression of the
frequency is symmetric (feij = feji), the resulting matrix is symmetric as well.

3. Sampling of the interval of quiescence

At any time t, in the presence of Np suspended particles, the total encounter
frequency is given by:

fetot (t) =

Np∑

i=1

Np∑

j=i+1

fei,j (t) (4.3)

From this piece of information an interval of quiescence IQ separating two subsequent
encounter events can be inferred (Shah et al., 1977). Since the encounters are stochastic
in nature, the time elapsing between two encounters can be estimated resorting to a
probability distribution. As prescribed by Shah et al. (1977), a cumulative probability
distribution function of the following kind has been used:

F (IQ) = 1− exp (−fetot · IQ) (4.4)

Therefore the IQ can be estimated by sampling a random number χ1, drawn from a
uniform distribution between 0 and 1, and resorting to the cumulative distribution
function of Eq. (4.4). In Fig. 4.3 a schematic representation of the technique is
depicted. This approach is generally referred to as event-driven and it has been
preferred over the time-driven approach because it allows to sample a time interval
between two subsequent events in a completely self-regulated way: the IQ in fact
adapts itself to the total encounter frequency, with no need of a predetermined
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Figure 4.4: Representation of two procedures to sample the aggregating pair for a small
population composed by 4 particles. a) Inversion method. b) Modified inversion method.

discretization of time. In Appendix D the argument that leads to the exponential
distribution of Eq. (4.4) is illustrated.

4. Event selection

Once determined the time at which a new encounter occurs, the Monte Carlo
method is used to sample the aggregates involved. The probability of each event k
involving a pair i,j can be computed as:

Prk =
feij|k

fetot
(4.5)

Therefore, after properly ordering the list of possible events (Fig. 4.4a), by picking a
random number χ2 from a uniform distribution between 0 and 1, the chosen event is
the one with index q that satisfies the following relationship:

q−1∑

k=1

fij|k < fetot · χ2 <

q∑

k=1

fij|k (4.6)

where q can assume any value from 1 to Np (Np − 1) /2. This procedure is known as
inversion method and it can be used for any probability distribution with a discrete
set of states. However, it can become prohibitive when Np is large, in that it requires
to perform time-consuming summations. Therefore, a variant of the inversion method
has been used (Kruis et al., 2000). In this case only the sum of all the possible
encounter rates for each particle i is computed as Si =

∑Np

j ̸=i f
e
ij . Therefore, the

condition of Eq. (4.6) can be rewritten as a sequence of two steps (Kruis et al., 2000):

Si−1 ≤fetot · χ2 ≤ Si

Si−1 +

j−1∑

j=i+1

feij ≤fetot · χ2 ≤ Si−1 +

j∑

j=i+1

feij
(4.7)

This modified version of the inversion method, intuitively depicted in Fig. 4.4b,
has been adopted for the present work and preferred over the also frequently used
acceptance-rejection method; by this method a pair i,j is selected completely at
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Figure 4.5: Encounter cross section on a x − y plane (graph a) and distribution of the
probability that aggregate j crosses the plane at given x (graph b) and y (graph c) coordinates.

random, independently of its encounter probability, and it is accepted if:

χ2 <
feij

max
(
feij

) (4.8)

where χ2 is again a number sampled from a uniform distribution between 0 and 1. If
the pair is rejected a new number χ2 is selected and the procedure repeated until the
condition of Eq. (4.8) is met. This method requires the computation of one encounter
frequency at time and it does not require neither to store data nor to compute the
long summations of Eq. (4.6). However, as pointed out by Kruis et al. (2000), this
technique has two relevant drawbacks: first, it may introduce a substantial error in
the computation; second, it can considerably slow down the computation in some
specific situations: in fact when the range of particle sizes increases, the ratio of the
collision rate and the maximum collision rate becomes very small and a large number
of rejections should be expected. For these reasons it was disregarded in favour of
the modified inversion method.

Before launching the DEM simulation of the event, the MC is also used to
select the initial coordinates of the aggregates. At the beginning of each encounter
the center of mass of aggregate i is placed in the origin of the reference system
(Fig. 4.1); aggregate j is instead located far upstream from aggregate i and inside
the encounter cross section. Its exact position has to be determined on the basis of
statistical considerations. Far from aggregate i the translational velocity of aggregate
j equals the undisturbed fluid velocity, γ̇yez, which is linearly increasing with y
and independent from x. The probability for particle j to cross the encounter cross
section should reproduce such a distribution. If we examine the square of size
ε(Ri + Rj) enclosing the encounter cross section, as shown in graph a) of Fig. 4.5,
the initial coordinates (x0j , y

0
j ) for aggregate j can be found by picking up a pair of

random numbers from a uniform probability distribution for x (graph b) and a linear
probability distribution for y (graph c), respectively. The sampling is repeated until

the relation
√
x0j

2
+ y0j

2 ≤ ε (Ri +Rj) is satisfied, in order to place the center of mass
of the aggregate j inside the encounter cross section. The z0j -coordinate is set equal
to ±5 (Ri +Rj) (with the ± sign decided according to the sign of the y coordinate):
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at this distance the long-ranged hydrodynamic interactions acting between the two
approaching aggregates are very small and we can reasonably assume that, in this
initial configuration, the particles have a negligible effect on each other, thus they
both have the same velocity as the undisturbed fluid flow.

5. DEM simulation

The next step consists in the simulation by means of the DEM of the encounter
event between the two sampled aggregates. Each encounter has to be simulated for
a time long enough to allow the aggregates to approach from their initial position,
collide and either reach a stable configuration through the rearrangement of the
monomers or undergo breakup. In non-dimensional terms, the time needed by the
DEM simulation was estimated as:

γ̇ts =
|z0j | − (Ri +Rj)

y0j
+ 4πNrot (4.9)

where the first term approximates the time required for contact (z0j and y0j are the
initial coordinates of the aggregate j, while aggregate i is initially in the origin of
the reference system); Nrot is the approximate number of rotations the aggregate
generated upon collision undergoes before the DEM simulation is stopped, assuming
an angular velocity of γ̇/2; a value of Nrot = 8 has been used based on what recently
reported by Ren et al. (2015), who showed that 8 rotations are enough to allow
the aggregates to rearrange their internal structure or to allow the aggregates to
undergo breakup. However, it should be pointed out that the assumption of a period
of rotation equal to γ̇/2 is a simplification of the reality: only perfectly round-shaped
particles exhibit such period of rotation, whereas elongated aggregates generally
present a longer one (Frappier et al., 2010). However, test simulations showed that
the time of Eq. (4.9) is large enough to assure a certain relaxation of the aggregates
either formed upon aggregation or upon breakage.

On the basis of the outcome of the encounter simulated by the DEM, the infor-
mation relative to the population are updated. In the case of a missed aggregation
the two aggregates pass close to each other without colliding and with no change in
the number of constituent primary particles. Therefore no update of the array P is
needed: {

Pnew
i = P old

i

Pnew
j = P old

j

(4.10)

In Eq. (4.10) the superscript old and new are referred to the elements of the vector
P before and after the DEM simulation. On the contrary the outer radii are updated
according to the detected final geometries of the aggregates.

{
Rnew

i = computed from new geometry

Rnew
j = computed from new geometry

(4.11)
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Figure 4.6: a) Representation of the procedure to update the particle array after an ag-
gregation event for a small population. The numbers in the array indicate the number of
constituent primary particles. b), c) Representation of the topping-up approach (Liffman,
1992).

Even if no collision occurred in fact, the fluid stresses exerted by the fluid and the
hydrodynamic interaction between the aggregates may have rearranged the positions
of the primary particles, deforming the overall morphology of the aggregates.

In the case of an aggregation, the aggregate collided, leading to the generation
of a new larger aggregate, with the consequent net loss of an aggregate from the
population. In such a case both the vector P and R need to be updated. Regarding
the vector P the update is performed as:





Pnew
i = P old

i + P old
j

Pnew
j = P old

Np

Pnew
Np

= 0

(4.12)

where the old i-th element of the P array is replaced by the sum of the number of
primary particles composing the two initial clusters; the last element of the array is
instead moved, replacing the disappeared j-th cluster. The technique is illustrated in
Fig. 4.6a. Furthermore the R array is updated, as well as the morphologies of the
aggregates.

The third possibility consists in the generation of three or more aggregates as
outcome of the DEM simulation. This phenomenon can be explained by the breakup,
in three or more fragments of the newly generated aggregate. Therefore, when a
number of fragments νf > 2, each composed by P1, P2, ...Pm primary particles, is
generated: 




Pnew
i = P1

Pnew
j = P2

Pnew
Np+(m−2) = Pm m = 3, ...νf

(4.13)

In a similar way also the R array and the geometries are updated. Finally it is worth
to point out that the eventuality of a binary breakage after a collision, with or without
an exchange of primary particles between the two initial aggregates, can be easily
managed in a way similar to the case of a missed collision.
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Figure 4.7: Comparison of the temporal trend of the Sauter diamater d32 as obtained from
the discrete PBE and the MC simulation for different values of the number of simulated
particles (left plot). Wall clock time of the MC simulations as a function of the number of
simulated particles (right plot).

If aggregation prevails on breakup, the reduction of the number of simulated
aggregates does not allow to get statistically reliable result. Several approach have
been used to circumvent this problem (Liffman, 1992; Smith, Matsoukas, 1998). In
this work the procedure by Liffman (1992) was adopted: whether the number of
simulated aggregates falls below a critical value, the volume of the subsystem is
doubled and every aggregate present is cloned; this approach, referred to as topping-
up, is equivalent to adding an exact copy of the subsystem to itself and allows to
preserve the particle size distribution as well as the suspension solid fraction. The
critical value as been set equal to Na,min = 3/4Na,0. In Fig. 4.6b),c) the technique
is intuitively described. In the opposite case of prevailing breakup, no particular
action has been adopted; during simulations, the breakage events never led to such a
proliferation of particles to ask for a halving strategy.

6. Frequency update Due to the changes in geometry, the birth of new aggregates
and the death of old ones originated by the aforementioned events, the encounter
frequencies involving any of the aggregates returning from the DEM simulation are
updated or calculated ex-novo, updating the frequency matrix. Different approaches
may be used to carry out such a task, minimizing the number of operation to be
performed. However, given that the bottleneck of the whole technique is represented
by the DEM simulations, no particular strategy has been adopted.

When all the information relative to the population have been updated, the step
from 3 to 6 are covered again until the desired number of events has been simulated.

4.1.1 Test case - Purely aggregating suspension

In order to validate the MC technique a simple test case was run. A purely aggregating
suspension subject to a uniform shear flow of intensity γ̇ = 10 s −1 was simulated
by using both the discrete formulation of PBE and the event-driven MC algorithm
developed; the simulations were started from monomeric conditions i.e, the suspension
was initially composed by isolated primary particles. The particles have radius 500
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nm and are dispersed in a dilute suspension with a volume solid fraction equal to
10−4. The aggregation frequency of Eq. (2.18) has been used to setup both methods.
A unity aggregation efficiency was imposed, thus the MC was used as stand-alone
with no DEM simulations performed. To choose the number of simulated particles,
different MC simulations were run and the results were compared with the solution
of the discrete PBE formulation:

dNi

dt
=

1

2

i−1∑

j=0

NjNi−jk
a
j,i−j −Ni

Q∑

j=0

Njk
a
i,j i = 1, 2, ...Q (4.14)

where Ni indicates the number concentration of the i-fold particle. A number of
equations Q=4000 were solved. The results of the comparison are reported in the
left plot of Fig. 4.7, where the temporal trend of the mean Sauter diameter of
the population is shown. It is apparent that the accuracy of the results increases
as the number of particles grows. However, as a drawback, the computational
time needed to run the simulation increases as well, as shown in the right plot of
Fig. 4.7. In the plot two sets of data are reported: the circles correspond to the
actual computational time measured at the end of the simulation, whereas the line
represents the theoretical increasing law. Theoretically in fact, the number of events
to simulate (and as consequence the computational time) should scale linearly with
the number of simulated particles. However, this is not the case, because as the
number of simulated particles increases, the number of operations performed by the
MC algorithm to sample the aggregating pair and update frequencies increases as well,
thus determining a more than linear increase of the computational time. Therefore,
as a trade off between accuracy and computational cost, a sample composed by 200
particles was selected for the simulations.

Some additional results of the comparison are shown in Fig. 4.8 for 200 simulated
particles. Figure 4.8a reports the temporal trend of the total number concentration
of particles and the particle average size, whereas Fig. 4.8b reports the temporal
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trend of the number concentration of a sample of small cluster. As apparent, the
results obtained with the two methods compare perfectly well, thus validating the
MC approach developed and the choice of the number of particles to be simulated.

Finally, it is worth to mention that the relatively small number of equations solved
with the discrete PBE limited the simulation to about 3 · 104 time units. This is due
to the fact that the discretization used cannot deal with aggregates composed by a
number of monomers larger than Q; therefore when such aggregates appear in the
suspension, the simulation has to be stopped. This problem do not affect the MC
technique.
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Chapter 5

Comparison between two
modelling approaches to colloidal
interactions

The MC-DEM method described in Chapter 4 is here applied to study the shear-
induced aggregation of dilute colloidal suspensions. The primary aim is to investigate
the effect of tangential interactions on the aggregation behaviour; it was shown in
fact that bonds between particles are capable of withstanding, to a certain extent,
tangential stresses and bending moments (Pantina, Furst, 2005). On the basis of this
observation, Becker, Briesen (2008) developed a spring-like model that, by introducing
elastic restoring forces and torques, was seen to properly describe the stiffness of
the aggregates and the transition from the rotational regime to the restructuring
regime. Small aggregates in a mild shear rate rotate as rigid bodies since the
shear stresses on the aggregate structure are not sufficient to overcome the bending
and torsional resistance of the bonds. When aggregates grow in size, the effect of
the propagation and accumulation of stress over the aggregate structure are more
intense and determine the single bond resistance to be overcome, thus causing the
restructuring of the aggregate. For even larger aggregates breakup finally may occur
(Becker, Briesen, 2010; Becker et al., 2009). A similar transition takes place when,
keeping fixed the size of the aggregates, the applied shear stresses are increased
(Vanni, Gastaldi, 2011).

While the role of tangential interactions on the restructuring behaviour has been
adequately investigated, its role on the aggregation dynamics and on the morphologies
of the aggregates produced upon shear aggregation is still unknown. For this reason
simulations were performed to ascertain the effect of tangential interaction on the
aggregation process. 1

1Part of the work described in this chapter has been previously published in "Shear-induced
aggregation of colloidal particles: A comparison between two different approaches to the modelling
of colloidal interactions" by Frungieri, Vanni (2017)
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Table 5.1: Physical properties of the simulated system

Parameter Symbol Value
Hamaker constant AH 0.97 · 10−20 J
Surface energy γs 4.7 · 10−3 J m−2

Minimum approach distance z0 0.165 nm
Monomer radius a 500 nm
Medium viscosity µ 10−3 Pa s
Medium density ρl 1000 kg m−3

Particle density ρp 1000 kg m−3

Shear rate γ̇ 10 s−1

Encounter cross section parameter ε 1
Elastic modulus E 3.4 GPa
Poisson ratio ν 0.5

Table 5.2: Physical properties of the spring-like model

Parameter Symbol Value
Tangential spring stiffness kξ 1.85 · 10−5 N m−1

Torsional spring stiffness kϑ 9.2 · 10−18 N m rad−1

Maximal spring elongation ξmax 50 nm
Maximal spring torsion ϑmax 0.10 rad

5.1 Setup of the simulations

Simulations were carried out starting from a mono-disperse population composed
by 200 polystyrene primary particles with radius a = 500 nm. The suspension has
a volume solid fraction equal to 10−4 m3/m3. The particles are dispersed in water
at room temperature and exposed to a spatially uniform shear flow with a rate γ̇
equal to 10 s−1. The values of the physical variables of the simulations are reported
in Table 5.1. The elastic properties of the solid (elastic modulus and Poisson ratio)
are typical of relatively compliant polymeric materials, such as polystyrene. Similarly,
the value of Hamaker constant is typical of polymeric particles dispersed in water.
The set of parameters used leads to a Péclet number (Pe = 6πµa3γ̇/kBT ) equal
approximately to 6 for isolated monomers and to much larger values for clusters; in
these conditions thermal motion can be safely neglected and the aggregation can be
assumed to be driven uniquely by the gradient of the flow field, regardless of the
actual size of the involved particles.

In order to clarify the effect of tangential interactions, two populations of particles
were simulated:

• Population A is composed by primary particles interacting only by means of
central forces, namely the ones due to Van der Waals interactions and the ones
arising from the contact mechanics.
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Figure 5.1: Integral properties of the two analyzed suspensions: a) time evolution of the
suspension concentration in terms of number of particles per volume. b) Time evolution
of the average size of the suspended aggregates, expressed in terms of number of primary
particles per cluster. Each curve was obtained by averaging the data relative to three different
realizations. The error bars indicate the standard deviation of the data.

• Population B is composed by primary particles interacting by means of both
central and tangential interactions, with the latter ones modelled by the spring-
like force model by Becker, Briesen (2008), whose parameters are reported in
Table 5.2.

In both populations electrical double layer interactions were assumed to be completely
screened; thus particles are subject solely to attractive interactions. Although the code
developed is intrinsically capable of simulating breakup, the simulations were stopped
well before clusters attained large enough sizes to be vulnerable to breakup; according
to the criterion by Vanni, Gastaldi (2011), with the adopted set of parameter, clusters
more than 100 times bigger than the maximum size reached here are required for
breakup.

5.2 Suspension dynamics

The most apparent consequence of aggregation is the reduction of the number of
suspended particles and, consequently, the increase of the particle average size. In
this regard Fig. 5.1a reports the temporal trend of the suspension total concentration,
whereas Fig. 5.1b shows the average size of the suspended particles; the size of each
particle i is expressed in terms of number of constituent primary particles Pi and the
average size ⟨P ⟩ was obtained by averaging Pi over the whole population. In both
plots the dimensionless time γ̇t was used as evolutionary coordinate. Ten encounter
events elapsed between two subsequent points of the curves; the encounters which
turned into aggregations determined the loss of aggregates from the population and
increased the average size; on the contrary, the encounters which turned into missed
aggregations left the population unaffected. As apparent, in the simulated time
interval, the suspensions show an almost linear decrease of the total concentration,
with no particular difference among the two populations. Similarly, ⟨P ⟩ shows a
monotonic increasing trend, with a rate of size growth (i.e., the slope of the curve)
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Figure 5.2: Time evolution of the number fractions of monomers and dimers.

increasing continuously throughout the aggregation process. This effect was already
reported in the literature and explained as a consequence of the enhancement of the
average aggregation rate caused by the formation of larger aggregates which show
larger capture sections (Kusters et al., 1997; Wang et al., 2005): the aggregation
frequency scales in fact as the cube of the external radius of the aggregates, thus
the increase of the average cluster size determines a substantial speed-up of the
growth rate which prevails over the reduction one would expect from the decrease
of the overall suspension concentration. Furthermore, it is apparent that the two
populations show a rather similar growth behaviour; in the simulated time interval
the two curves are almost perfectly overlapped.

The reason for this similarity has to be looked for in the particle size distribution
of the two suspensions; in this regard, Fig. 5.2 shows the temporal evolution of the
number fraction of monomers and dimers for the two analysed populations. It is
evident that these small particles represent approximately 80% of the populations.
Hence, they affect substantially all the statistical variables based on the number
distribution. Clearly, the geometry of monomers and dimers is fixed and is not
influenced by the presence of tangential interactions. This explains why the average
size based on the number distribution ⟨P ⟩ does not show relevant differences between
the two populations.

Significant differences emerge instead when looking at the evolution of statistical
variables that are more sensitive to the biggest aggregates of the population, such as
the average outer radius. Figure 5.3 illustrates the evolution of the Sauter diameter
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Figure 5.3: Evolution of the average size of the suspended aggregates in terms of Sauter
diameter, Eq. (5.1). The error bars show the standard deviation of the data as estimated
from three different realizations.

d32 computed on the basis of the outer radius of the aggregates as:

d32 = 2 ·
∑Np

i=1R
3
i∑Np

i=1R
2
i

, (5.1)

with Np being the number of suspended aggregates; this average size characterizes the
volume to surface ratio of the populations. Differently from ⟨P ⟩, the Sauter diameters
of the two populations coincide only in the initial part of the aggregation process.
After about 25000 time units, the curve relative to Population B exhibits a steep
increase, reaching significantly larger values compared to Population A. This suggests
that the larger aggregates of the two populations differ somehow in the characteristic
morphology, although they are on average composed by the same number of primary
particles. From Fig. 5.3 it is also apparent that Population A shows a monotonic and
steady increase of d32, whereas Population B exhibits also occasional reductions of
this variable. These reductions have not to be related to breakup events, but rather
to the restructuring phenomena which involve clusters; even if an encounter did not
turn into an aggregation, the DEM simulations frequently returned aggregates with
slightly different morphology characterized by a more compact structure; this is due to
the hydrodynamic interactions between approaching aggregates which may determine
a compaction of the clusters. This feature is not present in Population A, in which
compaction phenomena are much faster and take place soon after a new aggregate is
generated. Population B also shows a noticeably larger scatter of data among the
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Figure 5.4: A small sample of the two populations of clusters.

different realizations, meaning that a wider variety of structures are produced upon
aggregation.

5.3 Cluster characterization

From the analysis of the Sauter diameters, it is clear that the clusters of the two
populations are significantly different in their morphological properties. In order to
give a visual overview of these different features, Fig. 5.4 reports the geometry of a
small sample of the populations of clusters. Each line of the figure compares two
clusters with similar number of primary particles P . It is immediately apparent that
the clusters from Population A are more compact than those from Population B.
They also show smaller outer radius R and a larger number of contacts per primary
particle ⟨nc⟩. Conversely, the aggregates of Population B have more elongated shape
with larger aspect ratio (A.R.) and exhibit branches extending from a rather compact
central core. In the next section, these considerations will be elaborated in a more
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Figure 5.5: Mean coordination number for the two populations of clusters as a function of
the cluster size.

quantitative way, by characterizing statistically the structure of the formed aggregates
at both local and global level.

5.3.1 Local structure - Coordination number and trimer angle

A relevant piece of information on the structure of colloidal aggregates is given
by the number of monomer-monomer bonds; this number provides a measure of
the compactness of the cluster structure. Figure 5.5 illustrates the relationship
between the number of primary particles P composing the clusters and the average
coordination number ⟨nc⟩ = 2nb/P , with nb being the number of bonds detected in
the aggregate.

For both populations the average coordination number ⟨nc⟩ increases with the
size of the cluster: obviously, in small clusters most of the particles are located on the
outer region of the aggregate, exposed to the dispersing medium and thus involved in
a small number of contacts; on the contrary, in large clusters, the fraction of primary
particles in the internal region of the structure is much bigger. Such particles are
responsible for the increase of ⟨nc⟩ as they are involved in a larger number of bonds,
being fully surrounded by other primary particles.

Apart from this similarity, a striking difference in the value of ⟨nc⟩ for the two
populations stands out. The primary particles of Population A, interacting only via
central interactions, form aggregates characterized by closely packed structures with
average coordination numbers close to 6 for the biggest clusters; in these aggregates
the primary particles are free to slide and roll over each other, thereby making clusters
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Figure 5.6: Average three particle angle as a function of the number of constituent primary
particles P

to soon reach a compact structure under the effect of the viscous shear stresses. On
the contrary, the presence of tangential interactions in Population B prevents the
generation of a compact arrangement and indeed the clusters of this population are
highly porous. From a structural point of view, the smallest aggregates of Population
B can be classified as isostatic; their coordination number equals in fact 2(P − 1)/P ,
the coordination number inferred by Gastaldi, Vanni (2011) for isostatic cluster.
Isostatic cluster are obtained when each aggregation event leads to the generation of a
single new interparticle bond between the two involved aggregates, with the structure
of the newly generated aggregate being frozen after generation. With Population
B such a situation occurs when the aggregates are relatively small, while bigger
aggregates present an average coordination number slightly larger than the isostatic
one. This is due to internal restructuring; the restoring forces arising from tangential
interactions are not able in fact to indefinitely hinder the relative motion of adjacent
particles along the contact surface; this happens because in these aggregates the
stresses generated by the dispersing medium are propagated and accumulated along
the filaments of the structure, causing the tangential or bending resistance of the
bond to be exceeded in some locations. As a consequence, restructuring phenomena
take place, leading to an increase in the number of contacts and making large clusters
slightly over-constrained.

Another indicator of the cluster local structure is the mean three-particle angle
⟨θ⟩, plotted as a function of P in Fig. 5.6. To compute ⟨θ⟩, all the existing groups of
three connected primary particles in the cluster were identified and characterized by
the trimer angle θαγβ , formed by the two straight lines passing through the centre of
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the intermediate particle γ and through the centres of the other two particles α and
β; the angle θαγβ was computed as:

θαγβ = 2 · arcsin
(rαβ
4a

)
(5.2)

where rαβ is the centre-to-centre distance between particles α and β. For rigid
particles the angle can vary from 60◦, corresponding to particles arranged to form an
equilateral triangle, to 180◦, corresponding to particles aligned in a straight chain.
However, it is worth to mention that angles slightly smaller than 60◦ were also
observed, because of the deformation of the contact region predicted by the JKR
theory.

Both classes of clusters reach an asymptotic value of ⟨θ⟩ as the number of
constituent primary particles increases; this plateau value is approximately equal
to 87◦ for the aggregates of Population A and to 105◦ for those of Population B,
confirming that the primary particles are assembled in a quite different manner in
the two populations. The larger angles of Population B show that these clusters
have a more open and tenuous structure compared to those of Population A. The
asymptotic angle of Population B is very close to the value reported for syntethic
DLCA clusters (Melas et al., 2014). This fact indicates that the morphology of rigid
aggregates is influenced mainly by the condition of destabilisation (full or partial),
whereas the type of aggregation (perikinetic or orthokinetic) plays a minor role. It is
no coincidence that also the fractal dimension has similar values (around 1.8) in both
perikinetic and orthokinetic aggregation for fully destabilised suspensions.

It is also apparent that a wider scatter of the data characterizes Population B,
especially for small cluster size, indicating that a greater variety of shapes exists. On
the contrary, the smaller clusters of Population A present a more recurrent pattern,
due to the fact that upon contact a large-scale restructuring occurs, always ending in
a compact structure.

5.3.2 Global scale structure - Aspect ratio

The response of an aggregate to the fluid flow is very similar to the response of an
ellipsoid with the same inertia matrix as the aggregate (Harshe et al., 2010). For this
reason, the geometric properties of an aggregate are often expressed in terms of those
of the inertia-equivalent ellipsoid. In particular, the aspect ratio of a cluster can be
defined as:

A.R. =
2a1

a2 + a3
, (5.3)

where a1 is the major semiaxis of the equivalent ellipsoid and a2 and a3 are the two
minor ones. Equation (5.3) returns values close to 1 for round-shaped aggregates and
substantially larger values for rod-shaped ones.

In order to calculate the lengths of the semiaxis, it is useful to compute the
inertia tensor of a single primary particle α with respect to its centre of mass,
Iα = (2/5)mα a

2i, where i is the identity tensor and mα the mass of the primary
particle. Subsequently, in order to obtain the inertia tensor relative to the centre of
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mass of the aggregate, the parallel axis theorem in its tensorial formulation can be
applied to the inertia tensor of each primary particle α as:

I
′
α = Iα +mα

(
|(xα − xcom)|2 i− (xα − xcom)(xα − xcom)

)
(5.4)

where xα is the position vector of the α monomer and xcom identifies the position of
the centre of mass of the aggregate. Finally, the inertia tensor of the whole cluster
can be obtained as:

Icluster =
∑

α

I
′
α (5.5)

The principal moments of inertia (I1 > I2 > I3) of the cluster were computed by
diagonalization of Icluster and the length of the principal semi-axes (a1 > a2 > a3)
are given by the following equations (Fellay et al., 2013):

a1 =

√
5

2

I2 + I3 − I1∑
αmα

a2 =

√
5

2

I1 + I3 − I2∑
αmα

(5.6)

a3 =

√
5

2

I1 + I2 − I3∑
αmα

Figure 5.7 shows the distribution of the aspect ratio for the two populations
of aggregates sampled after 600 encounters from the beginning of the aggregation
process. The distribution of the aspect ratio for the clusters of Population A exhibits
a peak at low values (around 1.5), meaning that most of the clusters have a spheroidal
shape. High values of aspect ratio (i.e., larger than 2.5) are obtained only by the
biggest aggregates, which are quite few in comparison to the small ones. Differently,
the aggregates of Population B have a broader variety of structures; a peak of the
distribution is detectable for A.R. ≈ 2, but its height is significantly lower than
the peak of Population A. Moreover a long tail extending up to values of aspect
ratio larger than 5 characterizes this distribution. This is due to the fact that for
this population only minor rearrangements take place and the open and elongated
structure generated at the very first contact is preserved during the aggregation
process, whereas the ability of the monomers of Population A to mutually slide and
roll at contact generates compact structures, which are less elongated.

The aspect ratio has a strong impact on the collision rate and has to be accounted
for in order to explain the similar rate of aggregation of the examined classes of
particles (Fig. 5.1). Indeed, at a first sight one would expect faster aggregation for
Population B, because of the larger radius of these aggregates (Fig. 5.3), which gives
a much larger encounter cross section with respect to the compact aggregates of
Population A. On the contrary, the aggregation rate is nearly the same for both
populations, as apparent from the evolution of the mean aggregate size ⟨P ⟩ and
number concentration reported in Fig. 5.1. As shown by the aspect ratio, the
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Figure 5.7: Distribution of the aspect ratio for the two populations. Only clusters composed
by at least 5 primary particles were considered.

aggregates of Population B are highly elongated and thus, while rotating in the shear
flow, they spend most of their time aligned or partially aligned with the fluid flow
(Fellay et al., 2013; Vanni, Gastaldi, 2011), making contact more difficult during the
encounter and reducing significantly the aggregation efficiency. For this reason, even
if on average the clusters of Population B present larger cross section, their reduced
aggregation efficiency makes the aggregation rate of Population B similar to that of
Population A.

5.3.3 Mass-size scaling law

Aggregates are often characterized on the basis of their gyration radius Rg, which is
defined as the root-mean-square distance of the monomers from the centre of mass of
the aggregate and, for a cluster composed by P primary particles, reads as:

Rg =

√
1

P

∑

α

|xα − xcm|2 (5.7)

It is common to relate the gyration radius to the mass of the aggregates, or
equivalently to the number of constituent primary particles, by means of a power-law
of the following kind:

P = kf · (Rg/a)
df (5.8)

where the two parameters are the pre-factor kf and the power-law exponent df .
Equation (5.8) was used to fit the set of data of the two populations in order to
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Figure 5.8: Number of monomers P versus dimensionless gyration radius Rg/a for the two
populations of aggregates in a log-log plot. In the rectangles the power-law equations of the
fitting lines are reported.

estimate the parameters kf and df . The aggregates employed for the estimation of
df and kf were drawn by sampling the populations every 100 encounter events and
excluding the clusters composed by less than 8 primary particles. The results are
shown in Fig. 5.8. As apparent, the two populations exhibit very similar values of the
power-law exponent, whereas a quite large difference exists between their prefactors,
with the one relative to Population A being twice as large than that of Population B.

As well known, rigid aggregates have a fractal structure and the power-law
exponent is their fractal dimension (Jullien, Botet, 1987; Meakin, 1999). Values of df
around 1.80 and prefactors around the unity are typical of rigid aggregates produced
in fully destabilized colloidal suspensions, in which all collisions between clusters lead
to a permanent and rigid bond. These conditions are close to those adopted for the
generation of Population B. The slightly higher values for the exponent (1.88) and
prefactor (1.40) are most likely due to the presence of a level of restructuring after
contact, which is witnessed by the coordination number, as discussed previously.

In spite of the similar value of power-law exponent, the aggregates of Population
A have very different features. They are compact and do not exhibit the sequence of
dense and void region that is typical of fractal objects with small fractal dimension.
On the contrary, all the primary particles are confined in a narrow region of space,
where the solid density is close to that of a randomly close-packed structure. These
aggregates are not rigid and undergo different deformations in the flow field, depending
on their size. The smallest clusters normally retain a spheroidal shape, while the
largest aggregates can be stretched more easily and become partially elongated in
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the shear flow. Indeed, it is this gradual change of shape with size that is reflected
by the small value (1.89) of the power law exponent for this population and not the
presence of a fractal structure.

In the plot a significant deviation of the data from the fitting lines is noticeable
for both populations, although it is more intense for Population B. As pointed in
a number of works this behaviour may be a consequence of the broad variety of
shapes and aspect ratios exhibited by these clusters (Heinson et al., 2010; Heinson
et al., 2012). This fact suggest that a complex interplay between the aspect ratio,
the power-law exponent and pre-factor may exist and therefore all these parameters
appear as essential ingredients for a full characterization of a population of clusters.

5.4 Conclusion

In this chapter the developed MC-DEM method was employed to study the shear-
induced aggregation of a fully destabilised suspension. Simulations were carried
out starting from a monodisperse population of polystyrene primary particles. The
aggregation behaviour of two different populations of particles was investigated: the
first population was composed by primary particles interacting only by means of
central forces, arising from Van der Waals interactions and JKR contact forces; in
the second population, primary particles were capable of withstanding also mutual
sliding and rolling by the onset of tangential interaction upon contact; to count for
such interactions the model by Becker, Briesen (2008) was implemented.

Results showed that substantial differences in the cluster morphology appear when
introducing tangential interactions: when counting for such interactions, primary
particles aggregate to form structures that are porous and branched, and characterized
by low values of the coordination number. The absence of tangential interaction,
instead, allows primary particles to slide and roll over each other, leading to the
formation of dense and highly connected clusters. Tangential interaction has also an
impact on the global shape of the clusters: when such interactions are taken into
account, a wide variety of clusters shapes is obtained, as shown by evaluating the
aspect ratio. Conversely, for particles interacting only by means of central forces,
intense restructuring phenomena take place, leading to the formation of mainly
spheroidal aggregates.

The mass-size power law gives similar values of the power-law exponent for the
two populations of clusters. Such a value, however, reflects two very different features
of the populations: a true low-density fractal structure in the presence of tangential
interaction, and a size-dependent shape of the clusters when tangential interactions
are absent.
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Chapter 6

Aggregation efficiency

As mentioned in Chapter 3, the aggregation rate of solid spherical particles has been
extensively investigated since the seminal work by Smoluchowski (1917). The most
notable advancement was provided by Van de Ven, Mason (1977), who evaluated the
aggregation rate for pairs of non-brownian spherical particles suspended in shear flow,
addressing both hydrodynamic and colloidal interactions. The former were modelled
after a parametrization of the rigorous solution of the creeping motion equations in
bispherical coordinates; the latter were introduced according to the DLVO theory,
varying both intensity and range of action of the Van der Waals attraction and
electrical double layer repulsion. Doing so, the relative trajectories of particles were
obtained, showing the limitations of the rectilinear approach by Smoluchowski (1917)
and the key role that inter-particle interactions have on the aggregation efficiency.
Hydrodynamic interactions cause in fact a deflection of the relative particle trajectories
which leads to a reduction of the aggregation efficiency. The attractive colloidal forces,
on the other hand, deflect the relative particle trajectories oppositely and lead to an
increase of the aggregation efficiency. Vanni, Baldi (2002) further investigated the
phenomenon by introducing rigorous models for the colloidal interactions; a grid-based
technique was adopted, allowing to evaluate particle trajectories and aggregation
efficiencies in a completely predictive manner.

The aforementioned works are focused on pairs of spherical particles and hence
the formation of doublets. However, when a suspension is unstable and particles
aggregate, clusters bigger than dimers are also formed. Given their larger capture
section, the dynamics of the suspension will be mainly determined by the aggregation
events involving such clusters. As shown in Chapter 5, clusters, when tangential
interactions are taken into account, present a porous, branched structure and a wide
variability of shapes; round-shaped and rod-shaped clusters coexist in suspension.
Therefore, given the diverse overall shape and the characteristic lacunarity of the
structures, the results relative to the aggregation efficiency of solid spherical particles
cannot be extended straightforwardly to the case of clusters.

A number of works have investigated the aggregation efficiency of porous clusters.
Kusters et al. (1997), for instance, developed a model that pictures a porous cluster
as consisting of an impermeable core and a completely permeable shell where the fluid
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flow is able to freely penetrate. By such a model, they argued that the hydrodynamic
interactions between clusters are much less pronounced compared to that of solid
rigid spheres, thus resulting in an enhanced aggregation efficiency. However, the
analysis is restricted to the case of spherical clusters. Veerapaneni, Wiesner (1996)
studied the fluid collection efficiency of fractal clusters assuming a radially varying
permeability; the aggregate structure was divided in a number of concentric shells,
each of which characterized by a constant permeability. The Brinkmann equation
was then solved in each shell and the Stokes equation was solved in the exterior of
the aggregate. Similarly, Bäbler (2008) developed a model able to count for both
hydrodynamic and colloidal interactions. The former were calculated starting from
the Brinkmann equation, whereas the latter were included considering the forces
between the closest pair of primary particles of the two approaching aggregates. Even
if such models picture the aggregates in a more realistic way, they are still based on
several arbitrary assumptions.

For these reasons, for the present work, DEM simulations were performed to
evaluate the aggregation efficiency of porous and rigid clusters with realistic struc-
tures. Electric double layer interactions were assumed to be completely screened;
therefore aggregate interact only by means of attractive Van der Waals interactions
and hydrodynamic interactions. Differently from previous works, no symplifying
assumption was made on the cluster morphology; the aggregates adopted were the
ones generated upon simulation of the shear-induced aggregation reported in Chap-
ter 5, in which tangential interactions were included; therefore the aggregate structure
which determines the hydrodynamic interaction and the interparticle forces is taken
explicitly into account by the DEM, without resorting to any arbitrary choice.

The aim of this chapter is to ascertain which are the main factors affecting the
aggregation efficiency of clusters. After explaining the details of the grid-based
technique adopted following the work by Vanni, Baldi (2002), the case of aggregation
of monomers, used as a validation of the technique, and the case of the aggregation
of clusters will be both addressed.

6.1 Setup of the simulations

In order to evaluate aggregation efficiencies the DEM was combined with a grid-based
technique, as reported in the work by Vanni, Baldi (2002): the aggregation efficiency
was evaluated in a shear flow u∞ (x) = γ̇yez with γ̇ = 10 s−1 (Fig. 6.1a). Given a
pair of aggregates i,j with outer radius respectively equal to Ri and Rj , a 20× 20
evenly spaced quadrilateral mesh was generated in a plane z = −5 · (Ri +Rj) within
the quadrant y > 0, x > 0. The size of each side of the mesh was set equal to Ri+Rj .
At the beginning of each simulation the centre of mass of the aggregate j was placed
on a node of the mesh. The aggregate i was placed instead in the origin of the
reference system with a random orientation. From this initial configuration the DEM
was used to track the relative motion of the aggregates and to ascertain the outcome
of the event; each event can result into either an aggregation or a missed aggregation.
In the former case, the two aggregates collide and generate a new larger aggregate.
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Figure 6.1: a) Qualitative illustration of the grid-based technique. From the depicted
initial configuration the DEM is used to ascertain the outcome of the event. b) Example
of aggregation cross section. The cell shade intensity provides a measure of the fraction of
events turned into an aggregation.

In the second case, the aggregate j pass close to the aggregate i without colliding
with it. In order to save computational costs, for both cases a stop criterion for the
simulation was adopted: in the aggregation case, the simulation was stopped once a
mechanical contact between the two involved aggregates was established; this choice
is justified by the fact that, due to the intense adhesion forces, aggregates coagulate
irreversibly once two of their constituent primary particles get in touch; restructuring
phenomena are beyond the scope of this chapter as they are not relevant to the
computation of aggregation efficiencies. For missed collisions a different criterion
was adopted: once the aggregate j passed over the aggregate i, the simulation was
stopped when the distance between the centres of mass of the aggregates along the
z-direction exceeded a threshold value set equal to 2 · (Ri +Rj). At this distance it
is reasonable to assume that a mechanical contact between the aggregates can no
longer occur. In order to infer statistical reliable informations, for each node of the
mesh, every encounter event was repeated 4 times, changing each time the initial
orientation of both aggregates in the flow field. The set of parameters used for the
DEM simulations are the ones already reported in Table 5.1 and Table 5.2.

Following the grid-based technique just outlined, several aggregation maps were
obtained. As an example, Fig. 6.1b reports the aggregation cross section obtained
for the pair of clusters depicted in Fig. 6.1a. Each node of the mesh is indicated as
black dot; the shaded cells are centered in the initial position of the aggregate j for
which an aggregation occurred; the shade intensity provides instead a measure of the
fraction of repetitions ended into a successful aggregation (ranging from 1/4 for the
lighter cells to 4/4 for the darker ones).

The aggregation efficiency can be evaluated by computing the ratio between the
flow rate of aggregates through the aggregation cross section and the flow rate of
aggregates crossing the aggregation cross section assumed by the rectilinear approach
of Smoluchowski (1917) and circumscribed by a solid curve in Fig. 6.1b. Therefore
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Figure 6.2: Analysis of the monomer-monomer aggregation. Both particle have radius
a = 500 nm and are suspended in a shear flow of intensity γ̇ = 10 s−1. a) y,z trajectories of
the primary particle j in a reference system centered in the center of particle i. For all the
trajectories reported, the release point is x0 = 0. b) Entity of the deflection of the trajectory
of the particle j as a function of the release coordinate y0. c) Aggregation cross section.

the aggregation efficiency αij relative to a pair of aggregates i and j follows as:

αij =

∫
Ssh

γ̇y · c (x, y) dS∫
SSmol

γ̇ydS
(6.1)

where the integral at the numerator is extended to the whole shaded region, whereas
the one at denominator computes the flow rate through the Smoluchowski cross
section. The weight function c (x, y) is included in order to quantify the fraction of
successful aggregation over the total number of repetitions performed for each node
of the grid.

6.2 Monomer-monomer aggregation

As a validation of the developed technique, the well studied monomer-monomer
aggregation was analysed first. To study this phenomenon, the grid-based approach
outlined earlier was employed with the only obvious modification in the number
of repetitions performed; because of the spherical symmetry of both particles, it
is sufficient to execute just one repetition for each node of the mesh. Figure 6.2a
reports the trajectories of the j particles which led to a missed aggregation. The
trajectories are rectilinear when particles are far apart and become curvilinear as
the relative distance reduces. This effect is the consequence of the hydrodynamic
interactions that become more intense as the particles come close to each other. These
interactions hinder the formation of a doublet and reduce the collision cross section
with respect to Smoluchowski’s analysis. Therefore, when a substantial offset between
the initial position of the particles is present, the Van der Waals attraction is not
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able to overcome the viscous resistance to contact. This is due to the fact that Van
der Waals attraction are short-ranged, being appreciable when the surface-to-surface
distance between the particle is in the order of 20 nm, and thus they are not able to
counteract the much more long-ranged viscous resistance.

In order to quantify the entity of the deflection, the difference between the
maximum y-coordinate reached during the motion, max (y (t)), and the initial y-
coordinate y (t = 0) was computed. Figure 6.2b reports this quantity as a function
of the initial y-coordinate of the j primary particle. As predictable, as the initial
y-coordinate increases, the disturb the particle j perceives is diminished as a result
of a lower hydrodynamic interaction; the quantity used to measure the deflection was
found to follow precisely a decay law of the kind y−3.2

0 . In Fig. 6.2c the aggregation
cross section is depicted together with the theoretical aggregation cross section of
radius 2a; as apparent, when hydrodynamic interactions are taken into account
the aggregation cross section reduces in size, becoming smaller than the theoretical
one; the radius of the effective aggregation section is approximately equal to 1.7a.
According to Eq. 6.1, this results into an aggregation efficiency equal to 0.70. Despite
the coarseness of the grid, this value compares perfectly well with the one reported
by Van de Ven, Mason (1977) and Vanni, Baldi (2002) for same conditions, thus
validating the developed technique.

6.3 Monomer-cluster aggregation

When moving to clusters, orientation becomes a crucial issue. As already mentioned,
this aspect was addressed changing time by time the initial orientation of the ag-
gregates. Despite the relatively low number of repetitions, this strategy makes it
possible to uncouple the computed efficiencies from the relative orientations.

Figure 6.3a reports the collision efficiencies αi,1 relative to a primary particle and
an aggregate i as a function of their mass ratio mi/m1. It is apparent that, as the size
difference between the involved aggregates increases, a reduction in the aggregation
efficiency appears. This phenomenon can be interpreted in the light of a magnified
hydrodynamic force acting on the approaching primary particle, when the aggregate
i grows in size. Hydrodynamic interactions are in fact additive in Stokes regime.
Therefore, it is clear that the larger the number of primary particle composing the i
aggregate is, the more intense is the disturb induced in the surrounding medium. As
a consequence, the approaching primary particle is substantially deviated from the
rectilinear trajectory, thus reducing αi,1. Figure 6.3b reports the deflection of the
trajectory of the primary particle computed as the difference between the maximum
y-coordinate reached during the motion max (y1 (t)) and the initial y-coordinate
y1 (t = 0), normalized by the primary particle radius a. To infer statistical reliable
data, an average extended to all the events which turned into a missed collision,
was performed. As apparent, the trajectory of the monomer is more substantially
deviated from the rectilinear streamline of the flow field, as the size of the i aggregate
increases, thereby confirming that the disturbance effect induced on the approaching
primary particle increases with the mass of the cluster. It is worth to point out that
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Figure 6.3: a) Primary particle-cluster (PC) aggregation efficiency as a function of the
relative mass. b) Average deflection of the primary particle trajectory as a function of the
aggregate mass ratio. The average is extended to all the encounter events which turned into
a missed aggregation. Error bars indicate the standard deviation of the data.

the wide scatter of the data has not to be regarded as an uncertainty affecting the
results, but rather as a consequence of the initial y-coordinate of the primary particle;
the release point of the j particle, as witnessed by Fig. 6.2b, has in fact a strong
influence on the entity of the hydrodynamic interaction and, as a consequence, on
the deflection of the trajectory.

6.4 Cluster-cluster aggregation

When the aggregates involved in an encounter event are comparable in size, their
morphology plays a central role; in particular, the aspect ratio appeared to affect
seriously aggregation efficiencies. Figure 6.4a reports the aggregation efficiencies
computed for different pairs of aggregate i,j; two aggregates with different aspect ratio
A.R. were used as central i aggregates, according to the set-up scheme of Fig. 6.1.
Encounter simulations with several j aggregates, different in A.R., were performed.
As apparent, whether the A.R. of the i aggregate is, a noticeable reduction in the
aggregation efficiency arises as the A.R. of the j aggregate grows. Furthermore all the
aggregation efficiency values relative to the most spherical i aggregate (A.R. = 1.54)
are well above the aggregation efficiencies of the most elongated one (A.R. = 3.33).
Therefore, it can be concluded that the reduction of the aggregation efficiency is
magnified when both clusters involved in an encounter event present a rod-shaped
morphology.

This phenomenon has to be explained as the consequence of the different motion
of round-shaped and rod-shaped aggregates in shear flow; Figure 6.4b reports the
time dependence of the aggregate cross section made dimensionless with the primary
particle cross section. To obtain such a plot, a single cluster was initially placed in the
shear flow u∞ (x) = γ̇yez with its major inertia axis aligned with the direction y of the
gradient of the velocity field. Starting from this initial configuration, the quantitative
estimation of the cross section was achieved with a simple Monte Carlo mapping
technique: during the motion in shear flow, the cross section of the 2D projection
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Figure 6.4: a) Cluster-cluster aggregation efficiency as a function of the aspect ratio A.R..
The data reported are relative to aggregates composed by a number of primary particles
ranging from 3 to 20. b) Time dependence of the aggregate cross section in shear flow.

of the cluster on the plane xy was evaluated by fictitiously hitting the cluster with
105 darts moving along a rectilinear trajectory aligned with ez. The x,y coordinates
of the darts were randomly chosen according to a uniform probability distribution
spanning from −R to +R, with R being the outer radius of the clusters. The cross
section was finally computed as the ratio between the number of darts that crossed
the cluster structure and the total number of darts that crossed the circumference of
radius R. It is apparent that the most elongated aggregate shows large oscillations of
the cross section; furthermore, it retains the minimum cross section configuration for
a much longer period of time compared to the maximum. This means that during
rotation in shear flow the aggregate spends most of its time with its major inertia axis
aligned with the flow direction. This configuration corresponds to the minimum cross
section. On the contrary the round-shaped aggregate shows a much more regular
motion. The cross section shows rather mild oscillations around the average value.
These different motions explains why as the A.R increases, missed aggregation are
most likely to occur, as the probability that aggregates pass close to each other with
their minimum cross sections becomes bigger.

These different behaviours become even clearer when looking at the aggregate
angular motion. Figures 6.5 and 6.6 report the time dependence of the x-component
of the angular velocity of the two i aggregates used to obtain the plots of Fig. 6.4.
For both aggregates the angular velocity shows a fluctuation around the average
value (ωx = γ̇/2), but the amplitude of the fluctuations differs substantially in the
two cases. For the rod-shaped aggregate the velocity stays at its minimum value for
a quite long time, during which the rotation is slow. The long duration of this phase
has to be related to the reduced magnitude of the overall hydrodynamic torque acting
on the aggregate. As apparent in Fig. 6.5b, this stage corresponds to the maximum
alignment of the principal inertia axis with the flow direction (the z-direction in this
particular case). Quite suddenly ωx steeply increases to reach its maximum value.
This peak occurs when the aggregate is orthogonal to zero-shear plane (Fig. 6.5c). In
this situation the torque acting on the aggregate is at its maximum value and make
the aggregate to rapidly rotate till it aligns again with the fluid velocity. In the plots
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Figure 6.5: Motion of a rod-shaped aggregate (A.R.=3.33) composed by 12 primary particles
suspended in a shear flow u∞ (x) = γ̇yez. The dashed lines are relative to the motion of the
inertia equivalent ellipsoid computed according to Jeffery (1922). a) Time dependence of the
x-component of the angular velocity (solid curve). The dotted line represents the angular
velocity of a perfectly spherical particle. b) Time dependence of the z-component of the
principal inertia axis unit vector, n1,z. c) Representation of the aggregate structure and of
the inertia-equivalent ellipsoid.
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Figure 6.6: Motion of a round-shaped aggregate (A.R.=1.54) composed by 6 primary particles
suspended in a shear flow u∞ (x) = γ̇yez. a) Time dependence of the x-component of the
angular velocity (solid curve). The dotted line represents the angular velocity of a perfectly
spherical particle. b) Time dependence of the z-component of the principal inertia axis
unit vector, n1,z. c) Representation of the aggregate structure and of the inertia-equivalent
ellipsoid.
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of Fig. 6.5a,b the Jeffery solution of the motion of the inertia equivalent ellipsoid of
the cluster are also shown (Jeffery, 1922). A good agreement between the cluster and
the ellipsoid motion holds, in spite of the irregular shape of the cluster.

The round-shaped aggregate (Fig. 6.6) exhibits a more regular behaviour: the
angular velocity oscillates about the average value (ωx = γ̇/2) as well, but oscillations
are much smoother and characterized by a smaller amplitude.

From the plots of Fig 6.5 and 6.6 it is also possible to draw the period of rotation
as the time interval elapsing between two subsequent peaks of n1,z. For the rod-
shaped aggregate this period is approximately 22γ̇t, while for the round-shaped one is
≈ 12.5γ̇t. Both value compares quite well with the period of rotation of an ellipsoid
with the same aspect ratio, which can be estimated as (Frappier et al., 2010):

Trotγ̇ = 2π
(
A.R.+A.R.−1

)
(6.2)

which leads to 22.8 and and 13.7 for A.R. = 3.33 and A.R. = 1.54, respectively. The
small discrepancy between the values estimated from Eq. (6.2) and the ones obtained
from the DEM simulations of the aggregate motion has to be reasonably ascribed to
the irregular structure of the clusters, which gives rise to two minor components of
angular velocity, ωy and ωz. These minor components oscillate with a much smaller
magnitude around the null value and are most likely responsible for such a discrepancy.
Given their small magnitude these components are not reported in Figs. 6.5, 6.6.

Finally, it is worth to mention that the angular motion is strongly related to the
initial orientation of the aggregate in shear flow. In the plots of Fig. 6.4b, 6.5, 6.6, in
order to highlight the different behaviours of the clusters, depending on their aspect
ratio, the DEM simulations were started with the major axis of the aggregate aligned
with the direction of the gradient of the flow field. However, the qualitative behaviour
remain the same when a different initial orientation is adopted. Furthermore, as
already mentioned, the aggregation efficiency was calculated by enforcing a random
orientation of the aggregates before launching the DEM simulations, thus results
should be considered of general validity.

6.5 Conclusion

The aggregation efficiency of rigid aggregates with complex and realistic morphology
suspended in a uniform shear flow was investigated. The aggregates adopted were
generated by means of the MC-DEM algorithm adopted in Chapter 5 to reproduce
a particular realization of a shear-induced aggregation process. The aggregates,
composed by equally sized spherical primary particles interacting via both central
and tangential interactions, covered a quite broad range of masses and aspect ratios.
To quantify collision efficiencies in shear flow a grid-based technique was employed
together with the DEM model.

First, the case of solid spherical particles was addressed, leading to a good
agreement with previous works. Simulations involving clusters highlighted that two
main factors determine collision probabilities: for particle-cluster aggregation events,
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size disproportion appeared to strongly affect aggregation. Large aggregates appeared
able in fact to substantially disturb the flow field and, as a consequence, to significantly
deflect the primary particle trajectory, thus preventing aggregation. Differently, in
cluster-cluster encounters, the aspect ratio A.R. turned up to be the main factor
affecting collision efficiencies. Large A.R. has been linked, in fact, to a significant
reduction of the time-averaged collision cross section of the aggregates. A fairly good
agreement was found with the Jeffery trajectories of ellipsoid suspended in laminar
shear.

Results indicate this methodology as a valid approach for the determination of
the aggregation efficiencies of irregular clusters of colloidal particles. However, further
work may be necessary to expand the library of analysed clusters in order to state
if the validity of these findings can be directly extended to larger aggregates. In
perspective, such a study may lead to a precise correlation between morphologies and
aggregation efficiency to be used to fine-tune Population Balance Equations.
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Chapter 7

Aggregation-breakage equilibrium

The dynamics of a colloidal suspension subject to a shear flow initially proceeds
through the aggregation of the primary particles of the disperse phase. Subsequently,
when the size of the aggregates becomes so large that the hydrodynamic stress acting
on them exceeds their cohesive strength, the bigger clusters start breaking up and, in
the end, a dynamic steady state condition may be reached, in which the properties of
the suspension do not change any longer and the effects of aggregation and breakup
balance each other. The evolution toward this dynamic steady state situation is
typical of the colloidal processes conducted under intense stirring and was evidenced
experimentally and numerically both under simple laminar flow configurations (Frap-
pier et al., 2010; Oles, 1992; Serra et al., 1997; Wang et al., 2005) and in complex
turbulent flow fields (Flesch et al., 1999; Marchisio et al., 2006; Soos et al., 2008).

In this chapter the dynamics of a suspension subject to both aggregation and
breakage phenomena is simulated. The MC-DEM method is applied to investigate the
evolution of the suspension under the effect of severe viscous stresses. The discussion
will be focused in particular on the aggregation and breakage dynamics and on the
aggregate structure.

7.1 Setup of the simulations

Simulations were conducted starting from a monodisperse population composed by
200 polystyrene primary particles with a radius equal to 500 nm. The sample volume
of the suspension has a volume fraction of solid φ = 10−4. Particles are assumed
to interact only by central forces. As seen in Chapter 5, this should lead to the
generation of close-packed soft clusters. The viscosity of the dispersing medium
was varied in the range 75-112.5 cP, which combined with an imposed shear flow
u∞ (x) = γ̇yez with constant and spatially uniform rate γ̇ = 104 s−1, corresponds to
viscous stress ranging from 750 to 1125 Pa. At room temperature these conditions
give Péclet numbers of the order of 105, making the effects of Brownian motion
negligible and the dynamics of the suspension to be determined solely by shear. The
physical properties of the particles do not differ from those adopted in Chapter 5 and
reported in Table 5.1.
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Figure 7.1: Time evolution of the average size of the clusters ⟨P ⟩ (a) and of the mean Sauter
diameter of the population d32 (b) for suspensions at shear stresses of µγ̇ = 750, 875, 1000, 1125
Pa. The small dashed line in plot a) represents the expected initial growth rate for 750 Pa
computed according to Eq. (7.1).

7.2 Dynamics of the population and size evolution

The consequence of the phenomena of aggregation and breakage is the variation of the
size of the clusters dispersed in the suspension. In this regard, the plot of Fig. 7.1a
shows the temporal evolution of the mean size of the aggregates for four different
values of the shear stress µγ̇. The size of aggregate i, in this case, is the number of
its primary particles, Pi, and the mean size ⟨P ⟩ is the arithmetic average of Pi over
the whole population. The behaviour at the two lower stresses (750 and 875 Pa) is
similar to the one exhibited by suspensions stirred under moderate shear rate; at the
initial stages of the process the role of breakup is negligible and the evolution of the
suspension is determined solely by aggregation. The initial slope of the curve, when
aggregation occurs exclusively between primary particles can be estimated as:

d ⟨P ⟩
dt

∣∣∣∣
t=0

=
4

π
α11φγ̇ (7.1)

where the aggregation efficiency of monomers α11 can be predicted quantitatively by
using the expression by Van de Ven, Mason (1976):

α11 = f

(
AH

36πµγ̇a3

)0.18

, (7.2)

where f is around 0.95 for polymeric particles of 500 nm. The aggregation efficiency
is small for such high shear stress (Eq. (7.2) gives 0.077 for 750 Pa), making the
process quite slow. Such small values of aggregation efficiency have to be related to
the intense hydrodynamic interactions between approaching particles which induce a
significant deflection of the particle trajectories, thereby preventing the aggregation
and slowing down the aggregation process. This phenomenon was already observed
in a number of works and usually referred to as viscous retardation (Alam, 1987). As
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Figure 7.2: Asymptotic Sauter diameter as a function of the shear stress. Circles represent
the simulation data as inferred from Fig. 7.1b, the solid line a linear fitting of the data.

apparent in Fig 7.1a, a good agreement was obtained between the theoretical value
of the growth rate, estimated by means of Eq. (7.1) and the simulation data.

Since the collision rate is proportional to the cube of the particle size, the
generation of the first aggregates leads to an increase of the rate of size enlargement,
as clearly visible in the very first part of the curve at 750 Pa. It is also apparent that
this condition of self-accelerated aggregation is soon dampened by the breakup of the
largest aggregates: initially, still in the growth region, some fluctuations of the average
size can be observed and explained as the consequence of occasional breakup events.
Subsequently, the role of breakup becomes more and more important and eventually
aggregation and breakage balance each other, leading to an asymptotic value of the
average particle size. As a consequence of the combination of self-accelerated growth
and breakup phenomena the curve relative to the suspension at 750 Pa shows a
peculiar S-shape, already observed by various researchers (Oles, 1992; Wang et al.,
2005). When the viscous stress is increased breakup affects in a more substantial way
the suspension and cluster failures appear starting from the very beginning of the
process. This explains why, for the shear stresses of 1000 and 1125 Pa, the initial
slope of the growth curve is much smaller than the prediction of Eq. 7.1 (not shown
in the plot) and explains the qualitatively different shape of the curves. An additional
and more apparent feature of Fig 7.1a is the decrease of the asymptotic size at higher
viscous stress. This result is consistent with the expectation that breakup becomes
more significant as viscous stresses grow.
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Figure 7.3: a) Cumulative number of aggregation and breakup events as a function of time. b)
Time evolution of the average size ⟨P ⟩ and of the standard deviation of the size distribution,
σPSD. Both plots refer to the suspension µγ̇=1000 Pa.

The graph of Fig. 7.1b reports the average size of the aggregates in terms of
average Sauter diameter, computed for the four populations as:

d32 = 2 ·
∑Na

i=1R
3
i∑Na

i=1R
2
i

. (7.3)

with Ri being the outer radius of each aggregate. Differently from ⟨P ⟩, the Sauter
diameter exhibits quite large fluctuations during its temporal evolution. This is partly
due to the higher sensitivity of d32 to the larger aggregates of the distribution, whose
concentration is relatively small and oscillates significantly in time, but it is also a
consequence of the periodic deformation experienced by clusters during their motion;
in fact, at the end of the DEM simulation, even if a missed collision occurred, the
aggregates frequently showed a different morphology, and consequently a different
outer radius Ri, compared to their initial structure; this is the consequence of the
partial rearrangement of the monomers positions occurring during encounters, as
a result of the hydrodynamic interactions they experience while approaching. The
asymptotic values of Fig. 7.1b are reported in Fig. 7.2 as a function of the shear stress,
making more apparent the reduction of the steady state average dimension when
increasing µγ̇. As clear from the plot the asymptotic size follows fairly well a linear
decreasing trend. A similar scaling was observed by Oles (1992); however, it should
be pointed out that this linear relationship holds true only in the range of viscous
stress investigated herein, as it leads to vanishing aggregate size for sufficiently large
stress.

Figure 7.3a shows the cumulative number of aggregation and breakage events
as a function of time for µγ̇ = 1000 Pa. The plot confirms that the equilibrium
size of the suspended clusters is the result of a balance between aggregation and
breakage events: after an initial transient state during which aggregation prevails
over breakage, eventually aggregation and breakage events occur with the same
frequency, as inferable from the slopes of the two curves, which are virtually identical
after approximately 1.3·106 time units. A similar pattern holds also for the other
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Figure 7.4: Equilibrium particle size distribution for the four analyzed suspensions. The bins
corresponds to the number of constituent primary particles; the y axis reports the number
fraction.

suspensions, even if breakup phenomena start affecting the system at different times,
depending on the viscous stress intensity.

The equilibrium that sets in the suspensions regards also the particle size distri-
bution. Figure 7.3b reports both the time evolution of the standard deviation of the
particle size distribution and the average particle size ⟨P ⟩ for µγ̇ = 1000 Pa. At the
beginning of the process σPSD is very small, since the population is made mostly of
equally sized monomers. As aggregation proceeds and larger particles are formed,
σPSD increases, passes through a maximum, and eventually reaches a stationary
value at around 60% of the average particle size, meaning that the PSD does not
change any longer in time. As clear from the plot, the steady state is attained quite
simultaneously both in the average size and in the standard deviation of the size
distribution.

The full particle size distribution for the four asymptotic populations (i.e., after
the steady state condition has been reached) is shown in Figure 7.4. The x-axis
reports the size of the aggregates in terms of number of constituent primary particles
P , whereas the y-axis reports the probability density function expressed in terms
of number fraction. All the suspensions exhibit a bimodal distribution, with a first
peak of the distribution for P = 1, corresponding to isolated primary particles, and
a second peak centred at P ≈ 10 − 13, regardless of the applied shear stress. The
reason for the large fraction of monomers still present at the steady state has to
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be looked for in the particular aggregation dynamics occurring in shear flow; the
aggregation rate in such a flow configuration is a strong function of the particle size,
in that it scales with the cube of the radius of the particle. This implies that when
large clusters appear in the suspension, the growth dynamics is mainly governed
by the aggregation of such clusters, at the expenses of the smaller ones, including
monomers. It can also be observed that the height of the peak is particularly large
for the two suspensions subject to the larger stress (1000 and 1125 Pa); as it will
be addressed later on, this is due to the fact that larger viscous stresses lead to the
breakup of smaller clusters, which frequently give birth to primary particles in an
erosion-like breakage mechanism. Furthermore, it was observed that breakage often
occurs with the generation of a number of satellite primary particles at the location
where bond failure occurs.

The remaining part of the distribution (i.e., the part of the distribution related
to the aggregates) resembles a log-normal curve, with a tail whose extension depends
strongly on the applied shear stress: it is relatively long for µγ̇ = 750 Pa and it
progressively reduces as µγ̇ is increased. This can be easily explained if one considers
that larger viscous stresses promote on average the breakage of smaller clusters; as
a result the asymptotic PSD becomes narrower and present a shorter tail as µγ̇
increases.

7.3 Cluster characterization

In this section the characteristic morphology of the clusters is investigated in terms
of mass-size relationship, aspect ratio and mean coordination number. In order to
give a direct visual impression of the features of the aggregates, Table 7.1 reports the
geometry of a small sample of the population of clusters in the dynamic steady state,
together with some of the quantities used to characterize them. While all aggregates
are similar in terms of compactness and bond density, their shapes differ significantly
in the population, ranging from nearly spherical entities to highly elongated ones.

7.3.1 Local structure - Coordination number

The local structure of the clusters was characterized on the basis of the average
coordination number. Figure 7.5a illustrates the relationship between the number
of primary particles P and the average coordination number ⟨nc⟩ = 2nb/P , with nb
being the number of bonds detected in the aggregate. The data are relative to the
population µγ̇ = 1000 Pa; however no significant differences were observed when
varying the intensity of the viscous stress, at least in the particular range investigated
in this chapter. In the plot the coordination number of isostatic aggregates is reported
as well with a dotted line to allow comparison. It is apparent that most clusters, with
the only exception of the very small ones, have an over-constrained structure, with
an average coordination number well above the one relative to isostatic aggregates.
This is a consequence of the particular model adopted for the colloidal interactions.
As demonstrated in Chapter 5 when tangential interactions are not included, primary
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Table 7.1: Geometries and main characteristics of a sample of clusters of the suspension with
µγ̇ = 750 Pa at the dynamic steady state. P : number of primary particles; Rg gyration
radius; R: outer radius; A.R.: aspect ratio; ⟨nc⟩: mean coordination number

Geometry P Rg/a R/a A.R. ⟨nc⟩

21 2.76 5.08 2.25 5.43

54 4.10 8.42 1.69 5.33

27 3.56 7.20 2.90 5.41

15 2.18 4.20 1.43 5.20

15 2.28 4.16 1.38 5.20

18 2.88 5.82 2.90 5.33

22 2.68 4.84 1.74 5.46

30 3.24 6.48 1.49 5.68

29 3.34 6.84 2.44 5.59

19 3.20 6.38 3.64 5.37
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Figure 7.5: a) Average coordination number as a function of the cluster size P . Data were
obtained by regularly sampling the population, with a sampling frequency equal to 300
encounters. The dotted line represents the coordination number of isostatic aggregates. b)
Average coordination number of the entire population as a function of time. Both plots are
relative to the suspension µγ̇ = 1000 Pa.

particles are free to slide and roll over each other upon contact, leading to the
generation of closely packed structures. In addition, it is apparent that ⟨nc⟩ increases
with the size of the cluster, reaching an asymptotic value approximately equal to 5:
this behaviour was already reported in Chapter 5 and explained as a consequence of
the reduced surface to volume ratio of the larger clusters.

Figure 7.5b reports the temporal trend of the average coordination number of
the whole suspension; it was computed averaging the mean coordination number of
each cluster over all the population. At γ̇t = 0, the population average coordination
number is equal to zero, since the population is composed by isolated primary particles;
this is followed by an almost linearly increasing trend and finally a constant value
is reached equal approximately to 4. This asymptotic value is obviously affected by
the distribution of the particle size; at the steady state, the asymptotic population is
composed by a notable fraction of isolated primary particles and other small clusters
which are responsible for the reduced average coordination number of the population.

7.3.2 Global structure - Aspect ratio

As apparent in Table 7.1 the population of aggregates at equilibrium shows a wide
variety of shapes, with the coexistence of sphere-like and rod-like aggregates. In
order to quantify the aspect ratio of the clusters their structure was translated into
their inertia equivalent ellipsoid (see Chapter 5 for the adopted methodology). After
evaluating their principal axis of inertia (a1 > a2 > a3), the aspect ratio A.R. was
computed as:

A.R. =
2a1

a2 + a3
≥ 1 (7.4)

where A.R. values close to 1 indicate clusters with a sphere-like structure, whereas
larger values are relative to rod-like clusters. The distribution of the A.R. relative
to the asymptotic population for µγ̇ = 1000 Pa is shown in Fig. 7.6a; as clearly
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Figure 7.6: a) Distribution of the aspect ratio A.R. over the population of clusters of
the population µγ̇ = 1000 Pa sampled after the steady state was attained. Only cluster
composed at least by 5 primary particles were considered. b) Relationship between cluster
size, expressed in terms of length of the major inertia axis a1, and aspect ratio.

visible, most of the clusters present a slightly elongated structure (1.25 < A.R. <
2.00), whereas only a small amount of them shows a well-defined tubular structure
(A.R. > 2.50). A similar pattern was observed for all the suspensions analysed herein,
regardless of the viscous stress imposed. This means that viscous stresses have little
effect on the A.R. of the clusters, which is primarily influenced by the model adopted
for the colloidal interactions. The distribution of Fig. 7.6a compares in fact fairly
well with the one presented in Chapter 5 for the population of particles interacting
only by means of central forces, even if much lower viscous stresses were applied.

A relationship between the cluster dimension and the aspect ratio was seen to
hold. In this regard Fig. 7.6b reports the values of A.R. as a function of the cluster
major inertia axis a1. As apparent, most of the larger clusters present elongated
structures, whereas the smaller ones present a more spheroidal shape. As it will be
addressed, this feature can be explained as the consequence of breakage phenomena:
the clusters that more frequently undergo breakup generally present an elongated
structure and, upon fragmentation, they generate a number of fragments with a more
spheroidal structure.

7.3.3 Mass-size scaling

The relationship between mass and size of the clusters is shown in Fig. 7.7. The data
are relative to the steady state population µγ̇ = 1000 Pa. The fitting of the data
points (P,Rg) with a law of the following kind:

P = kf · (Rg/a)
df (7.5)

led to a pre-factor kf equal to 3.41 and a power-law exponent df equal to 1.67.
Both values lie in the range of values reported in previous works (Brasil et al., 2000)
but are significantly different from the ones obtained in Chapter 5 (kf = 2.83 and
df = 1.89) for the particles interacting solely by central forces, even if they have
similar morphologies. Such a discrepancy should be reasonably ascribed to the
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Figure 7.7: Mass-size scaling law for the asymptotic population µγ̇ = 1000 Pa; mass is
expressed in terms of number of primary particles P , the size in terms of gyration radius. In
the square the equation relating these two quantities is reported.

high sensitivity of the fitting procedure to the particle size distribution; the cluster
generated herein are in fact substantially smaller, as a consequence of the breakage
phenomena, although virtually identical in terms of compactness and overall shape to
those obtained in Chapter 5. Furthermore it is apparent that there is a substantial
deviation of the data points from the scaling law especially for large clusters.

7.4 Mechanism of breakup

As discussed earlier, all the suspensions attained a dynamic balance between aggre-
gation and breakup, which caused the suspension to reach a plateau value in the
average particle size and the PSD to exhibit a steady state. It is well known that
the breakage of a cluster in a moving fluid occurs when the disruptive forces due
to the viscous stresses exceed the cohesion force that keeps the particle in contact.
The cluster breakage can be due to two distinct mechanisms: first, it may be due
to flow heterogeneities; therefore, when a cluster, generated in a region of low shear
stress, ends in a region where larger shear stresses act, it can undergo breakage if
the local stresses exceed its cohesive strength. A second mechanism is instead more
intimately related to the cluster size and morphology; in a spatially uniform shear
flow of intensity γ̇, if the cluster grows over a certain critical dimension R, it rapidly
undergoes fragmentation if γ̇ > γ̇cr (R). However, besides the dimension, in this
breakup mechanism the cluster shape plays a key role as well: viscous stress acting on
the cluster propagate across its structure and accumulate in some critical locations,
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Figure 7.8: Snapshots of an encounter event in simple shear flow (µγ̇ = 750 Pa) leading to
the breakup of one of the aggregate involved due to the hydrodynamic interaction.

Figure 7.9: Snapshots of an encounter event in simple shear flow (µγ̇ = 750 Pa) leading to
the breakup of the newly generated aggregate.

where the failure eventually occurs (Vanni, Gastaldi, 2011). Thus, it can be expected
that this propagation and accumulation phenomena is much more effective when
cluster have an elongated structure.

In the laminar flow configuration investigated herein both mechanisms were
observed. Regarding the former one, even if the imposed flow configuration is spatially
uniform, breakage events were seen to occur as a consequence of the hydrodynamic
interaction between clusters; clusters, while approaching, mutually disturb the flow
field that each one experiences, thus locally inducing flow heterogeneities. Figure 7.8
depicts a typical breakup event occurred by this mechanism: the round-shaped
aggregate induces a substantial disturb on the flow field, and without an actual
collision, it causes the breakage of the central elongated aggregate in two fragments
with similar dimension. It is also apparent, that such fragments show a less elongated
structure than the parent one, thus justifying the trend shown in Fig. 7.6b.

The breakage of clusters, whose dimension exceeds a certain threshold value,
was seen to occur more frequently. As an example, Fig. 7.9 reports the snapshots
of a breakup event occurring by such a mechanism: the two involved aggregates
collide, form a temporary mechanical contact and finally the resulting aggregate break
generating three almost equally sized fragments.

Regardless of the mechanism by which breakage occurred, a dependence between
the size of the cluster undergoing breakage and the imposed viscous stress was seen to
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Figure 7.10: a) Size of the cluster undergoing breakage as a function of the applied viscous
stress. The circles indicate the dimension in terms of number of primary particles composing
the aggregate, as obtained by averaging over all the breakage events. The error bars represent
the standard deviation of the data. b) Probability density function of the aspect ratio of the
cluster undergoing breakage. Data are referred to the suspension µγ̇ = 1000 Pa.

hold. In this regard, Fig. 7.10a reports the dependence between these two quantities,
where the cluster dimension is expressed in terms of number of constituent primary
particles. As apparent the data are fitted fairly well by a linear relationship, with the
average size of the broken cluster decreasing as µγ̇ grows. This result is consistent
with the growth behaviour of Fig. 7.1 and confirms that the more severe the viscous
stresses are, the earlier breakup starts to affect the suspension dynamics. However, it
is worth to emphasize that the linear relationship of Fig. 7.10a holds true for the set
of parameters adopted herein; thus it cannot be straightforwardly extended to predict
the breakup behaviour outside the range of viscous stress investigated in this work.

As already mentioned, the cluster shape plays a central role in the breakup
behaviour. In particular the aspect ratio A.R. appeared as the most influential factor,
alongside the cluster dimension. Figure 7.10b reports the probability density function
for the A.R. of the aggregate undergoing breakage. The distribution covers a broad
range of aspect ratio and it exhibits a peak for A.R. = 2.25 − 2.50. However, it
should be pointed out that these data are affected by the distribution of the A.R.
over the whole population. As shown in Fig. 7.6a, highly elongated and almost
spherical aggregates have a rather low concentration in the suspension, thereby the
data of Fig. 7.10b cannot be considered as a real breakage frequency. Furthermore,
it is possible to note that the distribution of Fig. 7.10b reaches value of A.R. not
represented in the plot of Fig. 7.6; this discrepancy is simply due to the different
approach used to obtain the data of the two plots: Figure 7.6a reports the data relative
to the population sampled at a certain time after the steady state was attained;
the data reported in Fig. 7.10b are instead cumulative, meaning that they accounts
for all the breakage events occurred during the whole simulated interval of time.
Nevertheless, the appearance of a peak in the distribution of the broken aggregates
for a value of A.R. = 2.25 − 2.50, much larger that the peak A.R. = 1.50 − 1.75
appearing in Fig. 7.6a, proves that elongated aggregates are more prone to breakage
compared to the round-shaped ones.
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Figure 7.11: Distribution of the mass of the fragments generated upon breakage. Data were
obtained averaging over all the breakup events occurred in the suspension µγ̇ = 1000 Pa.

Finally, the distribution of the mass of the fragments was investigated. Figure 7.11
reports such an information for the suspension µγ̇ = 1000 Pa. The plot reports
solely the mass of the larger fragment generated upon breakage. As it can be noticed,
the distribution extends from 0.30 to 1.0. Obviously, such a value of the lower
limit implies that a number of fragments larger than two may be produced upon
breakage. If this were not the case, the distribution would start from values of
Pfrag/Pparent strictly higher than 0.50. The PDF of the fragment mass provides some
significant insight into the breakup behaviour: first it is apparent that in most cases
the larger fragment generated upon breakage has a mass between 50% and 70% of the
mass of the parent aggregate. This suggests that breakage frequently occurs by the
generation of fragments of comparable size (fragmentation), as already demonstrated
by the snapshots of Fig. 7.8. Conversely some events generate fragments with a
Pfrag/Pparent > 0.90; this implies that also an erosion-like breakup mechanism takes
place in the suspension, giving birth to small clusters or even to single monomers, as
also witnessed by the PSD of Fig. 7.4.

7.5 Conclusion

In this chapter the dynamics of suspensions subject to severe viscous stresses was
investigated. Simulations were conducted starting from a monodisperse population of
colloidal particles under fully destabilized conditions.

For low viscous stress the initial growth behavior was seen to compare fairly well
with the theoretical expressions reported in literature. Clusters grew, reaching rather
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large dimension, but soon their growth was hindered by breakup events. For larger
viscous stresses, the breakup started to affect the suspension at a rather early stage.
In the analysed range of viscous stress all the suspensions attained a dynamic balance
between aggregation and breakage process, which was made apparent by the analysis
of the temporal trend of the particle average size and by the particle size distribution.

The breakup phenomena were studied and emerged to occur by two different
mechanisms: the first consists in the instantaneous breakup of the clusters that
grew over a certain critical dimension; the second occurring as a consequence of
the hydrodynamic interaction between approaching aggregates, which, mutually
disturbing each other, introduce flow heterogeneities in the imposed flow field. Finally,
the effect of the cluster aspect ratio on the breakup and the fragment size distributions
were analysed.
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Chapter 8

Heteroaggregation of oppositely
charged particles

Frequently colloidal particles have a surface charge which provides an energy barrier
against aggregation; therefore, in order to induce the aggregation of the particle, the
suspension must be destabilized. There exists a number of different methods useful to
trigger the aggregation of charged particles (Yates et al., 2008): high molecular weight
polymers can be used to promote the formation of bridges between particles (Biggs
et al., 2000; Zhou, Franks, 2006); the increase of the ionic strength of the dispersing
medium can be exploited to compress the electrical double layer and screen the
repulsion between the particles; finally, the concentration of the potential determining
ions can be adjusted to neutralize the particle surface charge (Jiang et al., 2009; Liu
et al., 2013). When the increase of the solid content is of no importance for the
outcome of the operation, the addition of particles bearing an opposite charge can
be an alternative option to the aforementioned methods. The resulting aggregation
process is often referred to as heteroaggregation in contrast to the homoaggregation
i.e., the aggregation of monocomponent colloidal suspensions (Kim, Berg, 2000; Kim
et al., 2003).

Although various studies addressing the heteroaggregation of oppositely charged
particles have appeared in the literature, (AlSunaidi et al., 2000; Hogg et al., 1966;
Kim et al., 2003; López-López et al., 2005; Yates et al., 2008) a full understanding of
the heteroaggregation kinetics and aggregate structure is still missing. A number of
parameters affects in fact the phenomenon, namely nature of solvent and particles,
electrical double layer thickness, relative concentration of anionic and cationic particles,
surface potentials, Péclet number, thus making the complete study of the problem
extremely challenging.

Kim et al. (2003), for instance, investigated the Brownian aggregation of mixed
population of oppositely charged particles with small screening parameter, revealing
that, when interactions between particles are long-ranged, chain-like structure with
the particle charge alternating down the chain are produced. López-López et al.
(2005) performed diffusion-limited cluster-cluster aggregation simulations varying the
relative amount of cationic and anionic particles. After imposing that only aggregation
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Figure 8.1: Interaction potential for a pair of primary particles with (a) same surface potential
(Ψα = Ψβ=40 mV) and (b) opposite surface potentials ( Ψα = −Ψβ = 40 mV). For both
cases a dimensionless Debye screening parameter κa=50, with a = 500 nm, was adopted; the
viscous stress is equal to µγ̇ = 10−3 Pa. The Hamaker constant is 0.95·10−20 J.

events between unlike particles can occur, they found out that a critical concentration
separating two different aggregation regimes exists: when the suspension is formed by
a fraction of particles of one kind falling in the range 0.825–0.875, they demonstrated
that stable aggregates are produced; these aggregates are composed by a few minority
particles placed in the inner region and are highly covered by the majority ones on
the surface, thus providing a stabilization against further growth; on the contrary,
for suspensions with a composition smaller than this critical concentration, they
argue that such stable aggregates are never formed and the aggregation proceeds
indefinitely. In similar conditions, AlSunaidi et al. (2000), performing Brownian
diffusion simulations, observed the same behavior but they found a slightly lower
value for this critical concentration; however, this may be due to the geometric
constraints imposed by the on-lattice approach used.

All these previous works were focused on perikinetic aggregation. In a stirred
suspension, due to the different aggregation dynamics and to the restructuring
phenomena, such size stabilization may not occur or however the value of such a
critical concentration may be different. For this reason, the developed MC-DEM
method was employed to study the shear-aggregation of suspensions characterized by
the coexistence of cationic and anionic colloidal particles in different relative amount,
in order to ascertain if size stabilization should be expected.

8.1 Aggregation efficiency

The aim of this chapter is to study the aggregation occurring in suspensions in which
particles with +40 mV and −40 mV surface potentials are dispersed in various relative
amounts. However, before discussing on the population aggregation dynamics, it
is useful to investigate how primary particles aggregate depending on their surface
potentials; the complex interplay between hydrodynamic and colloidal interactions
determines in fact the aggregation efficiency of colloidal particles, which, especially
when starting from monomeric conditions, has serious implications on the early stage
of the aggregation phenomenon.
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Figure 8.2: a) Aggregation cross sections for a pair of like particles with surface potential
ranging from 0mV to 3.5mV. b) Aggregation efficiency as a function of the surface potentials
of the particles. c) Aggregation cross sections for a pair of unlike particles with opposite
surface potentials.

In Fig. 8.1 the total interaction potential is plotted for the case of like and unlike
particles, normalized with the convective energy provided by the shear flow field. As
apparent, for like particles (Fig. 8.1a) a rather high energy barrier appears at small
separation distance, opposing aggregation. However, the height of this barrier depends
on the surface potential of the particles. On the contrary, for unlike particles, such
an energy barrier does not exist and a purely attractive and long-ranged interaction
holds.

In order to evaluate the joint effect of hydrodynamic and colloidal interactions, in
particular when varying the surface potential of the particles, the grid-based technique,
already used in Chapter 6, was employed with some slight modifications: given a
pair of primary particles α, β with a common radius a equal to 500 nm and a shear
flow field u∞ = γ̇yez with γ̇ = 10 s−1, a 25×25 evenly spaced quadrilateral mesh was
generated in a plane z = −10 · a within the quadrant y > 0, x > 0. The size of each
side of the mesh was set equal to ε(a+ a), with ε = 1.2. At the beginning of each
DEM simulation the center of mass of the primary particle β was placed on a node of
the mesh, whereas particle α was placed in the origin of the reference system. From
this initial configuration the DEM was used to track the motion of both particles and
to verify the occurrence of aggregation. Different values of the surface potential were
considered; the obtained aggregation cross sections for the case of like and unlike
particles are depicted in Figs. 8.2a and c, respectively. In both cases |Ψα| = |Ψβ|.
For the aggregation of like particles, since the expression of Eq. (3.72) is symmetric
with respect to the sign of the surface potential, only the case in which particles bear
a positive surface charge was considered.

With regard to the aggregation of like particles (Fig. 8.2a), as apparent, the shape
and the size of the collision cross sections are strongly dependent on the value of the
common particle surface potential. When Ψ = 0 mV, a net short-ranged Van der
Waals attraction holds, but the aggregation cross section extension is smaller than
the one hypothesized by Smoluchowski (solid curve in the plot). This is mainly due
to the hydrodynamic interactions between the particles which prevent them to get at
a distance where the intensity of the Van der Waals attraction is significant. However,
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similarly to the Smoluchowski cross section, the obtained one exhibit a symmetric
circular shape.

When particles present a common surface potential Ψ > 0 mV the cross sections
become smaller in size and lose their symmetrical shape. This behaviour has to
be related to an interplay between colloidal and lubrication interactions and to the
different range of action of electrical double layer and Van der Waals interactions,
with the latter being significantly more short-ranged; for the small values of Ψ used
herein, the total interaction is of an attractive nature at very short distances only and
slightly repulsive at larger distances. To have a better insight, it is useful to focus,
for instance, on the cross section obtained for a common surface potential Ψ = 2mV.
In this case it can be seen that for sufficiently large initial x coordinate, the dimer
formation probability changes according to the value of the initial y-coordinate of
particle β. For low values of the initial y-coordinate, the relative approaching velocity
between the particles is small and, as a consequence, the convective energy is not
able to overcome the resistance to contact arising from both lubrication and electrical
double layer repulsion. As the initial y-coordinate is increased, particles approach
each other faster and the convective energy succeeds in bringing the particles up to a
distance in which attraction become important, prevailing over both lubrication and
repulsive electrical double layer interactions and thus leading to the aggregation of
the particles. For even larger y-coordinate, the offset of the initial particle coordinates
is large and particles do not aggregate anymore. These arguments still hold when
increasing the particle surface potentials; however, for larger Ψ the aggregation cross
sections become significantly smaller as a consequence of the increased intensity of
the repulsive interaction and eventually aggregation no longer occur for common
surface potential Ψ > 4mV.

On the contrary, when particles bear opposite surface charges the extension of
the aggregation cross section grows as the difference between their surface potential
increases (Fig. 8.2c). This behaviour can be easily explained considering that more
intense and more long-ranged attraction forces act on the particles when increasing
|Ψ|.

The values of aggregation efficiencies were calculated by computing the ratio
between the flow rate of particles crossing the obtained collision section S with
the flow rate crossing the collision section assumed by the model of Smoluchowski,
circumscribed by a solid curve in Figs. 8.2a,c. Therefore, for a pair of primary particles
α,β the aggregation efficiency ααβ reads as:

ααβ =

∫
S γ̇ydS∫

SSmol
γ̇ydS

(8.1)

Figure 8.2b reports the values of aggregation efficiencies computed according to
Eq. (8.1). As noticeable, for the case of like particles the aggregation efficiency goes
rapidly to zero as the surface potentials increase over 4mV. As already stated, this
behaviour is the consequence of the joint action of lubrication resistance and electrical
double layer repulsion, which both act preventing particles to aggregate. Conversely,
for unlike particles, the aggregation efficiency shows a monotonic increasing trend
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Table 8.1: Physical properties of the simulated suspensions

Parameter Symbol Value
Volume fraction of solid φ 10−4

Hamaker constant AH 0.97 · 10−20 J
Particle surface potential Ψ ± 40 mV
Reciprocal Debye length κ 108 m−1

Vacuum permittivity ε0 8.854 · 10−12 F m−1

Water relative permittivity εr 80.1
Minimum approach distance z0 0.165 nm
Monomer radius a 500 nm
Medium viscosity µ 10−3 Pa s
Medium density ρl 1000 kg m−3

Particle density ρp 1000 kg m−3

Shear rate γ̇ 10 s−1

Population composition xA 0.50–0.85

as the difference between the surface potentials of the particle grows and assumes
values slightly larger than 1 for Ψ = ±40mV.

Despite the coarseness of the grid used, on the basis of the computed aggregation
efficiencies, it is possible to reasonably conclude that, with the adopted set of
parameters, for mixed populations of cationic and anionic particles with absolute
surface potentials larger than 4mV only heteroaggregation events can occur.

8.2 Population dynamics

8.3 Setup of the simulations

In order to study the population dynamics, different simulations were performed
starting from a monodisperse population of polystyrene colloidal particles with radius
a=500 nm; particles bearing opposite surface charges with low surfaces potential
(Ψ = ± 40 mV) and surrounded by a thin electrical double layer were considered; a
dimensionless Debye screening parameter κa=50, with κ being the reciprocal of the
Debye length, was adopted. No tangential interactions were included. A relatively
mild shear rate was assumed to act on the suspension (γ̇=10 s−1). The relevant
parameters of the simulations are listed in Table 8.1.

The only parameter which was varied in the simulations is the initial population
composition; denoting with A and B the cationic and anionic primary particle,
respectively, it is possible to define the composition xA as:

xA =
nA,0

nA,0 + nB,0
(8.2)

where nA,0 and nB,0 indicate the initial number concentration of primary particle A
and B dispersed in the suspension. Because of the symmetry of the system, in which

125



Chapter 8. Heteroaggregation of oppositely charged particles

0 1 2 3 4 5 6 7

Dimensionless time γ̇t ×103
0.0

0.2

0.4

0.6

0.8

1.0
M
o
no
m
er

A
co
nc
en
tr
at
io
n

n
A

n
A
,0

xA = 0.50

xA = 0.75

xA = 0.80

xA = 0.85

0.00 0.25 0.50 0.75 1.00
Composition xA

0.0

0.5

1.0

d
n
A

d
t
| t→

0
,

µm
−
3
s−

1

×10−7

xA = 0.50

xA = 0.75

xA = 0.80

xA = 0.85

Figure 8.3: Temporal trend of the monomer A numeric concentration for the 4 suspensions
analyzed. The symbols represent the simulation data as obtained averaging over 5 different
realizations of the MC-DEM method. In the inset the initial dimer formation rates are
plotted as a function of the initial composition xA; only simulations with xA ≥ 0.5 were
actually performed.

particles present the same absolute surface potentials, only suspensions in which
xA ≥ 0.5 were simulated. Therefore in the following A and B particles will also be
referred to as majority and minority particles, respectively.

It is worth to point out that the simulations are limited to the investigation of
the initial stage of the process, when only aggregation events take place; therefore,
aggregates never reached dimension large enough to be vulnerable to breakage.

Early stage kinetics

The early stage kinetics of an aggregation process carried out starting from a popu-
lation of isolated particles is determined almost exclusively by monomer-monomer
aggregation; as demonstrated in the previous section, with the adopted set of param-
eters only heteroaggregation events involving oppositely charged particles can occur;
therefore, the rate of disappearance of monomer A, and equivalently of monomer B,
can be described as:

dnA
dt

|t→0 = −kanA,0nB,0 = −kan2tot,0xA (1− xA) (8.3)

where ka represents the monomer aggregation rate, or equivalently the dimer formation
rate, given by the product of the Smoluchowski encounter rate with the aggregation
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efficiency αAB computed by the grid-based technique, and where ntot,0 is the initial
total number concentration including both monomer A and monomer B.

In the plot of Fig. 8.3 the simulation data nA/nA,0, obtained averaging the results
over 5 different realizations of the MC-DEM method are reported; the straight lines
were obtained with a least square fitting of the first 8 data points (corresponding
to the first 80 encounters). As apparent, regardless of the value of xA, initially the
monomer A concentration follows fairly well a linearly decreasing trend. Deviations
from the fitting lines appear only for larger times; this is mainly due to the fact that
as soon as dimers, trimers and other larger clusters are produced, monomer-monomer
encounters are no longer dominating the aggregation process; clusters, because of their
larger cross section compared to the one of monomers, are more likely to be involved
in aggregation events, thus lowering the rate of primary particle disappearance.

The values of the slopes of the straight lines are plotted in the inset of Fig. 8.3
as a function of the composition xA together with Eq. (8.3). As can be noticed, the
computed values follow remarkably well the parabolic function of xA of Eq. (8.3),
with the larger dimer formation rate observed in the symmetric system (xA = 0.50).
This can be easily explained considering that, when anionic and cationic particle
are present in the suspension in the same amount, the probability for any pair of
unlike particles to encounter each other in the suspension is maximum, but it sharply
decreases as the suspension is enriched in one of the two classes of particles. This
behaviour confirms what predicted by the HHF theory by Hogg et al. (1966) and what
observed by López-López et al. (2005) performing off-lattice Brownian Dynamics
simulations.

Late stage kinetics

During the early stage only aggregation events between monomers take place. This
allowed us to compute a dimer formation rate constant by monitoring the temporal
trend of the monomer concentration. On the contrary, in the subsequent stages of the
process, a set of different encounters can occur, including both monomer-cluster and
cluster-cluster. Similarly to the case of primary particles, such encounters between
clusters do not necessarily result into an aggregation; the aggregation efficiency is
strongly dependent upon the cluster morphology and surface composition, which may
prevent or favour the aggregation. If the closest pairs of primary particles composing
the two approaching clusters have an opposite surface potential, an aggregation event
is the most likely to occur. On the contrary, if the aggregates approach each other
with equally charged particles, once in close proximity, they may repel each other,
significantly deviating their trajectories.

To better understand how these phenomena affect the aggregation dynamics, it
is useful to analyse the growth behaviour of the suspensions. Figure 8.4 reports
the temporal evolution of the cluster average size expressed in terms of number of
constituent primary particles ⟨P ⟩ for the 4 different initial compositions xA. All
curves start from ⟨P ⟩ = 1, corresponding to a mono-disperse population of primary
particles, but soon their behaviours start to differ significantly: as discussed in the
previous section, the initial growth rate is strongly related to the composition of
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Figure 8.4: Temporal trend of the average size of the suspended clusters expressed in terms
of number of primary particles per aggregate.

the population: it is faster for the symmetric system (xA = 0.50) i.e., the system
composed by an equal amount of cationic and anionic particles, and sharply slows
down as the the suspension is enriched in one of the two classes of particles. This
phenomenon is still clearly visible in the plot of Fig. 8.4. However, for longer times a
qualitatively different behaviour emerges: for xA = 0.50 the growth rate of the cluster
average size increases throughout the aggregation process and the suspension reaches
large values of ⟨P ⟩ in a relatively short time. This behaviour can be explained as the
result of the distinct phenomena: firstly, during the initial stages only one half of the
monomer-monomer encounter can lead to a dimer formation. At a later stage larger
clusters, composed by a comparable amount of anionic and cationic primary particles,
appear in this suspension. Therefore, during a binary encounter, even if clusters
approach each other with a pair of like particles, the repulsive interaction may deviate
their relative trajectories and a contact can still occur involving a different pair of
primary particles. Secondly, the increased average cross section of the suspended
clusters determines a speed-up of the growth process, with aggregation events that
take place with an increased frequency.

Looking at the curve relative to the suspension with initial composition xA = 0.75,
this self-accelerated growth dynamics is absent; as it will be addressed in the next
section, in this suspension the clusters present a surface composition rather similar
to the initial composition xA; for this reason, the probability for two unlike particles
composing the approaching clusters to touch each other is smaller compared to the
symmetric system, thus the cluster-cluster aggregation efficiency reduces substantially.
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Figure 8.5: PSDs for the suspensions xA = 0.85 (left plot) and xA = 0.80 (right plot). Please
note the different scales on the left and right y-axis.

This reduction is able to partially neutralize the speed-up we would expect as a result
of the increased average cluster cross section, thus finally determining an almost
linearly increasing average dimension ⟨P ⟩. A rather similar picture emerges from the
suspension with composition xA = 0.80.

The growth behaviour of the suspension xA = 0.85 is substantially different: the
cluster growth rate progressively slows down and for large times a plateau value of ⟨P ⟩
is attained, meaning that the clusters stopped aggregating; a size stabilization takes
place in this suspension. These different trends suggest, as already pointed out by
AlSunaidi et al. (2000) and López-López et al. (2005) that a critical initial composition
xA,c should exist, discriminating between the unlimited growth behavior and the size
stabilization phenomenon. Based on the growth kinetics we can reasonably state that
this concentration should fall in the range 0.80–0.85.

However, it is important to bear in mind that the ⟨P ⟩ values are highly sensitive
to the cluster size distribution; the average cluster size in all the systems analysed is
in fact strongly affected by the presence of a significant amount of isolated monomers
which, in the particular case of the xA = 0.85 suspension, represents about the 90%
of the total number of suspended particles even for large times. To better clarify this
aspect, Fig. 8.5 reports the variation in time of the concentration of the two classes
of monomers and the one of large and small clusters, discriminated on the basis of
the number of constituent monomers; clusters composed by P ≥ 10 monomers are
regarded as large ones, clusters with 2 ≤ P < 10 are considered small. Focusing on
the plot relative to the suspension xA = 0.85 (left plot in Fig. 8.5), it is possible to
divide the aggregation dynamics in 4 subsequent steps:

I) the aggregation is dominated by monomer-monomer aggregation between unlike
particles. As discussed in the previous section, this stage has a rather short
duration;

II) dimers and other small clusters appear in the suspension acting as growth seeds;
they aggregate with themselves and with the monomers of both classes, that
are still present in a significant amount in the suspension. The end of this phase
coincides approximately with the peak in the small cluster concentration.
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Figure 8.6: Representation of a sample of clusters from the population xA = 0.50 (top) and
xA = 0.85 (bottom) with some of the parameters used for their characterization: P is the
number of constituent primary particles, ⟨nc⟩ is the minority particle average coordination
number and ϕA, a measure of the surface composition.

III) minority particles B are totally consumed, but a significant amount of ma-
jority monomers A is still present. The aggregation is now dominated by
monomer A-cluster and cluster-cluster aggregation. During this phase clusters
are progressively covered by majority monomers.

IV) all superficial binding sites of the growing clusters are now saturated; clusters
become stable, being fully covered by majority particles, and aggregation stops.
The particle size distribution no longer changes in time and an equilibrium
state sets in the suspension.

In the suspension xA = 0.80 (right plot in Fig. 8.5) the initial behaviour is rather
similar but the size stabilization effect does not take place; the concentration of small
and large clusters keep reducing in time without reaching a constant value. This
different trend suggests that no size stabilization will be reached even for large times.

Finally it is worth to point out that the growth of clusters will be in any case
limited by breakage phenomena. Once clusters attain large enough size, they become
more vulnerable to breakage events as a consequence of the viscous stress exerted by
the flow field. Therefore, in all the suspensions in which a size stabilization effect
did not occur, a plateau value of ⟨P ⟩ is expected to be reached at a later stage, as a
consequence of an equilibrium between aggregation and breakage phenomena.

8.4 Cluster characterization

The long-time behaviour of the suspensions can be better understood after characteriz-
ing the cluster structures produced upon aggregation. The aim of this characterization
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Figure 8.7: Average surface coverage of the populations of clusters as a function of time.
Monomers were excluded from the calculation.

is to investigate how monomers organize in clusters depending on the composition xA
of the population. In order to gain a deeper insight into the cluster morphology, the
clusters produced in all the 4 different suspensions were characterized by analysing:

• the cluster surface composition,

• the average coordination number,

• the average three-particle angle.

Figure 8.6 shows a small sample of clusters together with some of the quantities used
for the characterization.

Surface composition

The size stabilization effect has to be related to the surface composition of the clusters
produced upon aggregation. In order to quantitatively estimate it, a simple Monte
Carlo mapping technique was developed: averaging over 100 randomly chosen different
orientations, the surface composition of the 2D projection of the clusters was evaluated
by fictitiously hitting the clusters with 105 darts whose coordinates were randomly
sampled according to a uniform probability distribution spanning from −R to +R,
with R being the radius of the smaller circumference encompassing the 2D projection
of the cluster. The surface composition ϕA was finally computed by calculating the
ratio between the number of darts that hit the monomer A with the total number of
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darts that hit the cluster projected area. The so obtained berry-like representations of
the clusters are reported in Fig. 8.6. Figure 8.7 reports the average surface coverage
of the 4 analysed populations as a function of time. Monomers were excluded from
the calculation and the computation was started after the first 100 encounters, when,
excluding monomers, the population is mostly composed by dimers and to a lesser
extent by trimers and other small clusters. Due to the prevailing presence of dimers,
all populations have an initial ⟨ϕA⟩ equal approximately to 0.5. However, after a
short time the surface composition start to differ significantly among the various
populations. As predictable, in the symmetric system, ⟨ϕA⟩ keeps oscillating around
0.50 throughout the aggregation; on the contrary, the other systems show a different
behaviour with a rapidly increasing surface coverage. The rate of this increase has a
weak dependence on the composition xA, but the most striking difference between the
three systems emerges for large times, when an asymptotic value of ⟨ϕA⟩ is attained:
the suspensions xA = 0.75 and xA = 0.80 reach an asymptotic value which equals the
composition xA, whereas for the suspension xA = 0.85 the average surface coverage
exceeds 0.85. This result combined with the observations inferred from Fig. 8.5a
demonstrates that the size stabilization effect taking place in this suspension is the
result of a significant coverage of the outer surface of the clusters by majority particles.

Finally, it should be mentioned that the approach we adopted to evaluate ϕA, even
if it allowed us to get an accurate mapping of the surface of the clusters, it fails in
taking into account the hindrance effects: as can be appreciated from the comparison
between the 3D and the berry-like representations of the clusters structure depicted
in the bottom part of Fig. 8.6, minority particles, even when placed in the most inner
region of the aggregate and completely saturated by the bonded majority ones, are
still detected by the Monte Carlo procedure, thus lowering the computed value of ϕA.
However, despite this inconvenience, based on the equilibrium state observed in the
PSDs (Fig. 8.5a), all the clusters reported in the bottom part of Fig. 8.6 should be
regarded as stable ones.

Local structure

It is well known that the most compact packing of spheres can be obtained in face-
centered cubic (FCC) and hexagonal close-packed (HCP) arrangements in which the
coordination number equals 12. If primary particles packed according to any of these
two arrangements, we would expect to have all particles being included in clusters if
the suspension is composed by a mixture of A and B monomers in a ratio larger or
equal to 1:12, so that each particle B can be in contact with at least one particle A.
This case corresponds to xA ≤ 1− 1/13 = 0.923. Such a value could be regarded as
a critical concentration discriminating between the unlimited growth and the size
stabilization behaviour in the case of FCC or HCP arrangements. Therefore, one
may think to estimate the critical concentration xA,c by looking at the coordination
number nc of the minority primary particles of the produced clusters. Unfortunately,
this quantity emerged to vary in a quite broad range, spanning from 2 to 8 in all the
suspensions analysed. Based on the upper limit value we can only conclude that the
critical concentration is xA,c ≤ 1 − 1/(8 + 1) ≈ 0.89; however, this value does not
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Figure 8.8: a) Average coordination number of minority particles as a function of the cluster
size P . The plot reports the data relative to the populations sampled regularly at a frequency
of 100 encounters. b) Mean three particle angle as a function of the cluster size. Error bars
represent the standard deviation of the data.

help to restrict the range 0.80–0.85 inferred from the analysis of the growth kinetics
presented in the previous sections.

A deeper understanding of the cluster morphology can be anyway gained by
looking at the average coordination ⟨nc⟩; this quantity was computed averaging over
the values of the single coordination number of each minority particle. Figure 8.8
reports ⟨nc⟩ as a function of the cluster size. It emerges that ⟨nc⟩ shows a strong
dependence on xA. Focusing on the two limiting cases, it is noticeable that the
average coordination number for the suspension xA = 0.85 is systematically larger
than the one relative to the suspension xA = 0.50. This means that the packing of
the clusters of these two populations are characterized by two distinct patterns. In
the system xA = 0.85, most of the minority particles are placed in the inner part of
the cluster and are fully covered by a large number of majority ones. Conversely,
in the symmetric system, as it would be expected, there is a regular alternation
of minority and majority particles throughout the structure. The lower average
coordination number implies that a significant fraction of minority particles is placed
on the surface of the clusters, exposed to the dispersing medium and thus not fully
saturated. Finally, from the high values of coordination number it is also inferable
that significant restructuring effects take place after a contact establishes between a
pair of unlike particles of two clusters. The monomers of the connected aggregates
in fact rearrange their position in response to the shear stress, thus leading to the
creation of several new bonds. In the absence of restructuring, as already observed in
previous chapters, isostatic aggregates are formed, which have a coordination number
close to 2.

Another useful characterization of the local cluster structure is given by the
average three particle angle ⟨θ⟩. To compute ⟨θ⟩ all the existing groups of three
connected primary particles formed by a minority particle (B) connected to two
majority ones (A) were identified and characterized by the angle θABA′ formed by
the two straight lines passing through the center of the intermediate particle B and
through the centers of the other two particles A; finally the angle θABA′ was computed
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as:
θABA′ = 2arcsin

(rAA′

4a

)
(8.4)

where rAA′ represents the center-to-center distance between the two majority particles.
This angle can vary between 60° and 180°, corresponding to an equilateral triangle
and a linear chain, respectively. However, the first arrangement is hindered by the
repulsive interaction between like particles A.

Figure 8.8b reports the average three-particle angle as a function of the cluster
size. For the sake of clarity, only the data relative to the limiting cases are reported.
As noticeable the average three-particle angles of the population xA = 0.85 are
systematically larger than the one relative to the population xA = 0.50. This implies
that when one kind of particle is present in the system in large excess the generated
clusters present a quite more open structure; this is due to the large number of
majority particles which arrange in such a way to avoid contact and minimize the
mutual repulsion, thus conferring to clusters relatively large value of ⟨θ⟩. On the
contrary, in the symmetric system, as a consequence of the regular alternation between
the two kind of monomers, the clusters are able to attain a more closely packed
arrangement.

Furthermore it is possible to notice that small clusters present a large scatter of
the data, meaning that in shear flow they experience a broad range of arrangement,
ranging from linear chains to more compact structure. Conversely, as the size and the
coordination number of each primary particle increase, clusters show a more recurrent
pattern and the average three-particle angle relaxes to a plateau value.

8.5 Conclusion

In this chapter, the shear-induced heteroaggregation of oppositely charged particles
was investigated. Simulations were performed to ascertain the effect of the relative
concentration on both kinetics and cluster structure.

Similarly to what observed in perikinetic aggregation studies, the composition of
the population has profound implications on both aggregation dynamics and cluster
structures. Starting from monomeric conditions, the early stage kinetics appeared to
be strongly affected by the relative amount of cationic and anionic particles: when
they are present in an equal amount, the aggregation proceeds fast and a significant
amount of dimers and other small clusters is promptly produced. On the contrary,
when the suspension is enriched in one of the two class of particles, the rate of dimer
formation is substantially reduced. A simple reaction model was proposed and showed
to properly fit the simulation data.

Similarly, the late stage kinetics appeared to be strongly affected by the population
composition. In the symmetric system the growth dynamics was seen to show a
self-accelerating behaviour, with clusters that soon reached quite large sizes. In the
system in which the initial population was formed by 85% of one kind of particles,
the aggregation rate gradually reduced with time and, for sufficiently large times,
a size stabilization took place; stable aggregates appeared in the suspension; such
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aggregates were seen to be formed by a core, in which particles of the two classes
were both present and by an external shell fully covered by majority particles, thus
providing a shielding effect against further aggregation.

Finally, the cluster structures were characterized on the basis of their surface
composition. Based on this characterization, it is possible to conclude that size
stabilization effect are expected to take place in the suspension when the population
is composed by a relative amount of one kind of particles in the range 80%–85%.

References

AlSunaidi, A., Lach-Hab, M., González, A. E., Blaisten-Barojas, E. 2000. “Cluster-
cluster aggregation in binary mixtures”. Physical Review E 61. 550.

Biggs, S., Habgood, M., Jameson, G. J., Yan, D. 2000. “Aggregate structures formed
via a bridging flocculation mechanism”. Chemical Engineering Journal 80. 13–22.

Hogg, R., Healy, T. W., Fuerstenau, D. 1966. “Mutual coagulation of colloidal disper-
sions”. Transactions of the Faraday Society 62. 1638–1651.

Jiang, J., Oberdörster, G., Biswas, P. 2009. “Characterization of size, surface charge,
and agglomeration state of nanoparticle dispersions for toxicological studies”. Journal
of Nanoparticle Research 11. 77–89.

Kim, A. Y., Berg, J. C. 2000. “Fractal heteroaggregation of oppositely charged colloids”.
Journal of colloid and interface Science 229. 607–614.

Kim, A. Y., Hauch, K. D., Berg, J. C., Martin, J. E., Anderson, R. A. 2003. “Linear
chains and chain-like fractals from electrostatic heteroaggregation”. Journal of Colloid
and Interface Science 260. 149–159.

Liu, W., Sun, W., Borthwick, A. G., Ni, J. 2013. “Comparison on aggregation and
sedimentation of titanium dioxide, titanate nanotubes and titanate nanotubes-TiO 2:
Influence of pH, ionic strength and natural organic matter”. Colloids and Surfaces A:
Physicochemical and Engineering Aspects 434. 319–328.

López-López, J. M., Moncho-Jordá, A., Schmitt, A., Hidalgo-Álvarez, R. 2005. “For-
mation and structure of stable aggregates in binary diffusion-limited cluster-cluster
aggregation processes”. Physical Review E 72. 031401.

Yates, P. D., Franks, G. V., Jameson, G. J. 2008. “Orthokinetic heteroaggregation
with nanoparticles: effect of particle size ratio on aggregate properties”. Colloids and
Surfaces A: Physicochemical and Engineering Aspects 326. 83–91.

Zhou, Y., Franks, G. V. 2006. “Flocculation mechanism induced by cationic polymers
investigated by light scattering”. Langmuir 22. 6775–6786.

135





Chapter 9

Conclusions

This thesis was devoted to the development of a novel method to study dynamically
the shear-induced aggregation of dilute colloidal suspensions. The method couples
the mean-field approach typical of Population Balance Equation (PBE) with the
accurate predictions obtainable by Discrete Element Method (DEM) simulations: the
Population Balance governing the suspension dynamics is solved stochastically by
an event-driven, rejection-free Monte Carlo (MC) algorithm; the only event taken
into account by the MC algorithm is the near-encounter between pair of suspended
particles, whose frequency is modelled according to the Smoluchowsky two-body
kinetics. However, this information is used to model solely the frequency of near-
encounters, with the actual outcome of each encounter being ascertained a posteriori
resorting to accurate DEM simulations. The DEM is built into the framework of
Stokesian Dynamics and coupled with proper models for inter-particle interactions;
as such, it is able to model accurately the hydrodynamics (both the far and near field
parts) as well as the colloidal interactions between particles.

By such a combination it was possible to thoroughly follow the suspension
dynamics, taking into account all the relevant phenomena occurring in the suspension,
namely aggregation, restructuring and breakage of the clusters, whose modelling
in the PBE framework is hampered by the lack of proper analytical expressions.
Furthermore, in contrast to a pure PBE approach, where cluster properties are
described by a certain number of internal properties, DEM simulations provide a full
characterization of the cluster morphology where the position of each constituent
monomer is explicitly considered. To the best of our knowledge, such a combination
has never been used before. Finally, it is worth to mention that the combined MC-
DEM has a limited computational cost compared to a pure DEM simulation of a
colloidal system, in that the DEM simulations are performed to track the motion of
just two aggregates at a time.

The capabilities of the MC-DEM method were exploited to investigate diverse
aspects related to colloid aggregation. The first investigation focused on the effect of
tangential interactions on the aggregation behaviour: traditionally, colloidal interac-
tions between particles are modelled according to the DLVO theory and introduced
in DEM simulations as central forces i.e, forces acting along the line connecting
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their centers; as such, these forces confer to bonded particles a resistance solely to
compressive and tensile stresses. However, an increasing attention is lately paid to
the modelling of tangential interactions i.e., interactions which upon contact provide
the connected particles with the capability of withstanding also bending and twisting
torques. Thus, the MC-DEM method was applied to investigate the effect of these
latter interactions on the aggregation behaviour. Results showed that substantial
differences in the cluster morphology appear when introducing tangential interactions
at contact: when counting for such interactions, primary particles aggregate forming
rigid and porous cluster, characterized by low values of the coordination number
and showing a wide variety of structures, ranging from spherical to more elongated
ones. In the absence of tangential interaction, instead, particles are free to slide and
roll over each other upon contact, leading to the formation of compact and highly
connected clusters, with an overall shape characterized by a more spherical symmetry.

The MC-DEM simulations revealed that the growth kinetics is strongly affected
by the morphology of the clusters. In order to evaluate this aspect on a more
systematic basis, the DEM was combined with a grid-based technique to evaluate
aggregation efficiencies and aggregation cross sections. First the case of monomer-
monomer aggregation was analysed, leading to a good agreement with results reported
in previous works. Afterwards, the cases of monomer-cluster and cluster-cluster
aggregation were addressed: for monomer-cluster aggregation, large size disproportion
appeared to strongly reduce aggregation efficiencies. Large aggregates were seen
able to substantially disturb the flow field and, as a consequence, to significantly
deflect the primary particle trajectory, thus preventing aggregation. In cluster-cluster
aggregation, the aspect ratio turned up to be the main factor affecting aggregation
efficiencies. Large aspect ratio has been linked, in fact, to a significant reduction
of the time-averaged collision cross section of the aggregates, and consequently to a
reduction of aggregation efficiency. However, this investigation leaves ample room
for further activity: additional simulations may be performed to extend the library
of clusters, in particular to analyse the effect of increasing size on the aggregation
efficiency.

The MC-DEM was proven to be also able to capture the typical dynamical
aggregation-breakage equilibrium that sets in stirred colloidal suspensions. This was
made apparent by analysing the temporal trend of the particle average size and
particle size distribution. Regardless of the applied viscous stress, the suspensions
showed an initial aggregation-dominated phase, during which particles grew in size as
a consequence of the aggregation phenomena. However, this growth did not proceed
indefinitely, but it was, at a later stage, dampened by the occurrence of breakup
phenomena. Breakup phenomena emerged to occur by two different mechanisms: the
first consists in the instantaneous breakup of the clusters that grew over a certain
critical dimension; the second, less frequent breakup mechanism occurred instead
as a consequence of the hydrodynamic interaction between approaching aggregates,
which, mutually disturbing each other, introduce flow heterogeneities in the imposed
flow field.

Finally, the shear-induced aggregation of oppositely charged particles was studied.
For the adopted values of surface potential and ionic strength, simulations showed
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that only heteroaggregation events i.e, events involving oppositely charged particles,
can occur. Under such conditions, the composition of the population emerged to
have profound implications on both aggregation dynamics and cluster structures,
which were shown to be intimately related to each other. When the population is
composed by a relative amount of one kind of particles in the range 80%–85% a size
stabilization was seen to take place; stable aggregates with a core-shell structure were
produced. These aggregates were composed by a few minority particles placed in
the inner region and were highly covered by the majority ones on the surface, thus
providing a shielding effect against further growth. On the contrary, for suspensions
with a composition smaller than this critical concentration, such stable aggregates
did not appear and the aggregation proceeded indefinitely, although a dependence of
the growth behaviour on the initial composition was observed.

In conclusion, the developed MC-DEM was proven to be a flexible and reliable
tool for the study of the behaviour of dilute colloidal suspensions. However, the rather
high computational cost of DEM simulations suggests to exploit the capabilities of
the overall method to infer additional information about morphology of clusters,
aggregation and breakup dynamics in order to fine-tune more economical techniques,
such as pure PBE or MC algorithms.
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Appendix A

Computation of the far-field
mobility matrix





uα − u∞(xα)
uβ − u∞(xβ)

...
ωα − ω∞(xα)
ωβ − ω∞(xβ)

...
−e∞

−e∞





= −




aαα aαβ . . . b̃αα b̃αβ . . . g̃αα g̃αβ

aβα aββ . . . b̃βα b̃ββ . . . g̃βα g̃ββ

...
...

...
...

...
...

...
...

bαα bαβ . . . cαα cαβ . . . h̃αα h̃αβ

bβα bββ . . . cβα cββ . . . h̃βα h̃ββ

...
...

...
...

...
...

...
...

gαα gαβ . . . hαα hαβ . . . mαα mαβ

gβα gββ . . . hβα hββ . . . mβα mββ








Fα

Fβ
...

Tα

Tβ
...
sα
sβ
...





(A.1)
Indicating by ni the generic component of the unit vector nαβ = (xβ −xα)/|xβ −xα|
and using 6πηa to make dimensionless the elements of the submatrices a and b and
6πηa3 for the remaining submatrices, the elements of the far-field mobility matrix
M∞ are given by (Durlofsky et al., 1987):





aαβij = xaαβninj + yaαβ(δij − nij)

bαβij = ybαβϵijknk

cαβij = xcαβninj + ycαβ(δij − ninj)

gαβijk = xgαβ(ninj −
1
3δij)nk + ygαβ(niδjk + njδik − 2ninjnk)

hαβijk = yhαβ(niϵjklnl + njϵiklnl)

mαβ
ijkl =

3
2x

m
αβ(ninj − 1

3δij)(nknl −
1
3δkl)

+ 1
2y

m
αβ(niδjlnk + njδilnk + niδjknl + njδiknl − 4ninjnknl)

+ 1
2z

m
αβ(δijδjl + δjkδil − δijδkl + ninjδkl + δijnknl

+ ninjnknl − niδjlnk − njδilnk − niδjknl − njδiknl

(A.2)
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with 



xa11 = xa22 = 1, xa12 = xa21 =
3
2r

−1 − r−3,

ya11 = ya22 = 1, ya12 = ya21 =
3
4r

−1 + 1
2r

−3,

yb11 = −yb22 = 0, yb12 = −yb21 = −3
4r

−2,

xc11 = xc22 =
3
4 , xc12 = xc21 = −3

4r
−3,

yc11 = yc22 =
3
4 , yc12 = yc21 = −3

8r
−3,

xg11 = −xg22 = 0, xg12 = −xg21 = 9
4r

−2 − 18
5 r

−4,

yg11 = −yg22 = 0, yg12 = −yg21 = 6
5r

−4,

yh11 = yh22 = 0, yh12 = yh21 = −9
8r

−3,

xm11 = xm22 =
9
10 , xm12 = xm21 = −9

2r
−3 + 54

5 r
−5,

ym11 = ym22 =
9
10 , ym12 = ym21 =

9
4r

−3 + 36
5 r

−5,

zm11 = zm22 =
9
10 , zm12 = zm21 =

9
5r

−5

(A.3)

with r = |xβ − xα| being the center-to-center distance between two particles.
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Appendix B

Estimation of the parameters for
the spring-like model

Four parameters are needed to tune the spring-like model by Becker, Briesen (2008),
namely the tangential spring stiffness kζ , the torsional spring stiffness kϑ, the tan-
gential maximum elongation ζmax and the maximum torsion angle ϑmax. The deter-
mination of kζ can be achieved by comparing the mechanical response of a linear
chain of contacting particles to the one exhibited by a thin elastic rod with a circular
section πb20, with b0 being the zero-load contact radius of a pair of colloidal particles,
as estimated by the JKR theory. Let us imagine to test a thin rod of length L with a
three point bending flexural test; the chain is initially aligned with the x direction
and the force acts along the y direction. The expected shape is then given by:

y (x) = − F

EI

(
Lx2

4
−
∣∣x3
∣∣

6

)
(B.1)

where EI is the flexural rigidity, given by the product of the Young modulus E with
the area moment of inertia I.
It is possible to relate the applied force F to the vertical displacement δ as:

δ = |y(0)− y(L/2)| =
∣∣∣∣0−

−F
EI

(
LL2/4

4
− L3/8

6

)∣∣∣∣ =
F

EI

L3

24
(B.2)

where a proportionality constant krod between δ and F can be identified as:

krod =
24EI

L3
with I =

π

4
b40 (B.3)

However, colloidal aggregates present a more complex structure, generally character-
ized by branches and internal loops. Therefore a parameter defining the single bond
rigidity is needed. Pantina, Furst (2005) used the the single bond rigidity k0 and
related it to the whole aggregate rigidity kaggr as:

kaggr = k0 (a/L)
3 (B.4)
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where a is the particle radius and L is a characteristic length scale of the aggregate.
Equating Eq. (B.3) with Eq. (B.4) the single bond rigidity finally reads as:

k0 =
6πb40E

a3
(B.5)

Therefore, in order to estimate the tangential rigidity of the single bond it suffices
to compare Eq. (B.1) with the shape attained by a linear chain of particles when
adopting the model by Becker, Briesen (2008), that reads as:

yα = − F

8a3kζ

(
Lx2α
4

−
∣∣x3α
∣∣

6

)
(B.6)

Equation (B.6) 1 gives the equilibrium position of each particle α as a function of the
applied external load and the spring stiffness. Combining Eq. (B.6) with Eq. (B.1)
and Eq. (B.3) the tangential spring stiffness is finally given by:

kζ =
kaggr
192

( a
L

)−3
. (B.7)

and by using Eq. (B.4) kζ finally becomes:

kζ =
k0
192

(B.8)

The maximum spring elongation should be evaluated starting from the knowledge
of the maximum bending moment that an aggregate can bear before an irreversible
plastic deformation occurs. Thus:

ζmax =
Mcr

2akζ
. (B.9)

However, given the inherent difficulty of such an estimation, for the present work it
has been assumed that ζmax = 0.10 · a.

The maximum torsional angle has been assumed to be equal to the central angle
in a circumference of radius a subtended by an arc of length ζmax. Therefore:

ϑmax ≈ sin (ϑmax) ≈
ζmax

a
(B.10)

The torsional stiffness kϑ was obtained imposing that the maximum bending moment
is equal to the maximum torsional couple (kϑϑmax = 2akζζmax), thus

kϑ =
2akζζmax

ϑmax
(B.11)

1Equation (B.6) can be obtained by minimizing the elastic energy stored in a deformed linear
chain as in the work by Becker, Briesen (2008)

152



Appendix C

Computation of the viscous
dissipation terms

Indicating by α and β a pair of contacting particles and with nαβ = (xβ − xα)/|xβ −
xα| = (nx, ny, nz) the unit vector connecting their center, the viscous force can be
computed as:

Fdiss
β = −kv [(uβ − uα) · nαβ]nαβ Fdiss

β = −Fdiss
α (C.1)

with kv being the viscous damping constant. Given that uβ = u∞(xβ)−∆uβ and
uα = u∞(xα)−∆uα, Eq. (C.1) can be rewritten as

Fdiss
β = kv [(∆uβ −∆uα) · nαβ]nαβ − kv [(u

∞(xβ)− u∞(xα)) · nαβ]nαβ (C.2)

Figure C.1: Sample system composed by 4 primary particles used to illustrate the procedure
for the computation of the viscous damping force
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And in matrix formulation as




F diss
β,x

F diss
β,y

F diss
β,z

F diss
α,x

F diss
α,y

F diss
α,z





= kv




n2x nxny nxnz −n2z −nxny −nxnz
nynx n2y nynz −nynx −n2y −nynz
nznx nzny n2z −nznx −nzny −n2z
−n2x −nxny −nxnz n2x nxny nxnz

−nynx −n2y −nynz nynx n2y nynz
−nznx −nzny −n2z nznx nzny n2z








∆uβ,x
∆uβ,y
∆uβ,z
∆uα,x
∆uα,y
∆uα,z





−

−kv




n2x nxny nxnz
nynx n2y nynz
nznx nzny n2z
−n2x −nxny −nxnz

−nynx −n2y −nynz
−nznx −nzny −n2z








u∞β,x − u∞α,x
u∞β,y − u∞α,y
u∞β,z − u∞α,z





(C.3)

and in a more compact notation as:
{
Fdiss
β

Fdiss
α

}
= δαβ

[
kαβ −kαβ
−kαβ kαβ

]{
∆uβ

∆uα

}
+ δαβ

{
Jαβ

−Jαβ

}
(C.4)

where δαβ is equal to 1 for contacting particles and equal to 0 otherwise. This
approach can be easily extended to the case of more than two contacting particles;
for instance for the system of np = 4 particles depicted in Fig. C.1 we can write:




Fdiss
1

Fdiss
2

Fdiss
3

Fdiss
4





=




+[k1,3] O −[k1,3] O
O +[k2,3] −[k2,3] O

−[k1,3] −[k2,3] +[k1,3] + [k2,3] + [k3,4] −[k3,4]
O O −[k3,4] +[k3,4]








∆u1

∆u2

∆u3

∆u4





+





−{J1,3}
−{J2,3}

+ {J1,3}+ {J2,3} − {J3,4}
−{J3,4}





(C.5)

Or in a more compact notation:

Fdiss = K ·∆u+ J. (C.6)
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Appendix D

Evaluation of the interval of
quiescence

Indicating by P (τ) the probability that the interval of quiescence is larger than an
arbitrary time interval τ , it is possible to state that IQ is greater than τ + dτ if it is
simultaneously greater than τ and none of the possible encounter events occurred in
the time interval [τ ; τ + dτ ]. In mathematical terms this reads as:

P (τ + dτ) = P (τ) [1− fetot (t+ τ) dτ ] (D.1)

Rearranging the terms in Eq. D.1, dividing by dτ and letting dτ → 0, the following
differential equation is obtained:

dP (τ)

dτ
= −P (τ) fetot (t+ τ) (D.2)

whose solution, imposing the obvious initial condition P (0) = 1, is given by:

P (τ) = exp

[
−
∫ τ

0
fetot (t+ τ) dτ ′

]
= exp [−fetotτ ] (D.3)

where the last identity follows from the fact that during the IQ no event occurs and
the frequency fetot can be assumed to be constant. Equation (D.3) represents the
probability that IQ is larger than τ . Therefore, the cumulative probability function
of the complementary event (IQ < τ) is straightforwardly given by

F (τ) = 1− exp (−fetotτ) (D.4)
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