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Abstract

The design of ultra-low cost wireless body sensor networks for wearable biomedical monitors has been made possible
by today technology scaling. In these systems, a typically multi-channel biosignal sensor takes care of the operations
of acquisition, data compression and final output transmission or storage. Furthermore, since these sensors are usually
battery powered, the achievement of minimal energy operation is a fundamental issue. To this aim, several aspects
must be considered, ranging from signal processing to architectural optimization. In this paper we consider the recently
proposed rakeness-based compressed sensing (CS) paradigm along with its zeroing companion. With respect to a
standard CS base sensor, the first approach allows us to further increase compression rate without sensible signal quality
degradation by exploiting localization of input signal energy. The latter paradigm is here formalized and applied to
further reduce the energy consumption of the sensing node. The application of both rakeness and zeroing allows for
trading off energy from the compression stage to the transmission or storage one. Different cases are taken into account,
by considering a realistic model of an ultra-low-power multicore DSP system.

Keywords: Compressed Sensing, Rakeness, Zeroing, Low-Power, Wireless Sensors Networks, Non Volatile Memories,
Wearable Biomedical Monitors

1. Introduction and Related Work

Many diseases related to modern human behavior, such
as cardiovascular ones, require precise and long-term med-
ical supervision. This situation is, however, unsustainable
for traditional healthcare systems [1], due to the increasing
costs and medical management needs. A large-scale and
cost-effective solution to the aforementioned issue may be
given by the introduction and the large diffusion of ultra-
low power (ULP) personal health monitoring systems. As
a matter of fact, emerging and future healthcare policies
are actually fueling a shift toward long term monitoring
of biosignals by means of wearable embedded devices [2].
These healthcare applications need the emergence of new
technologies to allow the development of a Wireless Body
Sensor Networks (WBSNs), i.e, a network of extremely
power-efficient, wearable, bio-sensing nodes with adequate
performance, capable of enabling the continuous measure-
ment of biomedical signals, and providing the ubiquitous,
long-term and real-time monitoring required for fast coor-
dination with medical personnel.
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Bortolotti)

The availability of WBSNs paves the way to new medi-
cal strategies not limited to patient monitoring, but useful
in many other application areas such as athletes’ training
improvement, elders continuous caring, or stress detection
during safety critical tasks. Yet, such WBSNs are subject
to conflicting strict requirements, in particular for the sen-
sor nodes design. On the one hand they are constrained to
an extremely low power budget in the effort to extend as
much as possible battery life or to allow energy harvesting
techniques [3]. On the other hand, there is an increasing
demand for computation capabilities to locally process the
acquired data and reduce to a minimum the data size while
preserving the information.

Indeed, the final goal of minimal energy operation can
be achieved only with an holistic approach, by consider-
ing and combining the several trade-offs and optimization
aspects of the signal processing chain and of the different
technological layers composing the ULP architecture.

The recently introduced Compressed Sensing (CS) sig-
nal acquisition and compression paradigm [4, 5] has proved
to be effective in reducing energy consumption in biomedi-
cal monitors [6, 7], representing a good solution for the de-
sign of ULP sensor nodes. CS is a dimensionality reduction
technique based on a linear transformation that is typically
a projection on a set of random vectors (sensing vectors),
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arranged as the rows of the so called sensing matrix. The
vector of input signal samples is mapped into a measure-
ment vector with a smaller size, from the knowledge of
which (under assumptions that are usually satisfied) it is
possible to reconstruct the original signal without signifi-
cant loss of quality. This dimensionality reduction allows
a potentially large saving in the resources needed at the
sensing node (mainly power) since i- the amount of addi-
tional processing (a linear transformation) is intrinsically
small and can be effectively reduced; ii- the transmitter
(the most power hungry stage) significantly benefits from
a reduced load [8]. For instance, the work presented in
[9] shows a ≈ 40% improvement in lifetime compared to
state-of-the-art DWT-based compression techniques for an
embedded ECG monitor.

Further system optimization is possible thanks to re-
cently proposed improvements of the standard CS theory.
An example is the introduction of the concept of rakeness
[7, 10]. The basic idea behind this approach is to exploit
statistical features of the signal (namely localization, i.e.
the assumption that the information of the signal is not
equally distributed in its domain) to improve performance.
Roughly speaking, localization implies that some realiza-
tions of the input process have a higher probability with
respect to other ones. Note that this is not a limitation,
since the only class of signals where all possible realizations
have the same probability is white noise.

In the effort of reducing the computational power re-
quired by a sensing node exploiting CS, we investigate in
this paper a new rakeness-based approach called zeroing,
recently introduced in [8] and developed in [11]. The main
idea underlying this approach is to use a sparse sensing
matrix or rather a matrix with fewer non-null elements
compared to full sensing matrices, obtained by randomly
setting to zero elements of rakeness-based sensing matrix.
Such approach outperforms the rakeness one in terms of
memory footprint and computation requirements: In addi-
tion the sparsity of its sensing matrix makes it suitable for
a more efficient algorithmic implementation. The draw-
backs is a distortion of the statistical characterization of
the sensing matrix with a decrease in performance with
respect to rakeness approach. Nevertheless, it opens up a
new range of possible trade-offs.

In our reference WBSN architecture, previously intro-
duced in [8] and [11], CS is applied into the digital domain
and implemented within the sensing nodes. The output
data is either transmitted to the WBSN-gateway or locally
stored for later usage. The functionality can be logically
divided into three separate phases : i - sensors data acqui-
sition (input collection), ii - input data processing (com-
pression) and finally iii - handling of the processed input
(transmission or storage). In the first stage the input ana-
log signal is sampled, the data is periodically made avail-
able to a digital signal processor (DSP) which is in charge
of compressing the data by means of the CS algorithm.
Next, the compressed output can either be transmitted (to
the gateway of the WBSN, e.g., a smartphone) or stored

for later off-line medical analysis.
If we consider the case of medical grade biomedical

monitoring, where typically a multi-lead signal is deployed,
the computation task exhibits high potential for parallel
processing. Indeed, parallel processing enables a more
aggressive voltage-frequency scaling than single-core so-
lutions, though at ultra-low workload requirements the
single-core solution pays off because of the lower leak-
age. A multi-core DSP architectural template showed its
higher energy efficiency, with respect to single-core solu-
tions [12, 13], within a workload range that comprises the
requirements of biosignal processing applications. The au-
thors in [8] adopted a multi-core architecture where each
lead is processed on a separate core in a parallel fashion
and each core has an area-efficient segregated instruction
memory. Moreover, in [14] an hybrid memory extension
is devised to reduce the consumption adapting the active
memory portions to different CS workload requirements,
while in [15] a robust reconstruction algorithm allows to
exploit voltage scaling near to the threshold level. In this
work the architecture proposed in [12] is further consoli-
dated by optimizing different algorithmic aspects with the
goal of increasing the energy efficiency at system-level.

Compared to our previous works [8, 11] this work dis-
cusses the trade-offs for both the compression and recon-
struction part. Showing that the benefits of the zeroing
approaches are maximized when also the reconstruction
engine runs in a battery powered device.

The main contributions of this work are the following:

• we formalize the zeroing CS approach, which further
extends the compressive sensing efficiency for bio-
sensing applications.

• we show that the rakeness approach can lead to a
higher compression ratio, for a fixed quality of ser-
vice, if compared to the standard CS. Moreover, we
show that the zeroing approach can reduce the cost
of compression by trading off quality of service for
computation in battery-limited bio-sensing nodes.

• according to the constraints on the personalized gate-
way different reconstruction algorithms can guaran-
tee the desired target performance at different com-
pression ratio values. Our results show that signal re-
construction performed by a greedy algorithm hides
the degradation introduced by the zeroing approach,
making it the best choice for the battery lifetime of
both the bio-sensing node and the personalized gate-
way performing the decoding task.

• we consider different transmission technologies in our
analysis, showing that the zeroing still performs the
best in terms of battery life for a wide set of ap-
plications. Our results show that for all the tech-
nologies considered the proposed rakeness and ze-
roing approaches outperform the standard CS one.

2



Input Collec�on Compression

. . .

sa
m

pl
es

 b
uff

er

ADCAFE

ADCAFE

. . .

Transmission /
Storage

NVM

TXMC-DSP

. . .

. . .

Figure 1: Block diagram of the considered biomedical system.

When compared to the no compression case inter-
esting results can be found, as the rakeness tech-
nique makes the compressing sensing approach ben-
eficial for transmission and storage technology with
medium-high energy cost.

The paper is organized as follows. Section 2 presents
the WBSN system architecture and the multi-core DSP for
signal processing. In Section 3 we propose an overview of
both CS and rakeness-based CS and we introduce the ze-
roing approaches. Next, Section 4 discusses a case study of
the different CS algorithms for biomedical monitors, high-
lighting several system-level trade-offs. Section 5 presents
the experimental setup and the results of the evaluation of
the proposed algorithms in terms of reconstruction qual-
ity, memory footprint and energy efficiency considering dif-
ferent technological solutions for output transmission and
storage. Finally, the conclusion of this work is presented
in Section 6.

2. System Architecture

2.1. Overview

In the present work we are considering a biomedical
system where three phases can be identified: Input Col-
lection, Compression and Transmission/Storage. A block
diagram of the biomedical system is shown in Figure 1.

Input Collection. At first, the input multi-channel biosig-
nal is sampled by the analog front-end (AFE) with a sam-
pling frequency (fs), according to the properties of the sig-
nal to analyze and the accuracy required. During the data
collection phase the DSP waits for the number of samples
(n) required to perform compression. Considering typi-
cal sampling frequencies for biomedical signals, this phase
exceeds in time the phase of computation. For example,
assuming fs = 256Hz and n = 512, the input collection
lasts for 2 seconds. During this phase, for most of the time
the whole system is idle therefore we assume an ultra-low
power state (almost zero power) for both the DSP and the
transmission/storage back-end to avoid unnecessary power
consumption. Once a set of n new samples is ready in the

sampling buffer, the AFE triggers the DMA (via an inter-
rupt mechanism) to move to the samples to the DSP data
memory.

Compression. When all the samples from the different
leads are collected, the compression algorithm is performed
by the multi-core DSP (cf. Section 5.1). The considered
system performs a burst of computation on the available
data for future transmission or storage. In this phase the
digital processor is subject to high workload requirements
and a high memory footprint as described in [8]. As de-
scribed in Section 4, the introduced zeroing paradigm al-
lows for energy tradeoffs between the computational load
and the size of the measurement vectors for subsequent
transmission or storage.

Transmission/Storage. In the last stage, the compressed
data are either transmitted (TX) in real-time or stored
in a non-volatile memory (NVM) for later off-line usage,
for instance for monitoring a long activity window of a
patient to be analyzed by medical personnel. An overview
of the technologies considered in this work is presented in
Table 1, while the energy figures following for state-of-the-
art TX protocol or NVM technology will be presented in
Section 5.

Table 1: Summary of TX and NVM technologies considered.
Technology

TX

Bluetooth Low Energy (BLE)
Narrow Band (NB)

Human Body Channel (HBC)
Near-field Communication (NFC)

NVM

Resistive RAM (ReRAM)
Spin-transfer torque magnetic RAM (STT-MRAM)

FG Flash Memory (FLASH)
Conductive Bridge RAM (CBRAM)

During this phase, we further assume a power-efficient
architecture in a deep low-power state with negligible con-
sumption for the DSP, which is achievable thanks to the
knobs offered by modern technological processes such as
fully depleted silicon on insulator (FD-SOI) [16].
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2.2. Multi-Core DSP

As introduced above, medical grade biomedical moni-
toring has an inherent parallel nature where multi-channel
signal analysis is often embarrassingly parallel and can be
perfectly mapped on a multi-core architecture. In this
work we consider a DSP architecture representative of a
class of modern low-power multi-core architectures, target-
ing digital biosignal processing [12, 13, 17]. Figure 2 shows
our MC-DSP architecture, featuring 8 processing elements
(PEs) with an Harvard architecture for the memories, i.e.,
separate instruction and data buses.
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Figure 2: Multi-core DSP architecture for CS.

The instruction memory (IM) architecture is therefore
simple and avoids long stalls for cache refill costs and co-
herency protocol overheads. Indeed, each PE has a private
single-cycle IM, where the code is statically stored. On the
data side, a multi-banked tightly coupled data memory
(TCDM) is shared among all the cores acting as a scratch-
pad memory. The number of memory ports of the TCDM
is equal to the number of banks enabling concurrent ac-
cess to different memory locations. Once a read or write
requests is brought to the memory interface, the data is
available on the negative edge of the same clock cycle, lead-
ing to a total latency of 2 clock cycles for TCDM access
without conflicts1. The communication is based on a high-
bandwidth low-latency interconnect, based on a mesh-of-
trees logarithmic network able to support single-cycle com-
munication between PEs and memory banks (MBs), as in
[18]. In case of multiple conflicting requests, for fair ac-
cess to memory banks, a round-robin scheduler arbitrates
the accesses. To ease the negative impact of banking con-
flicts we consider a banking factor of 2. With reference
to Figure 2, the digital samples corresponding to different
channels are temporary stored in a buffer inside the analog
front end during the input collection phase. To reduce the
capacity requirements for such buffer, a DMA engine is
periodically activated, via an interrupt from the AFE, to
move the samples from the AFE buffer to the TCDM. Once
the last series of samples is moved to the DSP memory, the
multi-core compression algorithm starts, where each core

1If conflicts occur there is no extra latency between pending re-
quests, once a given bank is active, it responds with no wait cycles.

is active and working on its own subset of the sampled
data. We assume that the computation phase must be
completed before the first sample of the next time window
(n+ 1) is available to avoid double buffering overhead.

3. Basics of Compressed Sensing

The CS is a paradigm recently introduced in the area
of signal processing with the purpose of merging signal ac-
quisition and compression tasks. CS aims to overcome the
limit of the Nyquist-Shannon sampling theorem by repre-
senting the information content of the input signal using
fewer digital words with respect to Nyquist-rate. The only
assumption is to have a to prior knowledge on the consid-
ered class of input signals, which must be sparse. This
implies that the information content associated to the in-
put signal is less than the amount of Nyquist-rate samples,
thus enabling data compression possibilities [19].

From a mathematical point of view, the sparsity as-
sumption can be formalized as follows. Let us refer to
a given time window T , being n the number of Nyquist-
rate samples (being them either analog samples or already
quantized ones) necessary to represent a signal defined in
T . Let us name x = (x0, . . . , xn−1)> ∈ Rn the vector con-
taining the n Nyquist-rate input signal samples. The input
signal is k-sparse if there exists a n-dimensional sparsity
basis or dictionary Ψ = {ψ0, . . . , ψN−1}, Ψ ∈ Rn×N and
N ≥ n, such that any realization x = Ψα of the input
signal is such that its coefficients vector α ∈ RN has at
most k � n non-zero components in its support.

In the following, a brief description of the standard CS
approach is given, along with an overview of the rakeness
and of the zeroing approaches.

3.1. Standard CS Framework

In the aforementioned signal model the actual number
of degrees of freedom in x is considerably smaller than
n. Leveraging this property, fundamental results [20] have
showed that its salient information content can be cap-
tured in a set of m < n linear measurements. These are
gathered in them-dimensional vector y = (y0, . . . , ym−1)> ∈
Rm, as obtained by projecting the input signal x on a suit-
able set of n-dimensional sensing vectors φj , j = 0, . . . ,m−
1 arranged row by row in the sensing matrix Φ ∈ Rm×n.
The CS encoding is represented as:

y = Φ(x+ ξ) = ΦΨα+ Φξ = ΦΨα+ ν (1)

where ξ is an additive term that can be used to take into
account all non-idealities like the quantization error or the
noise on the input signal and ν = Φξ is a vector in Rm that
counts the effect of noise sources on the measurements.
The ability of the sensing stage to efficiently capture the
signal information content is represented by the compres-
sion ratio (CR) of the CS system defined as the ratio n/m.
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The decoder stage receives y and, thanks to the knowl-
edge (shared with the encoder) of both Φ and Ψ, recon-
structs an estimation x̂ of the input signal x. Formal re-
sults [20, 21] guarantee that α (and thus x) can be re-
covered from y despite the fact that Φ (and thus ΦΨ) is
a dimensionality reduction. In particular, correct recon-
struction with probability equal to one is guaranteed by
the so-called Restricted Isometry Property (RIP) of the
matrix ΦΨ, ensuring that the sensing stage is able to con-
serve the input signal `2 norm also with m < n, i.e. with
an ensuring CR¿1. The CS theory guarantees [4] that, for
all possible sparsity matrices Ψ (i.e. for either any sparsity
basis or dictionary), the RIP of ΦΨ is always satisfied by
adopting Φ composed of a collection of independent and
identically distributed (i.i.d.) random variables with either
Gaussian or sub-Gaussian distributions. Over this con-
straint the the minimum mumber of needed projections
for a correct reconstruction is bounded as follow [4].

m ≥ mmin = Ck log(n/k)

where C is a constant typically set around 4.
Note that the linearity of (1) requires only simple oper-

ations, that can be efficiently implemented in a low power
sensor node. Yet, to further reduce the required power, it
is possible to generate all elements of Φ as binary antipodal
random variables, where the two possible values +1 and−1
occur with the same probability, i.e. Φ ∈ {+1,−1}m×n.
This still ensures RIP while at the same time reduces the
sensing stage complexity by relaxing the product opera-
tions required to compute y into much simpler sign in-
version operations, allowing a straightforward hardware
implementation, since only m · n sums or subtractions are
required. With this approach, no reduction in terms of CS
performance with respect to the Gaussian case has been
observed [19]. A graphical representation of the encod-
ing process by using random antipodal sensing matrix is
depicted in Figure 3.

y Φ Ψ α ν

x

matrix
representation

Φ

ν

yx

Figure 3: Matrix representation of the information extraction based
on Compressed Sensing.

Assuming RIP is satisfied, signal reconstruction is achieved

by solving dedicated optimization problems that look for
the sparsest α subject to constraints forcing the corre-
sponding measurements to be as close as possible to the
observed y [20, 22]. Sparsity is generally promoted by the
`1 norm instead of the computationally intractable count
of non-zero components. Along this path at least three
methods are commonly employed.

The first method is called Basis Pursuit (BP) and sim-
ply neglects disturbances to solve

min
α
‖α‖1 s.t. ΦΨα = y

where ‖ · ‖p indicates the usual `p norm. The main appeal
of BP is that it can be recast into a fully linear optimiza-
tion problem for which standard methods exists though, ad
hoc techniques have been developed. The second method
is called Basis Pursuit with Denoising (BPDn) and takes
into account disturbances solving

min
α
‖α‖1 s.t. ‖ΦΨα− y‖22 ≤ ε2 (2)

where ε2 is tuned on the characteristics of the disturbance
term ν. A last method keeps the denoising formulation of
BPDn but focuses directly on the target vector x instead
of α. This can yield definite advantages in the quality of
reconstruction when Ψ is a dictionary, i.e. N > n. In that
case one solves

min
x
‖Ψ∗x‖1 s.t. ‖Φx− y‖22 ≤ ε2 (3)

where Ψ∗ is a analysis transform operator [23] that for
every x chooses one of the possible representations with re-
spect to Ψ. This problem is called Analysis BPDn (ABPDn)
and is of interest here since the change of point of view
from α to x may imply a different computational burden
even if Ψ is a basis and thus Ψ∗ = Ψ−1.

On top of these methods relying on sparsity promotion
by means of the `1 norm, there are other greedy approaches
that iteratively promote sparsity by observing intermedi-
ate and approximate solutions. Implementations of CS de-
coding on embedded, low-resources platforms usually look
into this set of methods rather than feed a solver with a
suitably defined optimization problem. In all cases, qual-
ity of reconstruction depends on m, i.e. on the amount
of information that is passed from the encoder to the de-
coder. Remarkable, the m minimization is of paramount
importance.

3.2. Rakeness Approach

To further increase the CS compression performance,
in [10] authors introduced the rakeness extension, coupling
the sparsity hypothesis with the additional assumption on
the acquired class of signals to be localized, i.e. the in-
formation content in each instance x is non-uniformly dis-
tributed in the whole signal domain. In this scenario, CS
compression capability is increased by introducing a new
guideline in the sensing, aiming at collecting (“rake”) as
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much energy as possible when projecting the input signal
onto the φj , by a statistical matching between x and φj .
At the same time such approach preserves the randomness
of Φ and so the RIP of the ΦΨ operator. This allows ei-
ther to increase the reconstruction quality or to reduce m
(i.e. increase compression ratio) at a given reconstruction
performance level.

More formally, let us model φj and x as realizations of
two independent stochastic processes φ and x, whose n×n
correlation matrices are given by Cφ and Cx. We define
the rakeness ρ as

ρ(φ, x) = Eφ,x

[
|〈φj , x〉|2

]
=

n−1∑
i=0

n−1∑
j=0

Cφi,jC
x
i,j (4)

where Eφ,x stands for the expected value computed with

respect to both φ and x, and 〈·, ·〉 stands for the standard

inner product such that 〈φj , x〉 =
∑n−1
i=0 φjixi.

The idea to increase the collected signal energy by the
generic φj , with the constraint that the sensing vectors
are random enough to preserve the RIP, is translated into
solving the following optimization problem

max
φ

ρ(φ, x)

s.t.
〈φj , φj〉 = e
ρ(φ, φ) ≤ τe2

(5)

where the first constraint requires that the energy of each
sampling vector is e, and the second one is an upper bound
related to the randomness of the process generating all φj
involved in the sensing. The optimization problem (5) has
been analytically solved in [10]. Its solution, that is off-
line computed, is given by a correlation matrix Cφ, that
identifies the stochastic process to be used for generating
sensing vectors. The tuning of τ on a proper range is
not critical since it does not appreciably alter the overall
system performance [24, 25].

Note that this approach is perfectly compatible with
the generation of a binary antipodal sensing matrix2. Yet,
while the generation of a (Gaussian) random vector with
a prescribed correlation is quite easy, the generation of
random binary antipodal vectors given Cφ is a substan-
tially more complex task. To this aim, many different ap-
proaches have been proposed in the literature (see, e.g.,
[26, 27, 28]). The approach used in this paper is the
so-called linear probability feedback generator [27].

3.3. Zeroing Approach

The zeroing approach [8, 11] aims to further reduce the
complexity, and so the power consumption, of the encoding
stage with respect to the adoption of a binary antipodal
Φ. The basic idea is to alter a binary antipodal Φ by ze-
roing some entry and thus allowing Φ ∈ {+1, 0,−1}m×n.

2note that the energy of antipodal sampling sequences in (5) is
always e = n.

More formally, let us introduce the zeroing parameter ζ
such that 0 < ζ ≤ m. Starting from an antipodal Φ, ob-
tained either with the standard or the rakeness approach,
we consider the generic j-th column of Φ, j = 0 . . . n − 1,
and we set to zero m−ζ elements entries randomly chosen,
thus leaving only ζ non-zero elements in each column.

By doing this the computational complexity of (1) is
reduced from m · n sums to ζ · n sums. The drawback is a
perturbation of the statistical characterization of Φ. This
has almost no effect when comparing with the standard
CS approach. However, when starting from a Φ generated
accordingly to the rakeness paradigm (we will always make
this assumption from now on), by zeroing some entries of
Φ we are altering the Cφ and so reducing the value of
ρ(φ, x). In conclusion we are expecting a reduction of the
rakeness effect, with system performance degrading back
to that of the standard CS approach.

Yet, we will consider in the following a case study in
which we can show that

• the performance (in terms of signal reconstruction
quality) of the zeroing approach is higher than the
standard approach for almost all values of ζ;

• the signal reconstruction quality is decreasing with
ζ, while energy requirements are increasing with ζ.
This trade-off allows many advantages as shown in
the following.

Furthermore, the zeroing approach ensures that the
computational effort associated to each incoming sample
is limited and fixed by ζ < m. For example, considering
the projection stage employed in a parallel structure, no
more than ζ parallel paths must be considered, while for
a programmable architecture, if at most ζ iterations are
needed in each sample time. More details on this case are
reported in a next section.

4. CS in biomedical monitors

The standard CS (SCS, where the sensing matrix Φ
is made by binary antipodal randomly generated entries),
the rakeness CS (RCS, with binary antipodal Φ gener-
ated with given Cφ) and the zeroing CS with ζ non-null
entries each column (ZCS-ζ, obtained by randomly zero-
ing elements of a rakeness-based Φ) have been tested on
real ECG signals available from the MIT-BIH arrhythmia
database [29]. For the sake of illustration, here we present
results from 71.1 s of the record 101. This signal is sam-
pled at 360 Hz, and we estimate its signal-to-quantization
noise ratio (SQNR) as 38.5 dB.

The signal has been partitioned in 50 non-overlapping
time windows with n = 512 samples each, leading to T ≈
1.42 s. Different values of m are used; for each one, a
unique sensing matrix Φ has been selected by means of
preliminary tests on synthetic ECGs [30]. More specifi-
cally, we generated 100 synthetic ECGs and: (i) for the
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Figure 4: Average RSNR as a function of the compression ratio (CR)
for SCS, RCS and ZCS-ζ for different encoding strategies.

SCS case, we chose Φ as the random antipodal matrix en-
suring the best average reconstruction performance; (ii)
for the RCS case, using the same synthetic ECG genera-
tors to estimate the correlation profile Cx required by (5)
we preliminary evaluate Cφ in order to generate a pool of
sensing matrices and then we chose Φ again as the matrix
guaranteeing best performance; (iii) for the ZCS-ζ case,
we take the optimal matrix Φ in (ii) and randomly set to
zero m − ζ entries in every column. This approach has
been adopted since it ensures maximum fairness, being Φ
not biased on any particular real signal.

Furthermore, three different algorithms have been used
to investigate the effect of zeroing on different reconstruc-
tion strategies where as main figure of merit we consider
the reconstruction signal-to-noise ratio, defined as

RSNR =

[
‖x‖2
‖x− x̂‖2

]
dB

and averaged over the 50 considered time windows to ob-
tain the Average RSNR (ARSNR).

First, we consider a decoding procedure belongs to the
class of algorithms solving (3) where reconstruction vec-
tors x̂ are computed by an overcomplete dictionary, that
is a redundant discrete wavelet transform in the family of
Symmlet-6 wavelet transformations with J = 4 sub-bands,
i.e. for which N = (J + 1)n [31, Chapter 5.2]. To enforce
sparsity in this domain the solution of convex problem (3)
is achieved by using Douglas-Rachford splitting as imple-
mented in UNLocBoX [32, 33, 34]. Results in terms of
ARSNR are shown in Figure 4 where the SCS, the RCS
and the ZCS approach with different values of ζ are con-
sidered. As expected, the RCS outperforms all other ap-
proaches in terms of ARSNR for all considered CR values.
Furthermore, performance for the ZCS is increasing with
the ζ value, and drops to that of the SCS only for ζ = 2.

As an additional figure of merit, CR assessed to a min-
imum target ARSNR is considered. For this decoding ap-
proach, we set this threshold at 28 dB where this quality
of service represents, in our point of view, a good trade-
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Figure 5: CS as a function ζ considering ABPDN for a fixed quality
of service.

off between the SQNR and a good visual representation
of the signal. As a visual confirmation, Figure 6 shows
short chunks of reconstructed ECG signals at the target
ARSNR by RCS, SCS and ZCS-ζ. To highlight the effect
of zeroing, in Figure 5 we also report results in terms of
maximum CR as function of ζ by fixing ARSNR to 28 dB.
Both SCS and RCS work with sensing matrices composed
of antipodal symbols such that ζ = m.

Note that the role of ZCS is not to outperform RCS
in terms of either maximum CR for a fixed ARSNR or to
increase ARSNR for a fixed CR. ZCS introduces another
degree of freedom in the design of the entire sensor node
relaxing the amount of elementary operations needed to
compute y. Table 2 reports results which summarizes this
novel trade-off. Here we report the maximum CR (and
corresponding m) for all considered CS approaches, along
with the number of sums required to compute y.

Table 2: CR, m and # of sums needed to target a SNR=28 dB for
various CS cases.

CS CR m # sums

SCS 2.38 215 1.3× 105

RCS 3.94 130 6.7× 104

ZCS

ζ = 64 2.93 175 3.2× 104

ζ = 32 2.67 192 1.6× 104

ζ = 16 2.56 200 8192
ζ = 8 2.45 209 4096
ζ = 2 2.35 218 1024

With respect to traditional approaches such as SCS and
RCS, the zeroing technique can greatly reduce the compu-
tational cost required to compress a signal instance, at the
expense of a lower CR (with respect to RCS), i.e. of in-
creasing the minimum m. It is important to recall that a
reduced m is reflected into a reduced amount of bits that
must be transmitted/stored for each window. Yet, in sce-
narios where the computational cost is not negligible with
respect to the transmission/storing one, ZCS can be used
to minimize the power requirements of the entire sensor
node. This will be shown in a few examples in the fol-
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Figure 6: Chunks of reconstructed signal by ABPDN at target RSNR for all CS approaches.

lowing section. In this case, the choice of ζ is a trade-off,
depending on the power consumption of the DSP perform-
ing CS and on the energy required to store/transmit the
m measurements composing the vector y.

This first set of results partially covers the charac-
terization of a ZCS-based system. To have a complete
overview, considerations on the role of the decoder stage
are needed. This topic involves a huge amount of works
in literature (e.g., [22, 35, 36]) where different approaches
cope with many possible scenarios. Among them, a first
corner is given by high complexity decoding procedures
aiming to increase as much as possible the affinity of the
reconstructed signal to the original one, as for the first de-
coder considered above. At the opposite corner there are
greedy approaches aiming to reduce as possible the com-
putational cost of the decoder stage with a limited lossy in
the reconstruction performances. Obviously, many other
cases can be ideally placed between these two corners.

All these solutions are intrinsically non-linear, and the
effect of the zeroing on the sensing matrix entries can be
pursued only by simulations. Additionally to results de-
scribing the first proposed decoding algorithm (as for Fig-
ure 4), in both plots in Figure 7 the results of the effects of
the zeroing considering two other decoders are presented.
In particular, Figure 7-(a) refers to the solution of (2) by
the large-scale solver named SPGL1 [36] while Figure 7-
(b) shows performances obtained by a popular greedy ap-
proach, the orthogonal matching pursuit (OMP) [35]. The
comparison of these results clearly shows that the perfor-
mance degradation expected by ZCS with respect to RCS
is strongly depending on the considered decoding strategy.
This can be either negligible, as for ZSC-64 where OMP is
used for the signal reconstruction, or significant as shown
in in the first set of results presented in this section.

5. Evaluation

To accurately profile the execution of the CS algo-
rithms on the multi-core digital processor, we utilized cycle-
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Figure 7: Average RSNR as a function of the compression ratio (CR)
for SCS, RCS and ZCS-ζ for different encoding strategies: signal
reconstruction by SPGL1 in (a) and by OMP in (b).

accurate simulator [37], written in SystemC. The virtual
platform contains a model of the multi-core DSP architec-
ture described in Section 2, which can be enriched with
power consumption numbers for the memory subsystem
and the rest of the logic (interconnect, cores) extracted
from a RTL-equivalent architecture [17]. The robustness
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of the results hereby presented is based on the very low
misalignment3 of the SystemC platform and the RTL plat-
form (silicon-equivalent), which is below 7%.

Based on the analysis of the CS code (detailed in the
next section), we chose as a baseline configuration the ar-
chitectural parameters reported in Table 3.

Table 3: MC-DSP architecture baseline configuration.
parameter value

number of PEs 8
IM capacity (per-core) 1KB

TCDM number of banks 16
TCDM capacity 192KB

stack size 512B

For what concerns the CS data structures (samples,
sensing matrix, etc.), static data allocation is performed
by means of cross-compiler attributes and linker script sec-
tions. Finally, the application support in [37] allows for
an easy bare-metal parallelization of the CS algorithm by
means of explicit pointers to code sections. Such mech-
anism allows to statically bind an input data channel to
a given PE, avoiding the need of a full runtime system
which would add extra overhead and penalize the energy
efficiency of the system.

5.1. CS on MC-DSP

The three different CS paradigms introduced in Sec-
tion 4 (SCS, RCS and ZCS-ζ) are suitble for two different
algorithmic implementations due to their sensing matrix
(Φ) structure. In both cases the multi-core DSP is operat-
ing in a parallel fashion, where each processing element is
compressing the input data related to the associated input
channel. The SCS and the RCS compression algorithms
rely on the same computation, however they deploy two
different sensing matrix designs.

A straightforward implementation for such algorithms
is a matrix multiplication, where the matrix is composed
by antipodal symbols, i.e. the elements are either +1 or
−1. In this case the matrix is named full (sparsity = 0%)
and the projection of the input vector over the sensing ma-
trix rows can be implemented with a standard Full Matrix
(FM) multiplication, shown in Listing 1, and the Φ matrix
can be represented with signed char datatype.

3The alignment is intended as the difference in terms of execu-
tion cycles for a matrix multiplication benchmark (256x256), highly
similar to the straightforward CS implementation, on a 4 PEs archi-
tecture running on both the SystemC and RTL platforms.

void cs_fm(short *x, short *y)
{

unsigned short i, j;

for (i = 0; i < m; i++)
for (j = 0; j < n; j++)

y[i] += phi[i][j] * x[j];

}

Listing 1: Full matrix version of CS.

If we consider the ZCS-ζ case, Φ is a ternary sparse
sensing matrix (+1, 0 or −1 elements) and this motivated
a more efficient algorithm implementation based on Look-
Up Tables (LUTs), shown in Listing 2. Obviously, the
sparsity of such matrix is strongly related to ζ.

Such algorithm implementation encodes the informa-
tion related to the position and the sign of the non-zero
elements of the sensing matrix in two different LUTs, LUT
Index and LUT Sign, respectively accessed via the *lip

and *lsp pointers.

void cs_lut(short *x, short *y)
{

unsigned short i, j;
unsigned char *lip = &lut [0];
signed char *lsp = &lut_s [0];

for (i = 0; i < n; i++)
for (j = 0; j < k; j++)

y[*(lip ++)] += (*(lsp ++)) * x[i];

}

Listing 2: Look-up table version of CS.

In Listing 2 a case with input size n = 512 and a
CR > 2 is considered, allowing for respectively unsigned

char and signed char data types, while a short repre-
sentation applies for x and y due to the 12-bit resolution
ADC considered.

To compare all mentioned CS approached, in the rest
of the paper we refer to the operative points reported in
Table 2 where the decoding algorithm and the target re-
construction quality are fixed. To achieve the same target
reconstruction quality, due to the different algorithmic im-
plementation of the matrix multiplication characterizing
CS encoders and to the different number of measurements
required to achieve the desired ARSNR, the SCS, RCS
and ZCS-ζ cases lead to different memory footprints in
the DSP data memory. For all cases the TCDM memory
has to allocate the input samples si, considering n = 512, 8
channels and 12-bit ADC resolution it leads to 8KB using
short datatypes. For the measurement vectors y associ-
ated to each PE and the sensing matrix Φ (or the LUT
structures), the requirements are different and this infor-
mation is reported in Table 4.

5.2. Experimental Results

We present here the energy consumption analysis on
the sensor node, considering the three different stages.
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Table 4: MC-DSP data memory footprint requirements for SCS, RCS
and ZCS-ζ, targeting RSNR=28dB as in Section 4.

algorithm type m output (B) sensing (KB)
SCS FM 256 4096 128
RCS FM 130 2080 65

ZCS

{ ζ = 64 LUT 175 2800 64
ζ = 32 LUT 192 3072 32
ζ = 16 LUT 200 3200 16
ζ = 8 LUT 209 3344 8
ζ = 2 LUT 218 3488 2

Compression. To evaluate the energy consumption of the
SCS, RCS, ZCS-ζ algorithms running on the MC-DSP,
we instrumented our architectural simulator [37] in order
to collect the activity of every component of the modeled
DSP architecture. RTL simulations were run to profile
the power consumption of the architectural elements to be
later back-annotated inside the power models of the Sys-
temC simulator. As a design corner we considered the op-
erating point T = 20oC, Vdd = 0.5V at 5.5MHz in a 28nm
FDSOI technology [16], choosing the RVT library. Such
operating point is indeed within the range of maximum ef-
ficiency of a real silicon implementation of an almost iden-
tical4 architecture, as presented in [38]. Moreover, con-
sidering the memory-bound nature of the CS compression
task, the bandwidth requirements for PE-TCDM commu-
nication imply a higher supply voltage (set at 0.8V) for
the memory sub-system to sustain the throughput. To in-
crease the energy efficiency the DSP logic is clock-gated
during the idle phases, eliminating the dynamic power,
while to reduce the leakage we consider a reverse body
bias voltage VRBB = 0.5V, leading to a ≈ 65% leakage
power reduction [38].

Figure 8 shows on the x-axis the different CS algo-
rithms while on the y-axis the energetic cost for multi-
channel input compression. First we can notice that RCS
and ZCS improves the energy efficiency when compared to
SCS. Indeed the RCS approach consumes ≈ 37% less en-
ergy than SCS, while achieving a larger compression. ZCS
leads to an additional energy gain case up to ≈ 91% with
respect to the SCS case, thanks to the efficient LUT-based
algorithmic implementation and the increased sparsity of
the sensing matrix.

Transmission/Storage Phase. To complete the analysis we
evaluated the energy consumption of the last stage of our
biomedical monitor. We derived a simple model to cope
with some of the most widespread or forthcoming tech-
nologies for either transmission or storage.

Different protocols were considered for the transmis-
sion option ranging from the power-hungry Near Field
Communication (NFC) and the Bluetooth Low Energy

4Since the chip fabricated in [38] has 4 cores and 8 TCDM banks,
the power consumption numbers were scaled up for the architecture
considered in this work.
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Figure 8: Energy spent in the compression stage for SCS, RCS and
ZCS-ζ. Energy savings with respect to the SCS case are reported on
top of each bar.

(BLE) protocols, to the efficient Narrow Band (NB) so-
lution. In the storage scenario, i.e. memorizing the com-
pressed data in a Non Volatile Memory (NVM) for a long-
term monitoring scenario, we considered different promis-
ing technologies ranging from the Resistive RAM (ReRAM)
to the Conductive Bridging RAM (CBRAM). Table 5 re-
ports the energy per bit for both transmission and storage
of such state-of-the art solutions for biomedical monitors,
as carefully detailed in [39].

Table 5: Energy per transmitted/stored bit assuming different trans-
mission (TX) and storage (NVM) technologies.

Energy [nJ/bit] Reference

TX

BLE 1 [40]
NB 0.1 [41]

HBC 0.24 [42]
NFC 10 [43]

NVM

ReRAM 2 [44]
STT-MRAM 0.1 [45]

FLASH 0.01 [46]
CBRAM 0.001 [47]

Data Transmission. The first set of results compares the
different compression schemes in terms of the total energy
consumed by the bio-sensing node to acquire a window of
samples at a fixed reconstruction quality (28dB), config-
ured with the different transmission technologies. Each
plot in Figure 9 refers to a given transmission technol-
ogy and reports with different bars (x-axis) the different
compression schemes, different colors are used for the dif-
ferent contribution to the total energy: DSP (bottom part
of each bar), transmission (top part of each bar). From
the figure we can notice that the RCS achieves for all the
cases the lowest transmission energy while ZCS can trade-
off this gain with lower DSP energy. For this reason the
proposed RCS and ZCS always outperform standard CS
in terms of energy efficiency. When comparing to the no
compression case (Shannon sampling), interesting results
can be observed:

• low transmission cost (NB, HBC): for these technolo-
gies the DSP power dominates the transmission mak-
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Figure 9: Energy per window, considering different TX technolo-
gies. From top to bottom: Near Field Communication, Human Body
Channel, Narrow Band and Bluetooth Low Energy.

ing the NO CS case the most energy efficient one, as
it does not require DSP computation. In this condi-
tion however the proposed zeroing strategy shows its
effectiveness as ZCS-2 is capable of hiding the DSP
cost with lower transmission rate reducing the gap
against NO CS.

• high transmission cost (NFC): for this technology the
transmission power dominates the DSP. As a result
RCS achieves the best energy-efficiency. With a re-
duction of 67% w.r.t. NO CS and 37% w.r.t. the
SCS case. Even if the proposed zeroing approach is
still more energy-efficient than the NO CS and SCS
it is less convenient than the RCS. ZCS-64 achieves
the 60% of energy saving w.r.t. NO CS which de-
creases to the 56% for ZCS-2.

• intermediate transmission cost (BLE): for this tech-
nology the ZCS-2 approach shows the best energy-
efficiency performance, leading to a gain of 47% w.r.t.
the NO CS case, while RCS saves only the 2% and
SCS increases the overall energy of 58%.

We can conclude that rakeness and zeroing always out-
perform the standard CS and are preferable to Shannon
sampling when transmission cost is relevant, which is the
case of today’s mature technologies (BLE, NFC).

NVM Storage. The second set of results analyses the case
in which the bio-sensing node stores internally the sampled
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Figure 10: Energy per window for different NVM technologies. From
top to bottom: Flash technology, Conductive Bridge RAM, Spin-
transfer torque magnetic RAM and Resistive RAM.

values in different non-volatile memory technologies. Sim-
ilarly to the previous figure, each plot in Figure 10 refers
to a different NVM technology.We can notice that STT-
MRAM, CBRAM and FLASH configurations are charac-
terized by a negligible storage energy cost which makes
the NO CS case more energy-efficient. However when
ReRAM technology is used for the internal samples stor-
age conclusions changes and the proposed rakeness and
zeroing approaches pay-off. Indeed in this configuration
the ZCS-2 leads to best energy efficiency with 52% of
energy-efficiency gain w.r.t. the NO CS case while the
RCS achieves the 38% of energy saving. In this case NO
CS and SCS have similar energy consumption. Differently
from the transmission case, where data is stored in the
bio-sensing node, also the storage footprint is important
due to the limited NVM memory which can be embed-
ded in the monitoring node. Table 6 shows the maximum

Table 6: Monitoring time as a function of different NVM storage
capacities (technology independent).

32KB (s) 1MB (m) 128MB (h) 1GB (d)
NO CS 2.82 1.51 3.21 1.07

SCS 6.66 3.55 7.58 2.53
RCS 11.04 5.89 12.56 4.19

ZCS

{ ζ = 64 8.26 4.41 9.40 3.13
ζ = 32 7.61 4.06 8.66 2.89
ζ = 16 7.23 3.86 8.23 2.74
ζ = 8 6.79 3.62 7.72 2.57
ζ = 2 6.60 3.52 7.51 2.50
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Table 7: Energy consumption and storage requirements for one monitoring window (1.412 s) for different NVM technologies.

ReRAM STT-MRAM CBRAM FLASH Storage
Energy [µJ] Energy [µJ] Energy [µJ] Energy [µJ] [KB]

NO CS 262.14 13.11 0.13 1.31 2048
SCS 262.32 156.77 151.27 138.99 868
RCS 162.67 98.95 95.63 90.33 524

ZCS

{ ζ = 64 164.14 79.02 74.58 72.10 700
ζ = 32 140.56 48.15 43.33 44.92 760
ζ = 16 126.69 29.41 24.34 28.39 800
ζ = 8 127.01 23.40 18.01 22.88 852
ζ = 2 125.42 18.89 13.34 18.83 876

monitoring time for different embedded storage size.
If we consider a NVM storage size of 128MB, RCS al-

lows to store more than 12 hours of samples while the SCS
allows only to store 7 hours of samples and without com-
pressive sensing (NO CS) only 3 hours can be stored. The
zeroing approach is in between the SCS and RCS values.

Finally, Table 7 summarizes the results showing that
for all the configurations the proposed RCS and ZCS schemes
outperforms standard CS in both energy-efficiency and
storage effectiveness. Compressive sensing approach is al-
ways effective in reducing the memory storage area with
a 4x improvement in storage footprint w.r.t NO CS for
the rakeness case. When highly energy-efficient storage
technology are used (CBRAM and FLASH) the proposed
ZCS can reduce the related computational overhead of the
88% w.r.t. standard CS but still consuming one (two for
FLASH) order of magnitude more energy than the no com-
pression case. Last, for the ReRAM technology the pro-
posed techniques (RCS and ZCS) are the optimal one for
both storage efficiency and energy efficiency.

6. Conclusion

To achieve minimal energy consumption in low-cost
WBSN-based biosignal monitors both architectural and
signal processing aspects must be considered. The rake-
ness and the zeroing approaches for CS has been taken into
account, enabling trading off the computation workload
with the number of measurements for later transmission
or storage. In this paper such tradeoffs have been evalu-
ated by considering a multi-core DSP and different tech-
nologies for storage or transmission. Experimental results
showed that the zeroing approach proves to be more en-
ergy efficient with respect both to the standard CS and the
rakeness CS when energy requirement for storage or trans-
mission is significant. Moreover, when compression energy
and storage energy are comparable, such approaches allow
the flexibility of several design choices for what concerns
energy consumption and monitoring time.
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