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Abstract: This paper presents a way to cope with the need of simultaneously rejecting nar-
rowband interference and multi-access interference in a UWB system based on direct-sequence
CDMA. With this aim in mind, we rely on a closed-form expression of the system bit error
probability in presence of both effects. By means of such a formula, we evaluate the effect of
spectrum shaping techniques applied to the spreading sequences. The availability of a certain
number of degrees of freedom in deciding the spectral profile allows us to cope with different
configurations depending on the relative interfering power but also on the relative position of
the signal center frequency and the narrowband interferer.

Key Words: UWB, DS-CDMA, narrowband interference, spectral shaping, linear probability
feedback process, chaos

1. Introduction
Ultra Wide Band (UWB) systems play a key role in the efforts devoted to the design of the next
generation communication infrastructure since they may help in addressing the basic need of a con-
nectivity that should be, in principle, independent on the environment and as little supervised as
possible.

UWB systems employ signals that feature a very low power density spectrum in order to appear
almost equivalent to channel natural disturbances. To meet such a low power density request, and
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at the same time, to deliver enough energy to the receivers, UWB systems fill large portion of the
spectrum, thus almost surely overlapping with other systems or services, being them either wideband
or narrowband.

Coexistence in such shared, unsupervised environment depends on the ability of narrowband systems
to tolerate an increased noise floor (possibly increasing their power budget) and on the capability of
the wideband systems to reject narrowband interference (possibly adapting their transmission scheme
to time-varying scenarios).

The point addressed in this paper is the second one, i.e., when the UWB signals are involved in
a Direct-Sequence spread spectrum transmission with Multiple Access based on Code Division (DS-
CDMA). Such a classical technique [1] may allow arbitrary spreading and is suitable for extremely
simple implementations of both transmitter and receiver.

In our scenario, the narrowband interferer may be either an intentionally emitted jammer or the
abstract subsumption of the effects of a traditional non-UWB service and, for the sake of simplicity,
it is modeled as a single sinusoidal tone.

Among all the possible figures of merit that quantify the performance of communication (e.g.,
multipath robustness, system capacity in terms of users number [2]) we concentrate on the joint effect
of Multiple Access Interference (MAI) and NarrowBand Interference (NBI) on a simple Matched Filter
(MF) receiver.

Our starting point is the result reported in [3] that expresses the performance of a conventional
DS-CDMA system with no multi-access when it is disturbed by a jamming tone. Such a result is
extended to take into account the presence of a noise-like disturbance due to other asynchronous users
whose spreading codes cannot be perfectly orthogonal to the useful receiver one for all the possible
time shifts. This disturbance has been also extensively investigated in classical DS-CDMA and UWB
systems relying on possible spreading codes optimizations based on chaotic systems (piece-wise affine
markov maps; see [4, 5] for a survey on chaos-based sequences generation for various applications),
both in Additive White Gaussian Noise (AWGN) channels [6–17] and in presence of multipath [18–
21]. The influence of real pulse shapes has been also taken into account [22–25], while the ultimate

Fig. 1. Block diagram of the baseband equivalent scheme of a UWB asyn-
chronous DS-CDMA system.
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limit of these systems in terms of Shannon capacity is studied in [26, 27].
Here, we extend the results presented in [28] and show how the rejection of both narrowband

interference and multi-access disturbance can be achieved by the proper spectrum shaping of the
spreading codes towards different optimal profiles. Furthermore, we here also address the trade-off
between the two optimal designs for different scenarios as far as the power of the narrowband jammer
and the number of competing users are concerned. Different optimal solutions will be found depending
on the relative interfering power but also on the relative positioning of the signal center frequency
and the jammed frequency.

The paper is organized as follows. In Section 2, we describe the model of an UWB DS-CDMA
system and express its performance in terms of bit error probability on a single link when MAI, NBI
and thermal noise are the main cause of non-ideality. In Section 3 we present the idea to reduce the
impact of NBI without increasing the impact of MAI, and we show in Section 4 how we can generate
spreading sequences capable to do this. Finally, in Section 5, we report the results of Montecarlo
simulations clarifying the scenarios in which our method offers significant improvement.

2. System model

The starting point of our analysis is the model of a standard asynchronous DS-CDMA system [1, 8]
including transmission module, channel and receiver. Figure 1 shows a simplified baseband equivalent
scheme including the effects of thermal channel noise (modeled as AWGN) and NBI, in addition to
MAI. To evaluate system performance, let us assume the presence of a common carrier with frequency
fc = ωc/(2π), let U be the total number of users, and express the generic u-th information signal as

Su(t) = V
∞∑

s=−∞
Su

s gT (t − sT ) (1)

where T is the bit duration, Su
s ∈ {−1; +1} is the s-th information symbol for the u-th user, gT is

a rectangular pulse which is 1 within [0;T ] and zero otherwise, and where the peak amplitude V is
assumed equal for all users. The signal Su(t) is then multiplied by the spreading signal

Y u(t) =
∞∑

s=−∞
yu

s gT/N

(
t − s

T

N

)
(2)

where N is the spreading factor, yu
s are the antipodal spreading symbols of the u-th user and g T

N
is a

rectangular pulse which is 1 within [0; T
N ] and 0 outside, and where, following the approach in [1, 8],

we will assume that the corresponding Spreading Sequence (SS) yu = {yu
s } is periodic, with period

equal to N .
The resulting signal is then transmitted along the (baseband equivalent) channel together with the

spread-spectrum signals from the other users. Each transmitter adopts a different spreading code,
assigned at the connection start-up. The receiver is a simple MF which is made of a multiplier
combining the incoming signal with a synchronized replica of the spreading sequence of the v-th user
and of an integrate-and-dump stage in charge of extracting the information symbol by correlation.

For each user we consider a different delay tu and a different phase θu.These quantities are assumed
as uniformly distributed random variables to model transmission from mobile terminals to a fixed base-
station. If we take the v-th receiver as a reference, we can define the relative delays Δtuv = tu − tv

and the relative phase Δθuv = θu − θu.
We do this to arrive at the expression of the contribution of the u-th user to the signal produced

by the v-th MF, given by

Υuv
s =

1
2T

∫ (s+1)T

sT
Su(t − Δtuv)Y u(t − Δtuv)Y v(t)eiΔθuv

dt (3)

where i is the imaginary unit.
In the following we will assume that the system performance is mainly limited by MAI, thermal

noise and NBI, namely we will suppose that spreading-despreading sequence synchronization has
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been achieved, and that multipath effects are negligible. Despite these simplifying assumptions,
performance computation is quite difficult in this case, and, in order to obtain a suitable model, we
rely on two previous results corresponding to “corner” cases where either NBI and thermal noise or
MAI are present alone, as presented in Subsection 2.1 and Subsection 2.2, respectively.

2.1 Multiple access interference
We want to evaluate in terms of bit error probability the impact of MAI, and to this purpose, we
define the partial cross-correlation function between two generic spreading sequences yu = {yu

k} and
yv = {yv

k} as

ΓN,τ (yu, yv) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

N−τ−1∑
k=0

yu
kyv

k+τ if τ = 0, 1, . . . , N − 1

ΓN,−τ (yv, yu) if τ = −N + 1, . . . ,−2,−1

0 if |τ | ≥ N

Exploiting the previous expression, we can use (3) to write the useful signal component as

Ωv
s = Υvv

s =
V Sv

s

2T

∫ (s+1)T

sT
[Y v(t)]2dt =

V Sv
s

2N
ΓN,0(yv, yv) =

V Sv
s

2

and the interfering signal component (which depends on MAI)

Ψv
s =

U∑
u �=v
u=1

Υuv
s =

U∑
u �=v
u=1

1
2T

∫ (s+1)T

sT
Su(t − Δtuv)Y u(t − Δtuv)Y v(t)eiΔθuv

dt (4)

We can assume that the information symbols are independent identically distributed random vari-
able. This brings us to the following expression [8, 10]

Ψv
s =

1
2N

U∑
u �=v
u=1

V eiΔθuv

{

Su
s−1

[(
Δtuv

T
−
⌊

Δtuv

T

⌋)
ΓN,�Δtuv

T �−N+1(y
u, yv) +

(
1−Δtuv

T
+
⌊

Δtuv

T

⌋)
ΓN,�Δtuv

T �−N (yu, yv)

]
+

+Su
s

[(
Δtuv

T
−
⌊

Δtuv

T

⌋)
ΓN,�Δtuv

T �+1(y
u, yv) +

(
1−Δtuv

T
+
⌊

Δtuv

T

⌋)
ΓN,�Δtuv

T �(yu, yv)

]}

where, Δθuv ∈ [−π; π] and the normalized delay Δtuv

T has been split into a integer part
⌊

Δtuv

T

⌋
and a

fractional part Δtuv

T −
⌊

Δtuv

T

⌋
. Since the interference term is a sum of many zero-mean independent

random variables, we can model it as zero-mean Gaussian random variable, whose variance is equal
to [8, 10]

(σv)2 = E[(Ψv
s)

2] =
U∑

u �=v
u=1

(V )2

24N3

N−1∑
j=−N+1

(
2Γ2

N,j(y
u, yv) + ΓN,j(yu, yv)ΓN,j+1(yu, yv)

)

where the expectation E[· ] is taken over the phase Δθuv, the delay Δtuv (that is assumed uniformly
distributed in [−T ; T ]) and the information symbols Su

s (that are assumed independent and equally
distributed, so that Su

s = −1 and Su
s = +1 have the same probability).

MAI for the v-th link is proportional to (σv)2, so that we can evaluate the performance in terms of
bit-error probability for the s-th transmitted symbol as P v

err = 1
2erfc

√
(Ωv

s)2/[2(σv)2] =
1
2erfc

√
V 2/[8(σv)2]. The overall system performance can be obtained by averaging over all possi-

ble useful users v by defining
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BEPMAI = Eyv [P v
err] =

1
2

Eyv

[
erfc

√
V 2

8(σv)2

]

where Eyv [· ] is the expectation over the set of sequences. Analytical handing is difficult due the
presence of the erfc function. A common workaround to this is to use the Standard Gaussian Ap-
proximation (SGA) which considers the spreading codes values as random variables (see [1] and [29]
for an in-depth analysis of this approximation) to simplify the above expression in

BEPMAI ≈ 1
2
erfc

√
V 2

8Eyv [(σv)2]

Working on the inner expectation we get [8, 10]

Eyv [(σv)2] =
U − 1
3N3

N−1∑
j=−N+1

Eu �=v
yu,yv

[
2Γ2

N,j(y
u, yv) + ΓN,j(yu, yv)ΓN,j+1(yu, yv)

]

so that, by defining R,

R =
1

3N3

N−1∑
j=−N+1

Eu �=v
yu,yv

[
2Γ2

N,j(y
u, yv) + ΓN,j(yu, yv)ΓN,j+1(yu, yv)

]

we come to the final expression

BEPMAI ≈ 1
2
erfc

√
V 2

(U − 1)R
(5)

which allows us to interpret Ras an expected interference-to-signal ratio per interfering user, i.e., an
expected degradation in system performance when a new user is added.

The expression of R can be further simplified taking into account that we are using antipodal
symbol for the spreading sequences. More specifically, assuming second-order stationary sequences,
i.e. such that Eyv [yv

myv
n] = Eyv [yv

0yv
|m−n|], we may use the auto-correlation function Ak = Eyv [yv

0yv
k ]

to write, with few algebraic manipulation [10], an alternative expression of R depending only on Ak

and N , namely

R =
2

3N
+

4
3N3

N−1∑
k=1

[
(N − k)2A2

k +
(N − k + 1)(N − k)

2
AkAk−1

]
(6)

In [12] R is minimized and minimally interfering sequences are approximated by those with Ak ≈ rk

where r = −2 +
√

3, which can easily be generated by suitable piece-wise affine Markov maps [4]. In
other terms, chaos-based spreading sequences can be generated, whose adoption allows to optimize
performance in asynchronous (UWB) DS-CDMA systems when MAI is the main cause of non-ideality
and we will use this case as a benchmark in our present study.

2.2 Narrowband interference and thermal noise
For the present study, symbol recovery is hindered not only by MAI, but also by the presence of
thermal noise and, most important, by an NBI, which models either an intentional jamming or a
conventional non spread-spectrum transmissions, or both.

For this scenario, we consider the impact of NBI and thermal noise on v-th user, where the former
is expressed as a single sinusoidal jamming signal

√
2I cos(2πf0t + φ0), of (normalized baseband

equivalent) frequency f0, initial phase φ0 and transmitted power I. Hence, relying on [3] one can
compute performance in terms of bit error probability as

BEPI =
1
2
− 1

π

∫ ∞

0
J0

(
ω

√
I

C

|Hv(f0)|2
2T

)
sinω

ω
e

(
−ω2

4
N0
Eb

)
dω (7)
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where J0(ω) is the 0-th order Bessel function of the first kind, Eb is the transmitted energy per
information symbol, C = Eb/T denotes the corresponding useful received power, and thermal noise
is modeled as a two-sided power spectral density equal to N0/2. Furthermore, Hv(f) is the transfer
function of the MF for v-th link and represents the Fourier transform of (b(t;−1) − b(t; +1)), where
b(t;±1) is equal to a unit-energy waveform used to transmit the information symbol −1 or +1. To
find its expression, let us express the unit-energy waveform of the v-th user as

bv(t) =

√
2

NEg

N−1∑
j=0

yv
j g T

N

(
t − j

T

N

)

so that, exploiting the fact that the a chip waveform energy is Eg = T/N , the desired transfer function
can be written as

|Hv(f0)| = N
√

2T

∣∣∣∣∣sinc
(
f0

T

N

)∣∣∣∣∣
∣∣∣∣∣

N−1∑
s=0

yv
se−2πi f0k T

N

∣∣∣∣∣
2.3 All causes of error
The aim of this section is to obtain a final expression of the system performance in terms of bit
error probability, similar to (5) and (7), and which includes all considered causes of error at the same
time. To do this, we may first note that, within the limit of validity of SGA, MAI is a Gaussian
random variable whose effect on system performance is similar to thermal noise. Consequently, we
may equivalently model the effect of both MAI and thermal noise exploiting (7) if we suitably increase
the noise power spectral density from N0 to Ñ0. The same effect of MAI at the output of the MF is
obtained if, taking into account that

∫ 1/T

−1/T |Hv(f)|2df = C for each SS, we impose

Ñ0

2
=

N0

2
+

(U − 1)R
C

With this, we finally arrive to express the system performance in presence of NBI, MAI and thermal
noise as

BEPv =
1
2
− 1

π

∫ ∞

0
J0

(
ω

√
I

C
|Hv(f0)|2

2T

)
sinc(ω)· exp

(
− ω2

4
· N0 + 2(U − 1)R/C

Eb

)
dω (8)

As a final remark, we need to note that (8) depends on the particular choice of the spreading sequence
of the v-th useful user. Regrettably the analytic evaluation of μ(BEPv) = Eyv [BEPv] is prohibitive
from an analytic point of view and we will therefore rely, in Section 5, on its numerical evaluation
based on a Montecarlo approach.

3. NBI reduction
The main idea to reduce the effect of NBI in a DS-CDMA UWB communication relies on the depen-
dence of BEPv in (8) on the SS, whose statistical features need thus to be appropriately chosen to
achieve such a goal.

The starting point of our procedure, that is described in [12, 17], is a chaos-based technique able
to generate antipodal SSs with autocorrelation profile Ak ≈ (−2 +

√
3)k, whose adoption leads to a

minimum level of MAI and therefore of R. Figure 2 shows the normalized Power Spectral Density
(PDS) of such sequences (solid line), which therefore gives an indication of the shape of the MF
transfer function of the receiver. If the vertical thick line represents the NBI, it is therefore evident
that a consistent part of its power is transferred at the output of the MF, i.e., at the input of the
decision block, thus increasing the error probability. To cope with this, the most intuitive solution is
to use SSs whose PSD features a stop-band in a (large-enough) neighborhood of the NBI frequency,
as it is also shown in Fig. 2(dashed line).

Note that we have also assumed that the NBI frequency is fixed and known. This is not a critical
hypothesis since the aim of this work is to minimize the possible interference of existing narrowband
communication systems on a UWB system working in the same band.
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Fig. 2. Normalized PSD of the chaos-based spreading sequence minimizing
(5) (solid line), jamming signal with f0 = 0.1N/T (thick solid line) and ideal
PSD of spreading sequences capable of minimizing the effect of the NBI at the
v-th useful user receiver (dashed line).

Two issues are worth mentioning. On the one hand, independently of the method used to generate
spreading sequences, those satisfying the above PSD condition will certainly not be the same that
minimize R. This will result in an increased MAI with respect to optimal chaos-based spreading [12]
so that the possibility of achieving an improvement in performance will critically depend on the
effectiveness in suppressing NBI and on its intensity. On the other hand, as shown in [4], the (binary)
quantized output of a one-dimensional chaotic map can exhibit only a low-pass, high-pass or flat
PSD, so that SSs with a PSD similar to the one represented by the dashed-line of Fig. 2 can be only
obtained through a much more complex generator. The structure of one of such generator is described
in the next Subsection.

4. Sequences generator
To obtain spreading sequences with assigned spectral profile we will rely on a Linear Probability
Feedback Process (LPFP) recently introduced in [30, 31], whose scheme is shown in Fig. 3(a). It is
based on a causal time-invariant linear filter with impulse response hk such that hk = 0 for k ≤ 0 and
transfer function

Hm(z) =
m∑

k=1

hkz−k

Though, in principle, there is no need for m to be a finite number, we will make this assumption here.
The output of the filter −Hm(z) produces the process xt = −∑m

k=1 hkyt−k. We will assume that
−1 ≤ xt ≤ 1, since, being the yt antipodal symbols, this is equivalent to impose the constraint

m∑
k=1

|hk| ≤ 1 (9)

The process xt is then fed into a comparator and matched with the process αt that is made of
independent random thresholds uniformly distributed in [−1, 1]. The comparator yields the antipodal
values yt ∈ {−1, 1} that are fed back into the filter to allow a continuous generation of symbols.
Assuming the uniform cumulative distribution function

F (α) =

⎧⎪⎪⎨
⎪⎪⎩

0 if α < −1
1+α

2 if −1 ≤ α ≤ 1

1 if α > 1

for each random variables αt in the scheme, we can write the probability of the current generated
symbol yt given the previous sequence with memory m as

Pr{yt = +1|yt−1, yt−2, . . . , yt−m} = F

(
−

m∑
k=1

hkyt−k

)
=

1
2

[
1 −

m∑
k=1

hkyt−k

]
(10)
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(a) (b)

Fig. 3. (a) Structure of a memory-m antipodal linear probability feedback
process generator, including a finite memory filter −Hm(z), a random generator
and a comparator. (b) Normalized ideal PSD compared with the actual one
obtained using the memory-m antipodal linear probability feedback process
generator.

As discussed in details in [30], starting from (10) a thorough analysis leads to an expression of the
normalized power spectral density of the generated antipodal symbols yt, namely

Λy(f) =

∣∣∣1 + Hm(e2πif )
∣∣∣−2

∫ 1/2

−1/2

∣∣∣1 + Hm(e2πif )
∣∣∣−2

df

(11)

In principle one could use (11) to derive hk once Λy(f) has been set to a desired PSD profile similar
to the one shown in Fig. 2. Regrettably, inverting (11) is a prohibitive task. To cope with this we
note that if the process yt is fed into a filter with transfer function 1 + Hm(f), the output is a white
process with power spectral density equal to

P =
1∫ 1/2

−1/2

∣∣∣1 + Hm(e2πif )
∣∣∣−2

df

so the whitening filter of yt is 1+Hm(z). From this we get that −Hm(z) must be the optimum linear
predictor of yt that can be derived minimizing

ε2 = E

⎡
⎣
(

yt +
m∑

k=1

hkyt−k

)2
⎤
⎦ = C0,0 + 2

m∑
k=1

Ck−1,0hk +
m∑

k=1

m∑
j=1

Ck−1,j−1hkhj

where Ck,j is the correlation matrix of the process yt, defined as

Ck,j = E[yt−kyt−j ] =
∫ 1/2

−1/2
Λy(f)e2πi(k−j)fdf =

∫ 1/2

−1/2
Λy(f) cos(2π(k − j)f)df

To solve this problem, we can use the classic approach based on Yule-Walker equations. Regrettably
the solution, in general, do not satisfy (9). A numerical method such as a modified gradient descent
was presented in [30] and more sophisticated heuristic techniques are used in [31].

As an example, exploiting the first technique with m = 80 we have been able to obtain spreading
sequences whose normalized PSD is shown in Fig. 3(b) (continuous line). As it can be seen, the shape
is almost superimposing with the target one (dashed line).

Note also that the presented method generates sequences with stationary statistical features, but
this is not a limit in our case since we are supposing that the NBI frequency is fixed and know.

5. Numerical results
As discussed at the end of Section 2, Eq. (8) shows that the performance of the v-th user in terms
of bit error probability BEPv is actually a random variable that depends in a non-linear way on the
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(a) (b)

(c) (d)

Fig. 4. Plot (a) and (b) show the PSD associated to chaos-based spreading
sequences minimizing MAI (continous-line) and those generated by an LPFP
with m = 80 targeting stop-bands with different widths and depths to reduce
NBI (dotted and dash-dotted lines). Plot (c) and (d) show CCDFP v

err
(10−3)

as a function of the stop-band width and the attenuation factor ρ (related to
the stop-band depth), considering SIR= −12 dB, SNR= 20 dB, f0 = 0.1N/T ,
U = 12.

spreading sequence yv. Consequently, to evaluate the effectiveness of the NBI reduction methodology
proposed in this paper, we must rely on a statistical characterization of BEPv by means of Montecarlo
simulations.

To collect statistics for the generic v-th user and for a given system configuration, we first generate
2 × 105 spreading sequences using the LPFP discussed in Section 4 for a fixed spectral shape. Then
we compute the corresponding instance of BEPv exploiting (8), where R is evaluated through (6)
using the autocorrelation function corresponding to the chosen spectral profile. As a realistic setting,
following [3], we refer to an asynchronous DS-CDMA system with T = 100 ns, N = 128 (so that
the spreading bandwidth is N/T = 1.28 GHz), and where the thermal noise power is relatively low
(SNR= Eb/N0 = 20 dB).

As a first step, we consider the relationship between the bit error probability and the width and
depth of the introduced stop-band in the spectral profile. Figure 4(a) shows the spectral profile of
the generated sequences with maximum (dashed line) and minimum (dash-dotted line) width, while
Fig. 4(b) shows similar figures used to investigate the role of stop band depth. In both figures the
solid line is the considered benchmark, namely the PSD profile of chaos-based spreading sequences
minimizing MAI only.

We refer to a system where U = 12 users are present, with a signal-to-interference-ratio SIR=
C/I = −12 dB and where the NBI is centered in a neighborhood of f0 = 0.1N/T . In this setting,
the NBI plays an important role and its reduction is therefore expected to show appreciable effects,
making it easier to find an optimum value of the stop-band width and of the stop-band depth.

Focusing on the stop-band depth, let us define the attenuation factor ρ for a fixed NBI frequency,
namely

ρ =
PSDchaos−based(f0) − PSDmemory−m(f0)

PSDchaos−based(f0)

The figure of merit we chose is the Complementary Cumulative Distribution Function (CCDF) of
BEPv, defined as CCDFP v

err
(δ) = Pr{BEPv > δ}, which we will computed for the typical case of

δ = 10−3. Let us refer to the results shown in Figs. 4(c) and (d). Plot (c) represents CCDFP v
err

(10−3)
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Fig. 5. The CCDFP v
err

as a function of BEP, with: stop-band width
= 0.03N/T , attenuation factor ρ = 0.62, SIR= −12 dB, SNR= 20 dB,
f0 = 0.1N/T , U = 12.

(a) (b)

Fig. 6. (a) PSD associated to chaos-based spreading sequences minimizing
MAI (continous-line), and generated by LPFP with m = 80 targeting stop-
band with different depth to reduce NBI (dashed and dot-dashed lines. (b)
CCDFP v

err
(10−3) as a function of the attenuation factor, considering: SIR= −3

dB, SNR= 20 dB, f0 = 0.4N/T , U = 20.

as a function of the normalized stop-band width, clearly showing a minimum for the optimal width
value equal to 0.03N/T (corresponding to 39.322 MHz). It is worth noting that we investigate only
a limited range for the stop-band width, as shown in Fig. 4(a). In fact, on the one end, for larger
stop-bands the resulting SS profiles would be too much close to uniform and therefore too different
with respect to the one minimizing the effect of MAI. On the other end, a narrower stop-bands would
bring negligible advantage in NBI reduction.

Figure 4(d) shows that CCDFP v
err

(10−3) is always decreasing with the attenuation factor ρ. Hence
the optimal value would apparently correspond to ρ = ρmax = 1, for which PSDmemory−m(f0) =
0. Yet, such a lower value of PSDmemory−m(f0) cannot be achieved with LPFPs, since they are
characterized by an almost-everywhere non-null PSD [30]. Consequently, for practical purposes, we
will use an upper bound for ρ equal to the maximum value which guarantees correct generation of
the SS via an LPFP (ρ = 0.62 in this setting).

Figure 5 represents CCDFP v
err

(BEP) computed for the optimal values of the stop-band width and
of the attenuator factor ρ mentioned above. It can be clearly seen that memory-m sequences always
offer an advantage with respect to chaos-based ones, with an improvement in reducing CCDFP v

err
of

at least 30%.
As a further step, we analyze the influence on system performance of the number of users U

(on which MAI directly depends, see (5)), of SIR (whose increment reduces NBI) and of f0. The
latter parameter plays a particularly important role. In fact, since the PSD of optimal chaos-based
spreading is high-pass (see the continuous-line in Figs. 4(a) and (b)), one may intuitively accept that
when f0 < N/2T , the presence of a stop-band introduces a negligible perturbation of the profile
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Fig. 7. The CCDFP v
err

as a function of BEP, with: stop-band width =
0.03N/T , SIR= −3 dB, SNR= 20 dB, f0 = 0.1N/T , U = 20.

(a) (b)

(c) (d)

Fig. 8. Plot (a) and (b) show mean and variance of BEP with: stop-band
width = 0.03N/T , ρ = 0.62, SNR= 20 dB, f0 = 0.1N/T , U = 12. Plot (c)
and (d) show mean and variance of BEP with: stop-band width = 0.03N/T ,
ρ = 0.65, SNR= 20 dB, f0 = 0.4N/T , U = 20.

with respect to the one minimizing MAI. Consequently, as one may expect, results of all performed
numerical simulations confirm that the optimal width for the stop band is always close to the one
corresponding to the minimum value in Fig. 4(c). On the contrary, the influence of ρ is different,
as reported in Figs. 6(a), (b) where, with respect to the previous case, U = 20, SIR= −3 dB and
f0 = 0.4N/T . As it can be noticed, the optimal value of the attenuation factor is ρ = 0.65, i.e., it is
no more coincident with the maximum value compatible with the LPFP generation method.

The associated results in terms of CCDFP v
err

are shown in Fig. 7, where the dashed and the dot-
dashed lines correspond respectively to ρ = 0.65 (optimum value for BEPv = 10−3) and ρ = 0.12.
It is interesting noticing that the proposed method always improves performance with respect to
chaos-based spreading (continuous-line), but the actual improvement depends on the choice of ρ.

Given the above results, one may therefore conclude that, in any given scenario scenario, the
presented method for SS generation offers an advantage with respect to the classical chaos-based
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solution, provided that a preliminary study on the influence of the stop-band width and depth in the
SS profile is performed numerically to evaluate their optimal value.

Finally, Figs. 8 represents the expected performance of BEPv as a function of SIR, showing its mean
value and its variance for SNR= 20 dB and stop-band width equal to 0.03N/T , and where ρ = 0.62,
f0 = 0.1N/T and U = 12 in plots (a), (b), while ρ = 0.65, f0 = 0.4N/T and U = 20 in plots (c),
(d). Overall, memory-m sequences offer an uniform variance reduction and a general performance
improvement in most operating conditions.

6. Conclusion
In this paper we presented a simple method to reduce the impact of a narrowband interference in
UWB systems based on asynchronous DS-CDMA. The starting point is given by existing techniques
reducing multi-access disturbances by appropriate chaos-based spreading codes. Then, the method
is focused on shaping power spectral density of spreading sequences, made by symbols generated by
LPFPs.

Power spectral shaping reduces the UWB information signal in the NBI frequency band, yielding a
heavy reduction of the interference due to overlapping narrowband transmission. This however causes
an increment in multi-access disturbance with respect to chaos-based spreading that minimizes MAI,
thus implying a trade-off between rejection of narrowband interference and tolerance of multi-access
interference.

Such a trade-off can be effectively address for different system configurations depending on the
number of simultaneous users on the channel, the relative position of the UWB and narrowband
spectra, and on the ratio between the power of the localized interferer and the power of UWB signal.

Numerical results reveal non-negligible improvements since, whenever SIR≥ 5dB, U ≥ 20 and
N = 128, we found that memory-m sequences guarantee a lower average BEPv, as well as an higher
probability to reach any given quality link.

Note that in this paper we have assumed that the NBI frequency is fixed and know, as well as its
power and the number of users in the system. As long as these parameters are unchanged, we have
shown how to generate spreading sequences in order to maximize system performance; this solution
however does not ensure anymore the optimum working point when one of the above parameter
changes.

In order to ensure the performance optimization also in the case of a change in one (or more)
of the above parameters, spreading sequences statistical features should be recomputed as soon as
environmental conditions change. This is certainly not a problem for new users added to the system,
that may immediately work with optimized sequences. However, old users (i.e. users that use spread-
ing sequences optimized for a different environmental setting) may work with performance that may
be lower with respect to the reference case, i.e. when sequences are generated with an autocorrela-
tion profile Ak ≈ (−2 +

√
3)k without taking into account any NBI. To cope with this, a sequence

renegotiation policy has to be implemented.
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