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POD Reduced-Order Model for Aeroacoustic

Applications

Renzo Arina∗

Dipartimento di Ingegneria Meccanica e Aerospaziale, Politecnico di Torino, Torino, 10129, Italy

A reduced-order model (ROM) for acoustic propagation is proposed. It is based on
a Proper Orthogonal Decomposition (POD) of a set of snapshots, obtained for different
values of geometrical and frequency parameters of the acoustic problem under study. The
POD expansion coefficients, functions of the parameters, are continuously extended in
the parameter space by interpolation. This approach is termed POD with Interpolation
(PODI). The model is applied to the case of the scattering of sound by a circular cylinder.
The problem is formulated in the frequency space and the parameter is the distance of
the monopole source with respect to the circular cylinder. It is shown that the proposed
methodology is able to correctly capture the main features of the acoustic field, such as
the SPL field.

I. Introduction

Recent years have seen considerable progress in solution methods for Linearized Euler equations (LEE)
and Linearized Navier-Stokes equations (LNSE) in aeroacoustics,1,2 leading to advances across a broad range
of engineering applications. Improvements in methodology, together with a substantial increase in computing
power, are such that real-time simulation and optimization of systems governed by LEEs, or LNSEs, is now
an attainable goal. In many cases, computational models for such applications yield very large systems that
are computationally intensive to solve. A critical element towards achieving a real-time simulation capability
is the development of accurate, efficient models that can be rapidly solved.

Model reduction is a powerful tool that allows the systematic generation of cost-efficient representations
of large-scale systems resulting from discretization of LEEs/LNSEs. Reduction methodology has been devel-
oped and applied for many different disciplines, including controls, fluid dynamics, structural dynamics, and
circuit design. Considerable advances in the field of model reduction for large-scale systems have been made
and many different applications have been demonstrated with success.3 To our knowledge no systematic
study of model reduction has been presented in aeroacoustics yet, addressing a number of important issues,
including the reliability of reduction techniques, associated with the quality of the reduced models, and
validity of the model over a range of operating conditions.

Different model reduction techniques have been proposed.3 In this paper the attention is focused on the
Proper Orthogonal Decomposition (POD), a general technique for extracting the most significant charac-
teristics of a system and representing them in a set of POD low-dimensional basis vectors. The POD basis
provide a low-dimensional description of the system in which to perform parametric interpolation. POD
reduced models are derived and used with an offline-online strategy. The offline phase involves expensive
high-fidelity simulations to generate the snapshots needed to compute the POD basis and to derive the
Reduced-Order Model (ROM). In the online phase the ROM is used to achieve rapid computations.

In fluid dynamics, the POD is usually employed to find a basis for the projection of the Navier-Stokes
equations and to obtain a ROM composed by a system of ordinary differential equations for the time
dependent POD expansion coefficients.4 Less commonly, the POD is applied in the frequency space5 or
in a parameter space. In this latter case, as an example, the POD can be used to describe flow fields around
modified body shapes, using the information about the flow past few selected geometries of the body, which
form the snapshots for the POD. Examples of this approach can be found in the works of Legresley and
Alonso,6 Bui-Thanh et al.,7 Mifsud et al.8 and Tang and Shyy.9
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The application of POD-based ROMs in the parameter space is quite recent and still under active
development. Moreover, to our knowledge, no systematic study of model reduction has been presented in
aeroacoustics yet, addressing a number of important issues, including the reliability of reduction techniques,
associated with the quality of the reduced models, and validity of the model over a range of operating
conditions.

In the next Section the general frame of the reduced-order projection is presented. The POD method is
described in detail in Section 3 and in Section 4 it is applied to the problem of the scattering of sound by
a circular cylinder. The problem is formulated in the frequency space and the parameter is the distance of
the monopole source with respect to the circular cylinder.

II. Problem Statement and Reduced-Order Projection

The system of PDEs, governing acoustic propagation, can be discretized in the spatial domain using a
numerical formulation (e.g. Discontinuous Galerkin method10) to yield a set of linear ordinary differential
equations. As general form, the linear system can be written as

E
du(t)

dt
+ Au(t) = Bµ(t), , (1)

where u(t) ∈ Rn is the state vector of the unknown acoustic flow quantities (ρ′, ρ′u′, p′) at each point in the
computational grid. A ∈ Rn×n and E ∈ Rn×n are the model operators. µ ∈ Rp is a vector of p parameters
and B ∈ Rn×p is the input forcing operator. In general, particular output quantities are of interest, defining
the vector y ∈ Rq to be the q output quantities we have, with C ∈ Rq×n,

y(t) = Cu(t) , (2)

Vectors µ(t) and y(t) in problem (1) and (2) contain the system inputs and outputs respectively. The
definition of inputs and outputs will depend upon the specific problem under exam. For example inputs
may consist of specif noise sources or body motion, while outputs of interest may be the generated sound
pressure level (SPL). For active control applications, the output might monitor an acoustic condition at a
particular location while inputs describe both actuation mechanisms and acoustic source disturbances.

Considering a harmonic forcing µ = µ̂eiωt, problem (1) and (2) can be formulated in the frequency
domain

G : (iωE + A) û = Bµ̂ , ŷ = Cû , (3)

where u = ûeiωt and y = ŷeiωt.
Matrices A, C, and E in the problem (3) are defined by the mean flow conditions. In comparison with

nonlinear problems, system (3) is relatively efficient. However, the order n of the system is still prohibitively
high for many applications, and the cost to solve the system can be too large for implementation in real
time. Therefore it is interesting to find a low-order linear reduced model

G̃ :
(
iωẼ + Ã

)
ũ = B̃µ̂ , ỹ = C̃ũ , (4)

which approximates well the given stable model (3). Typically, A in system (3) is a sparse, square matrix
of very large dimensions n > 105, and the desired order m of G̃ can be less than 50. The quality of G̃ as an
approximation of G is defined as the H∞ norm of the difference between their transfer functions ‖Ĝ − G‖
which in turn equals the square root of the maximal energy of the difference e = ỹ − ŷ, given by ‖ỹ − ŷ‖2.

The reduced model is obtained projecting the problem onto a reduced space defined of few basis vectors.
The full state vector û is represented in a reduced-space basis

û = U ũ , (5)

where the columns of the matrix U ∈ Rn×m contain m basis vectors. Defining a left projection space V so
that WTU = I, the governing equations (3) can be projected onto the reduced space to yield an mth-order
model of the form

G̃ :
[
iω
(
WTEU

)
+
(
WTAU

)]
ũ =

(
WTB

)
µ̂ , ŷ = (C U) ũ .
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Therefore Ẽ ≡WTEU ∈ Rm×m, Ã ≡WTAU ∈ Rm×m, B̃ ≡WTB ∈ Rm×p and C̃ ≡WTC ∈ Rq×m.
The reduction task is to find a suitable basis U so that m � n and the reduction error e is small.

Accuracy of reduced models is an important issue for which a rigorous analysis is necessary. Amongst the
several existing methods for computing the basis, the POD projection method provide an accuracy analysis.

III. Proper Orthogonal Decomposition and Model Order Reduction

POD was introduced by Lumley11,12 for the analysis of the structures of turbulent flows. It is closely
related to the Karhunen-Loève decomposition13 of stochastic processes, the principal component analysis14

in statistical analysis and the Singular Value Decomposition (SVD). It can be shown that they are all
equivalent.15

POD basis vectors are computed using a set of data called snapshots. Each snapshot is represented as a
set of discrete data, a vector of dimension n, the number of grid points or cells times the number of unknown
variables. The POD snapshots may be obtained from a simulation of the complete aeroacoustic model,
the high-fidelity model, for different values of the p parameters. In the case of time dependent problems,
the sampling can also be made selecting numerical solutions at constant time intervals16 or, in the case of
frequency-space formulation, selecting a set of sample frequencies.17 The input choice is critical, since the
resulting basis will capture only those dynamics present in the snapshot ensemble.

The POD described as a SVD problem18 is more straightforward for the present case, moreover it has
the advantage of being more reliable than the eigenvalue decomposition for computing the smallest spectral
information.

Once the set of POD basis has been computed, using time- or frequency-domain snapshots, the reduced-
order model is obtained using the projection (5). It is important to note that, while the POD basis is optimal
in the sense that it provides the most efficient representation of the data contained in the snapshot ensemble,
one can make no statement regarding the quality of the resulting reduced-order model.

III.A. Singular Value Decomposition of a Real Matrix

Considering the rectangular matrix A with columns uj ∈ Rn, 1 ≤ j ≤ m representing m snapshots.
m is the number of realizations obtained combining different values of the p parameters. Each snapshot
corresponds to a vector of dimension n, solution of a high-fidelity calculation, where n � m. The SVD of
the real valued matrix A = [u1, . . . ,um] ∈ Rn×m, of rank m, guarantees the existence of m real numbers
σ1 ≥ σ2 ≥ . . . ≥ σm > 0 and of the orthonormal matrices U ∈ Rn×n, with columns ϕi ∈ Rn, 1 ≤ i ≤ n, and
V ∈ Rm×m, with columns ψj ∈ Rm, 1 ≤ j ≤ m, such that

UTAV =

(
D

0

)
.
= Σ ∈ Rn×m , (6)

where D = diag (σ1, . . . , σm) ∈ Rm×m. Matrices U and V are orthonormal, that is UTU = UUT = I, and
UT = U−1. Similar relations hold for V. Then, from (6), it follows

AV = UΣ , (7)

and
ATU = VΣ .

Moreover
A = UΣVT . (8)

The diagonal matrix Σ ∈ Rn×m has m non-negative values, ordered in decreasing order, {σl}ml=1 which are
the singular values of matrix A. Vectors {ϕi}ni=1 and {ψj}mj=1 are respectively the left and right singular
vectors of matrix A.

From (8) it follows

AT =
(
UΣVT

)T
= V(UΣ)

T
= VΣUT ,

and (
ATA

)
V =

(
VΣUTUΣVT

)
V = VΣ2VTV = VΣ2 = ΛV , (9)
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setting Λ = Σ2, the diagonal matrix with elements λl = σ2
l > 0 (1 ≤ l ≤ m), vectors {ψl}ml=1 are the

eigenvectors of the matrix ATA with eigenvalues λl. Similarly(
AAT

)
U =

(
UΣVTVΣUT

)
U = Σ2U = ΛU , (10)

vectors {ϕl}ml=1 are the eigenvectors of the matrix AAT with eigenvalues λl. The vectors {ϕl}nl=m+1 are
eigenvectors with zero eigenvalue.

The column space of A can be represented in terms of the linearly independent columns of U

A = ŨDVT = ŨB ,

with Ũ ∈ Rn×m (Ũij ≡ Uij for 1 ≤ i ≤ n, 1 ≤ j ≤ m) and B = DVT ∈ Rm×m. Being Ũ an orthogonal

matrix (ŨŨT = I ∈ Rm×m)

uj =

m∑
l=1

BljŨ.l =

m∑
l=1

(
DV T

)
lj
ϕl =

m∑
l=1

(
ŨT ŨDV T

)
lj
ϕl

=

m∑
l=1

(
ŨTA

)
lj
ϕl =

m∑
l=1

< ϕl, uj > ϕl , for j = 1, . . . ,m , (11)

where < ϕl,uj>=
∑n

k=1(ϕkl ukj) is the inner product in Rn of the vectors ϕl ∈ Rn and uj ∈ Rn.

III.B. SVD as Proper Orthogonal Decomposition

The central issue of the POD is to express the essential information of all snapshots {uj}mj=1 by means of
a few basis vectors. The problem of approximating all snapshots simultaneously by a single, normalized,
vector ϕ ∈ Rn as well as possible, can be expressed as

max
ϕ∈Rn

1

m

m∑
j=1

|< uj ,ϕ>|2 subject to ‖ϕ‖2 = 1 , (12)

where ‖ϕ‖ =
√
< ϕ,ϕ >.

Considering the Lagrangian functional associated to (12),

L(ϕ, λ) =
1

m

m∑
j=1

|< uj ,ϕ>|2 + λ
(
1− ‖ϕ‖2

)
for (ϕ, λ) ∈ Rn×R ,

the function ϕ ∈ Rn is a solution to the constrained optimization problem (12), if the necessary condition

∇L (ϕ, λ) = 0 ,

is satisfied. Computing the gradient of L it follows, being A = [u1, . . . ,um],

∂L
∂ϕi

(ϕ, λ) =
∂

∂ϕi

 1

m

m∑
j=1

|
n∑

k=1

Akjϕk|2 + λ

(
1−

n∑
k=1

ϕ2
k

)
=

2

m

m∑
j=1

(
n∑

k=1

Akjϕk

)
Aij − 2λϕi =

2

m

n∑
k=1

m∑
j=1

AijA
T
jkϕk − 2λϕi ,

we have

∇ϕL (ϕ, λ) = 2

(
1

m
AATϕ− λϕ

)
= 0 in Rn , (13)

and
∂L
∂λ

(ϕ, λ) = 1−
n∑

k=1

ϕ2
k = 1− ‖ϕ‖2 = 0 . (14)
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Conditions (13) and (14) lead to the eigenvalue problem for the symmetric matrix AAT

1

m
AATϕ = λϕ in Rn , (15)

with condition
‖ϕ‖ = 1 . (16)

The SVD of matrix A shows that a vector ϕ1, solution of problem (15), is an eigenvector of AAT with
eigenvalue λ1 = mσ2

1 > 0 [relation (10)]. It can be proved that ϕ1 satisfies the constrained optimization
problem (12).18

Similarly, looking for a second vector ϕ2, orthogonal to ϕ1, describing the snapshots uj as well as possible,
satisfying condition (12) and < ϕ2,ϕ1 >= 0, SVD implies that ϕ2 is solution to the above constraint
optimization problem and its argmax is equal to σ2

2 = mλ2. By finite induction the procedure can be
continued.

The orthonormal vectors {ϕi}li=1 are called POD basis of rank l ≤ m. The approximation of the
snapshots {uj}mj=1, columns of A, by the first l vectors {ϕi}li=1 is optimal among all rank l approximations

to the columns of A.18 The expansion of the columns of A in the POD basis is given by, for (11) and

Ũ ∈ Rn×l being the matrix with columns formed by the POD basis {ϕi}li=1,

A = ŨBl where Bl
ij =<ϕi,uj> ∈ Rl×m for i ≤ i ≤ l , 1 ≤ j ≤ m . (17)

The optimality of the POD basis implies that the POD basis of rank l satisfies the problem

min
ϕ1,...,ϕl∈Rn

1

m

m∑
j=1

‖uj −
l∑

i=1

<uj ,ϕi> ‖2

subject to <ϕi,ϕj>= δij for 1 ≤ i, j ≤ l .

A further property of the POD decomposition is that the POD coefficients are uncorrelated :

m∑
j=1

Bl
ijB

l
kj =

m∑
j=1

<uj ,ϕi><uj ,ϕk>=<

m∑
j=1

<uj ,ϕi> uj ,ϕk>

= <σ2
iϕi,ϕk>= σ2

i δik .

To compute the POD basis of rank l, {ϕ̃i}li=1, it is necessary to solve the n × n symmetric eigenvalue
problem (15)

1

m

(
AAT

)
ϕi = λiϕi .

From relations (9) and (10) it follows
(
ATA

)
V =

(
AAT

)
U, therefore if m < n, it is more convenient to

evaluate the eigenvectors ψ1, . . . ,ψl ∈ Rm solving the m×m symmetric eigenvalue problem (9)(
1

m
ATA

)
ψi = λiψi for i = 1, . . . , l ,

matrix
(

1
mATA

)
is the correlation matrix. And applying relation (7),

Aψi = σiϕi ,

to obtain the POD basis

ϕi =
1

σi
Aψi =

1√
mλi

Aψi for i = 1, . . . , l . (18)

This method is the so-called method of snapshots.19

The choice of l is of central importance for the POD. No a-priori rule is available, rather it is possible to
apply an heuristic criterion based on the ratio of the modeled to the total energy contained in the system
which can be expressed as

ε(l) =

∑l
i=1 λi∑m
i=1 λi

. (19)
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III.C. Continuous Extension of the POD Projection Coefficients

The snapshot vector uj ∈ Rn represents a vector of scalar functions of grid points (or cells), such as the
primitive variables of the acoustic field. The POD is applied to each variable to compute a distinct basis.
As shown above [relation (17)], each snapshot uj can be expanded as,

uj =

m∑
l=1

αljϕl for j = 1, . . . ,m ,

with the projection coefficients
αlj =<ϕl,uj> .

The projection coefficients αljare discrete functions in the parameter space, with values defined at the points
corresponding to the individual snapshots uj . To use the derived ROM as a prediction tool for a new
configuration, it is necessary to extend the discrete functions αlj as continuous functions αl in the parameter
space. In this way the field variable in a generic point of the parameter space may be approximated by the
linear combination

u =

m∑
l=1

αlϕl .

The combination of the POD and the continuous extension of the projection coefficients is termed POD with
Interpolation (PODI).7

In the case of one-dimensional parameter spaces, the continuous extension can be obtained by linear
or spline interpolation. For multidimensional spaces the method of the response surface can be adopted.
The Response Surface Method (RSM) describes the continuous behaviour of a dependent variable by a set
of simple basis functions.20 Response surfaces are generally valid in a large region only in the case of few
parameters; when a great number of parameters is involved, such as in the case of optimization problems,
the RSM must be treated carefully. RSM has been originally developed for experimental data, employing
regression techniques. In this way random experimental fluctuations are smoothed out. When the data set is
provided by numerical simulations, a response surface obtained with a regression method in general does not
fit exactly the data, introducing an undesirable smoothing. Therefore, other than a least square regression
technique, interpolating methods, based on radial basis functions, can be employed.

IV. Numerical Example: Acoustic Scattering

The PODI-ROM method described in the previous section is applied to a problem of acoustic propagation
in a homogeneous medium at rest, formulated in the frequency domain. The wave equation, in Cartesian
coordinates and assuming the usual index summation convention,

1

c20

∂2p′

∂t2
− δij

∂2p′

∂xi∂xj
= −Qac , (20)

describes the propagation of sound through a homogeneous medium at rest. p′ is the acoustic pressure, c0
the sound speed evaluated at the medium conditions p0 and ρ0, constant through the medium. Qac(t, xi)
represents a source term (for example a line monopole source). Assuming harmonic time dependence for the
acoustic fluctuations p′ = p̂ eiωt, Eq.(20) transforms in the complex Helmholtz equation

δij
∂2p̂

∂xi∂xj
+ k2p̂ = Q̂ac , (21)

with wave number k = ω/c0. The acoustic pressure can be computed after the inhomogeneous term Qac

of Eq.(20) has been evaluated and Fourier transformed (Q̂ac(k, xi)). In this way the range of the wave
number k ∈ [0, kmax] is introduced. For each value of k is associated the Helmholtz problem (21) with

the corresponding inhomogeneous forcing term Q̂ac(k, xi). The time dependent acoustic pressure field is
recovered performing an inverse DFT. Problem(21) is solved with a finite element method applying the code
FreeFem++.21

The scattering of sound by a circular cylinder is a useful test for the validation of the PODI-ROM
technique. Morris22 has provided the analytical solution of the scatter of sound from a monopole line source,
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(a) (b)

Figure 1. Scattering of a monopole acoustic source from a circular cylinder. k = 10. (a) Instantaneous pressure [Pa]
and (b) SPL [dB].

positioned at a distance L, along the x-axis (xsource = L, ysource = 0), from a circular cylinder. The cylinder
is centered in the origin of the axis, with ray R. The corresponding Helmholtz problem (21) has been solved
on a square domain [−2π : 2π] × [−2π : 2π]. To avoid spurious reflections along the exterior boundaries,
Perfectly Matched Layer (PML) boundary conditions are imposed.23 PML regions are added outside the
exterior boundaries, and fully reflecting conditions (∂p̂/∂n = 0) are imposed along the cylinder wall. The
instantaneous acoustic pressure field is shown in Figure 1-(a) for the case of k = 10, corresponding to a
frequency of 541.397 Hz, and L/R = 2.5625, and in Figure 1-(b) the SPL isocontours are displayed.

Keeping fixed the value of the wave number (k = 10), several snapshots are obtained varying the distance
of the line source with respect to the cylinder center: L/R varying from 1.5 to 3.5. The high-fidelity
calculations are performed on an unstructured grid of 36310 triangles. The numerical solutions coincide with
the analytical solutions within round-off accuracy outside the source region.

As a first case, nine snapshots are obtained varying the distance L/R: 1.50, 1.75, 2.0, 2.25, 2.5, 2.75, 3.0,
3.25, 3.50. Once the POD coefficients αlj , with l = 1, 9 and j = 1, 9, are obtained, the PODI-ROM is applied
to reconstruct the solution for the case k = 10 and L/R = 2.5625. The POD coefficients are interpolated,
with a parabolic interpolant, to obtain the values corresponding to the chosen parameter L/R.

In Figure 2-(a) the instantaneous pressure along the line y = 0 obtained with the high-fidelity (FEM)
and the PODI-ROM reconstruction are compared. The interval −1 ≤ L/R ≤ 1 corresponds to the interior
of the cylinder. In the rear part of the cylinder, with respect to the source, the weak pressure oscillations
are well captured by the ROM. Also in the region between the cylinder and the source, the acoustic field is
recovered, however in the external part, for x/R > L/R, the agreement is very poor. The error is evident in
the comparison of the SPL, in Figure 2-(b).

To improve the model, a more refined sampling has been made. With 17 snapshots in the interval
L/R = 1.5 ÷ 3.5 with a step of 0.125. The comparisons between the high-fidelity and the ROM solutions
are reported in Figures 3-(a,b). In this case the acoustic field along the line y = 0 is well represented by the
ROM, also in the external part of the field (x/R > L/R), as shown by the comparison of the SPL. In Table
1 the values of the eigenvalues λl, l = 1, 17 and the corresponding value of ε(l) defined by Equation (19). It
is possible to remark that almost all the energy contents is already represented by the first mode. However,
to recover, with a good degree of accuracy, the exact solution in the entire domain, it is necessary to retain
most of the computed modes.
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Figure 2. Scattering of a monopole acoustic source from a circular cylinder. k = 10, L/R = 2.5625. (a) Instantaneous
pressure [Pa] and (b) SPL [dB], along the line y = 0, k = 10. Comparison of the PODI-ROM reconstruction (9 snapshots)
with the numerical (FEM) solution.
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Figure 3. Scattering of a monopole acoustic source from a circular cylinder. k = 10, L/R = 2.5625. (a) Instantaneous
pressure [Pa] and (b) SPL [dB], along the line y = 0, k = 10. Comparison of the PODI-ROM reconstruction (17
snapshots) with the numerical (FEM) solution.

V. Conclusions

A reduced-order model for acoustic propagation has been proposed. It is based on a Proper Orthogonal
Decomposition of a set of high-fidelity calculations for different values of geometrical and frequency parame-
ters of the acoustic problem. The POD expansion coefficients, functions of the parameters, were continuously
extended in the parameter space by interpolation. This approach is termed POD with Interpolation (PODI).
After these preliminary phase, which is performed offline, the ROM-PODI low-dimensional model can be
used for rapid calculations, for example in the context of an optimization procedure. As a preliminary test,
the ROM-PODI was applied to the case of the scattering of sound by a circular cylinder. The problem was
formulated in the frequency space and the parameter was the distance of the monopole source with respect
to the circular cylinder. The proposed methodology is able to correctly capture the main features of the
acoustic field, such as the SPL field. Even if most of the energy contents is captured by the first modes, it
has been shown that more modes are necessary in order to recover the exact field in all the domain.
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Table 1.

l λl (
∑l

i=1 λi/
∑m

i=1 λi)× 100

1 516113.17 94.81

2 19281.36 98.35

3 4219.60 99.13

4 1703.88 99.44

5 1161.57 99.65

6 679.12 99.78

7 402.54 99.85

8 271.58 99.90

9 170.02 99.93

10 111.85 99.95

11 81.05 99.969

12 56.53 99.9796

13 48.59 99.9886

14 27.27 99.9935

15 14.88 99.9963

16 12.48 99.9986

17 7.65 100.00
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