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Belief Dynamics in Social Networks:
A Fluid-Based Analysis

Alessandro Nordio, Member, IEEE, Alberto Tarable, Member, IEEE,
Carla Fabiana Chiasserini, Senior Member, IEEE, and Emilio Leonardi, Senior Member, IEEE

Abstract—The advent and proliferation of social media have led to the development of mathematical models describing the evolution

of beliefs/opinions in an ecosystem composed of socially interacting users. The goal is to gain insights into collective dominant social

beliefs and into the impact of different components of the system, such as users’ interactions, while being able to predict users’

opinions. Following this thread, in this paper we consider a fairly general dynamical model of social interactions, which captures all the

main features exhibited by a social system. For such model, by embracing a mean-field approach, we derive a diffusion differential

equation that represents asymptotic belief dynamics, as the number of users grows large. We then analyze the steady-state behavior

as well as the time dependent (transient) behavior of the system. In particular, for the steady-state distribution, we obtain simple

closed-form expressions for a relevant class of systems, while we propose efficient semi-analytical techniques in the most general

cases. At last, we develop an efficient semi-analytical method to analyze the dynamics of the users’ belief over time, which can be

applied to a remarkably large class of systems.

✦

1 INTRODUCTION

Since the advent and proliferation of social media, the
research community has devoted significant effort to de-
velop mathematical models describing the evolution of be-
liefs/opinions in an ecosystem composed of socially inter-
acting users [1], [2], [3], [4]. In addition, many enterprises
and government agencies have shown great interest in
using social media data with the aim to improve customer
relationship as well as public opinion management. For
example, understanding the sentiment in the public opinion
allows an effective management of the public response to
natural disasters by clarifying facts; political parties can use
social media to sense people’s opinion about their actions
[5], [6]; knowledge of brand sentiment acquired through
social sites can lead to effective marketing campaigns.

In this context, several approaches to opinion sensing,
based on sentiment analysis [7], have been recently pre-
sented. Furthermore, several studies, e.g., [3], [4], [8], [9],
[10], [11], [12], have addressed the need to understand and
forecast belief dynamics by developing theoretical models.
These models have provided important insights into the
impact of social interactions, as well as possible explanatory
mechanisms to the emergence of strong collective opinions.
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Interestingly, they have also analyzed the impact of possible
strategies to influence social beliefs.

A typical way to model social interactions between users
(hereinafter also called agents) is to use graphs, either static
or dynamic, which reflect the social structure of the system
and how users interact. In this representation, often users
directly interact only with their neighbors, varying their
beliefs for effect of pairwise “attractive” interactions [9],
[12]. In the case of social graph whose structure varies
dynamically [3] a class of models that have attained con-
siderable popularity, is represented by the so-called bounded
confidence, in which interactions between agents are effective
only if the agents’ beliefs are sufficiently similar (i.e., the
difference between their beliefs is below a given prefixed
threshold) [13], [14]. On the one hand, bounded confidence
models are particularly interesting because they permit to
represent belief-dependent social behaviors, such as “ho-
mophily”, which are often observed in real systems. On the
other hand, their analysis poses several challenges because
the equations driving the agents’ interactions become non
linear [11], [15], [16], [17], [18], [19], [20].

In this paper, we focus on developing a convenient and
comprehensive model of social belief dynamics which can
account for bounded confidence. With respect to previous
work (discussed in detail in Section 7), we make a significant
step forward.

(i) We generalize the model proposed in [4], which com-
bines features such as constrained social interactions,
bounded confidence and agent endogenous opinion
dynamics, by introducing the agent’s prejudice. This
is an important component originally introduced
by Friedkin and Johnsen [9], but neglected in [4].
We show that the introduction of agents’ prejudices
ensures system stability (i.e., beliefs cannot drift to
infinite) – an important, amenable property for a
model of belief dynamics.



(ii) In order to represent the dynamics of the agents’ be-
lief over time, we develop an efficient method based
on mean-field analysis, which applies to the case of
a large number of agents and in absence of bounded
confidence. We also show how simple closed-form
expressions for the steady-state distribution can be
derived in this case.

(iii) In the general scenario where bounded confidence
is in place, we give insights into the beliefs steady-
state distribution, and, under mild assumptions, we
provide a computationally efficient method to derive
it.

(iv) We exploit our analytical results to show interesting
belief dynamics in scenarios where agents exhibit
different personalities and degree of stubbornness.
In particular, we show the beliefs’ temporal evolution
right after a breaking news has been posted, and how
the interaction between two different user communi-
ties affects opinions. The observed behaviors match
those described by sociology studies such as [21],
[22].

2 SYSTEM MODEL AND PROPERTIES

We start by casting the beliefs’ temporal evolution in a
system including a discrete set of agents, each of which
may have a different belief and personality. Then we let the
number of agents grow large and we define a continuous
belief-personality bi-dimensional space. Through such an
asymptotic representation of the system, and by by using
a mean-field approach we derive the equation representing
how the probability density of agents varies over time in the
belief-personality space.

2.1 Temporal evolution of agents’ beliefs

Consider a set of agents U , with cardinality U , with agent
i exhibiting personality Pi ∈ P . The agent’s personality
accounts for the interests and the habits of a user, e.g.,
the social networks to which she has subscribed or the
forums in which she participates. Agent i ∈ U has a belief
Xi(t) ∈ X , which evolves over continuous time, t ∈ R+. We
define the prejudice u(Pi) as the a-priori belief of agent i,
which depends on the agent’s personality. The opportunity
that agents have to interact with each other is modeled
through a graph representing the existence and the intensity
of social relationships between users, which depend on the
personality of the agents and on the similarity between their
beliefs. The actual influence that agents exert on each other
then depends on the opportunity they have to interact, as
well as on their willingness to exchange beliefs.

As a result, the evolution of agent i’s belief over time can
be represented as:

Xi(t+dt) = Xi(t)

+
1−α(Pi)

U

∑

j∈U
j ̸=i

ζ (|Xj(t)−Xi(t)|,Pi,Pj) [Xj(t)−Xi(t)] dt

+α(Pi) [u(Pi)−Xi(t)] dt

+σ dWi(t) . (1)

The meaning of the terms in the right hand side (RHS) of
the above expression is as follows.

• The first term denotes the belief of user i at the
current time instant.

• The second term represents the interaction of agent i
with all other agents in U . In particular,

– α(Pi) ∈ [0, 1] indicates how sensitive i is to
other agents’ beliefs, which, as also discussed
in [22], plays an important role in opinion dy-
namics. This parameter will also be referred to
as user’s level of stubbornness. When α(Pi) →
1, the agent becomes completely insensitive
to other beliefs (stubborn). Instead, as α(Pi)
decreases, the agent is more inclined to accept
others’ beliefs and is less conditioned by her
own prejudice. For brevity, in the following we
denote ᾱ(p) = 1− α(p);

– ζ(|Xj(t)−Xi(t)|, Pi, Pj) ≥ 0 represents the
presence and the strength of interactions be-
tween agents i and j (hereinafter also referred
to as mutual influence). In the most general
case, it is a function of both agents’ person-
ality and of the distance between the agents’
beliefs which define the structure of the social
graph [22]. Note that, whenever ζ(·, Pi, Pj) =
0, the two agents do not influence each other,
i.e., two agents never interact. Also, it is fair
to assume that ζ(|Xj(t)−Xi(t)|, Pi, Pj) is (i)
upper bounded by a constant and (ii) a smooth
function (i.e., it has at least the first derivative
continuous everywhere) with respect to its
first argument.

• The third term represents the tendency of an agent to
retain her prejudice.

• The fourth term accounts for the endogenous process
of the belief evolution within each user. Such process
is modeled as an i.i.d. standard Brownian motion
with zero drift and scale parameter σ [4].

Note that Xi(t+ dt), i.e., the belief of agent i at time t+ dt,
depends on her personality Pi and the current agent’s belief.
In other words, the temporal evolution of agents’ beliefs
{Xi(t), i ∈ U} is Markovian over ZU , where Z = P ×X is
a bi-dimensional continuous space.

2.2 From a discrete to a continuous system model

Given that P and X , hence Z , are continuous spaces, we
define the empirical probability measure, ρ(U)( dp, dx, t),
over the belief-personality space Z at time t, as:

ρ(U)( dp, dx, t) =
1

U

∑

i∈U

δ(Pi,Xi(t))( dp, dx) . (2)

In the above expression, δ(Pi,Xi(t))( dp, dx) is the Dirac mea-
sure centered at (Pi, Xi(t)). i.e., δ(Pi,Xi(t))( dp, dx) repre-
sents the mass probability associated with opinion Xi(t) of
agent i, which has personality Pi. Note that in (2) agents are
seen as particles in the continuous space Z , moving along
the opinion axis x. Our goal is to describe the evolution
of ρ(U)( dp, dx, t). To this end, we perform an asymptotic

2



analysis by considering the number of agents to grow to
infinity, i.e., U → ∞. In this case, agents become a contin-
uous fluid of particles characterized by personality p and
opinion x with (p, x) ∈ Z . In particular, similarly to [11], we
apply the mean-field theory, according to which, the effect
of all other agents on any given agent can be represented
by a single average effect. So doing, we can exploit the
results in [23], [24] and state that, as U → ∞, ρ(U)( dp, dx, t)
converges in law to the asymptotic distribution ρ(p, x, t),
provided that ρ(U)( dp, dx, 0) converges in law to ρ(p, x, 0).
Also, ρ(p, x, t) can be obtained from the following non-
linear Fokker-Planck (FP) equation [23], [24]:

∂ρ(p, x, t)

∂t
= −

∂[µx(p, x, t, ρ)ρ(p, x, t)]

∂x
+
σ2

2

∂2ρ(p, x, t)

∂x2
.

(3)
In (3), µx(p, x, t, ρ) is defined as the instantaneous average
speed along axis x of a generic agent located at position
(p, x) at time t (i.e., of an agent with personality p and belief
x). Such instantaneous average speed is given by:

µx(p, x, t, ρ) = lim
∆t→0

E[X(t+∆t) | P = p,X(t) = x]−x

∆t
.

(4)
From (1) and considering that the Brownian motion process
W (t) has zero drift, we write:

µx(p, x, t, ρ) = ᾱ(p)
∫

Z
ζ(|x′−x|, p, p′)(x′−x)

·ρ(p′, x′, t) dp′ dx′ + α(p)[u(p)−x] (5)

where both u(p) and α(p) are assumed to be continuous
functions in p and ζ(|x′ − x|, p, p′) to be continuous with
respect to its second and third arguments. Note that, in
the RHS of the above expression, agent interactions are
represented by the integral over Z instead of the sum over
the set of agents U .

In the following, we analyze the system dynamics by
solving the above FP equation in terms of ρ(p, x, t) so as
to obtain the distribution of agents over Z . To this end, we
wish to emphasize that the following properties hold with
regard to the system stability:

(i) When X = R and ζ(|x′ − x|, p, p′) = 1, ∀x, x′ ∈ X
and ∀p, p′ ∈ P , it has been shown [12] that whenever
α(p) > 0 ∀p, the system is stable (i.e., beliefs do not
drift to infinite);

(ii) More in general, in Appendix A we show that the
Markovian process defined by (1) and, hence, by (3),
is ergodic when infp∈P α(p) > 0. Thus, the empirical
distribution of beliefs {Xi(t), i ∈ U}, ρ(U)( dp, dx, t),
converges in law to a limiting distribution for t → ∞,
ρ(U)( dp, dx), which is unique and independent of
the initial condition;

(iii) As a consequence of the fact that ρ(U)( dp, dx) con-
verges to ρ(p, x, t) as U → ∞, also the asymp-
totic distribution ρ(p, x, t) admits a unique limit for
t → ∞, ρ(p, x), independently from the initial con-
dition. Note that this limit can be found as the unique
stationary solution of (3).

In light of the above observations, in the following one of
our main objectives is to find a stationary solution of the
above FP equation.

3 STATIONARY ANALYSIS OF THE FP EQUATION

In this section, we analyze the stationary solution of the FP
equation in (3). Specifically,

• we start with the most general scenario and we show
that such solution corresponds to the fixed point of a
properly defined operator (Sec. 3.1);

• then we deal with the case of unbounded confidence
in Sec. 3.2, where we provide an alternative, simpler,
expression for the stationary solution. This allows
us to derive, under mild additional assumptions, a
closed-form expression for the stationary solution of
the FP equation;

• in Sec. 3.3, we focus on the case where bounded
confidence holds. We propose an iterative procedure
and prove that it actually converges to the stationary
solution of the FP equation in some relevant cases.

3.1 Stationary analysis under general conditions

By definition, in stationary conditions ρ(p, x, t) is constant
over t, i.e., ∂

∂tρ(p, x, t) = 0. In such a case, we drop the time
dependence from the symbols ρ(p, x, t) and µx(p, x, t, ρ).
Then the stationary solution can be found by setting to zero
the LHS of (3) and integrating the resulting equation, i.e.,

C = −µx(p, x, ρ)ρ(p, x) +
σ2

2

∂

∂x
ρ(p, x) (6)

where C is a constant that can be determined by imposing
boundary conditions. Observe that, in order to be a solution
of the FP equation, ρ(p, x) must be twice differentiable with
respect to x, ∀p ∈ P , with continuous derivatives at every
point of the domain X . Moreover, we assume ρ(p, x) to be
continuous at every point (p, x) ∈ Z .

We first focus on the solution of (6) when X = R.
In such a case, we impose the following conditions: (i)∫
P

∫
X x2ρ(p, x) dxdp < ∞, i.e., the second moment of the

steady-state belief distribution to be finite (note that this
obviously implies that ρ(p, x) → 0 faster than 1/|x|3 as
x → ∞), and (ii)

∫
X x2 ∂ρ(p,x)

∂x dx < ∞ ∀p ∈ P . For short,
we denote by C2

x(P ,X , x2) the space of distributions that
satisfy the above conditions, and by L1(P ,X , x2) the class
of summable functions satisfying (i) only.

Since (6) must hold for any x and, hence, also as x → ∞,
we must have C = 0. Indeed, by (5), µx(p, x, ρ) < C1|x|
for a properly defined C1, thus, for ρ(p, x) ∈ C2

x(P ,X , x2),
both terms on the RHS of (6) tend to 0 as x → ∞. By setting
C = 0 in (6), we have

µx(p, x, ρ)ρ(p, x) =
σ2

2

∂

∂x
ρ(p, x) . (7)

For every p ∈ P , (7) can be formally solved by dividing
by ρ(p, x) (under the assumption that ρ(p, x) > 0 at every
point) and integrating both sides, as:

ρ(p, x) = K(p) exp

(
2

σ2

∫ x

0
µx(p, y, ρ) dy

)
ρ0(p) (8)

where K(p) is a normalizing function such that

K(p)
∫

X
exp

(
2

σ2

∫ x

0
µx(p, y, ρ) dy

)
dx = 1 ,

3



and ρ0(p) is the distribution representing the agent person-
ality density, i.e.,

ρ0(p) =
∫

X
ρ(p, x) dx =

∫

X
ρ(p, x, 0) dx . (9)

Note that the (9) descends from the fact that agents’ per-
sonality exhibits no dynamics; in the following we assume
ρ0(p) to be a continuous and bounded function.

Importantly, the solution in (8) is an implicit expression
for ρ(p, x), since µx actually depends on ρ. Also, we re-
mark that when X is compact, (8) is the solution of (6)
under reflection boundary conditions which are obtained
by imposing that no mass crosses the boundaries ∂X , i.e.,

µ(p, x)ρ(p, x) − σ2

2
∂ρ(p,x)

∂x |x∈∂X= 0.
By replacing the expression of µx(p, x, ρ) in (8) with (5),

we get:

ρ(p, x) = K(p) exp

(
2ᾱ(p)

σ2

∫ x

0

∫

Z
ζ(|y′−y|,p,p′)

· (y′−y)ρ(p′,y′) dp′ dy′ dy

)

· exp

(
−
α(p)[x− u(p)]2

σ2

)
ρ0(p) . (10)

The solution in (10) corresponds to the fixed point of the
operator A{ρ} : L1(P ,R, x2) → C2

x(P ,R, x2), defined as:

A{ρ} = K(p) exp

(
2

σ2

∫ x

0
µx(p, y, ρ) dy

)
ρ0(p) . (11)

Note that the image of A{ρ} belongs to C2
x(P ,R, x2). In-

deed, by construction, µx(p, x, ρ) (see (5)) is continuous and
differentiable with continuous derivative with respect to x
over X , for any choice of a summable ρ(p, x) (we recall that
ζ(|x − x′|, p, p′) is assumed smooth). This implies that the
image of any summable function ρ(p, x) through A{ρ} is
necessarily continuous and twice differentiable with respect
to x. Similarly, for x → ±∞, it can be shown that A{ρ},
along with its first derivative, exhibits a tail that goes to
zero faster than exponentially, since ρ(p, x) → 0 faster than
1/x3 (implied by the fact that ρ(p, x) ∈ L1(P ,R, x2)).

Also, the fixed point of operator A{ρ}, being a point
of the image of A{ρ}, must belong to C2

x(P ,R, x2). As an
immediate consequence, by construction, any solution of
the original stationary FP equation is necessarily a fixed
point of (10) and vice versa. At last, observe that the ar-
gumentation at the end of Section 2 about the existence and
uniqueness of the stationary distribution for the considered
dynamical system (and the associated FP equation), guaran-
tees that a unique fixed point (satisfying ρ(p, x) ≥ 0) of the
previous operator always exists.

3.2 The case of unbounded confidence

We now consider the simpler case in which X = R and
ζ(|x′ − x|, p, p′) = ζ(p, p′). The latter reflects the scenario
in which the interactions between agents are effective re-
gardless of the difference between their beliefs (no bounded
confidence). In this case, we show that an expression for
the steady-state distribution ρ(p, x) can be obtained in
terms of the solution of a linear second-type Fredholm
integral equation. In particular, when we consider that the
influence of interactions on the user’s belief is modeled

as ζ(p, p′) = ζ1(p)ζ2(p′), i.e., according to the well-known
gravity model1, a closed-form expression for ρ(p, x) is ob-
tained.

We start by rewriting the integrals in (10), as:

I =
∫ x

0

∫

Z
ζ(p, p′)(y′−y)ρ(p′, y′) dy′ dp′ dy

=
∫ x

0

∫

P

∫

X
y′ζ(p, p′)ρ(p′, y′) dy′ dp′ dy

−
∫ x

0
y
∫

P
ζ(p, p′)ρ0(p

′) dp′ dy

=
∫ x

0
[β(p)− yη(p)] dy

= −
η(p)

2
[x− φ(p)]2 +

η(p)

2
φ(p)2 (12)

where we used the definition of ρ0(p) given in (9) and we
defined:

η(p) =
∫

P
ζ(p, p′)ρ0(p

′) dp′ , (13)

β(p) =
∫

P
ζ(p, p′)

∫

X
y′ρ(p′, y′) dy′ dp′ , (14)

and φ(p) = β(p)/η(p) (we assume infp∈P η(p) > 0). By
substituting (12) in (10) and after some algebra, we get
the distribution ρφ(p, x), which, given p, turns out to be
Gaussian with mean m(p). Indeed, we obtain:

ρφ(p, x) =

√
w(p)

πσ2
exp

(

−
w(p) [x−m(p)]2

σ2

)

ρ0(p) (15)

where w(p) = α(p) + ᾱ(p)η(p), and

m(p) =
α(p)u(p) + ᾱ(p)η(p)φ(p)

w(p)
. (16)

Intuitively, m(p) can be seen as the convex combination
of the prejudice and φ(p), with the latter representing the
(normalized) impact of social interaction on the opinion of
agents with personality p. In (15) we added the subscript φ
to ρ(p, x) in order to stress the dependence on φ. Therefore,
the image of the operator A{ρφ} lies within the space of
functions defined by (15). It is then licit to expect that also
the fixed point of operator A{ρφ}, i.e., ρ∗φ(p, x), is in the
form (15) for a specific function φ∗(p). Now, in order to find
φ∗(p), we must impose that ρ∗φ(p, x) = A{ρ∗φ(p, x)}. After
some algebra, it turns out that φ∗(p) satisfies the following
inhomogeneous Fredholm integral equation of the second
kind [25]:

φ∗(p) = h(p) +
∫

P
Γ(p, p′)φ∗(p′) dp′ (17)

with h(p)=
∫
P

ζ(p,p′)ρ0(p
′)α(p′)u(p′)

η(p)w(p′) dp′ and Γ(p, p′) =
ζ(p,p′)ρ0(p

′)ᾱ(p′)η(p′)
η(p)w(p′) .

Under the assumption that Γ(p, p′) is bounded over
its domain, the existence and uniqueness of the solution
of (17) is guaranteed whenever the associated homogeneous
Fredholm operator B{V (p)} = W (p) =

∫
Γ(p, p′)V (p′) dp′

does not admit non-zero fixed points (i.e., function V (p) ̸= 0

1. In this case, users attract each other according to their personality
value similarly to what happens to two different masses in the gravity
model.
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satisfying V (p) = B{V (p)}) [26]. In our case, by direct
inspection, it can be verified that supp

∫
P Γ(p, p′) dp′ < 1,

and therefore ∀p ∈ P :

|V (p)| =
∣∣∣
∫

P
Γ(p, p′)W (p′) dp′

∣∣∣ ≤
∫

P
Γ(p, p′)|W (p′)| dp′

≤
∫

P
Γ(p, p′) sup

p′

|W (p′)| dq < sup
p′

|W (p′)| . (18)

We conclude that supp |V (p)| < supp |W (p)| whenever
supp |W (p)| > 0 and, therefore, the equation B{V (p)} =
V (p) does not admit non-zero solutions.

Also, under the previous assumption, the unique solu-
tion of the Fredholm equation in (17) can be expressed in
terms of the so-called Kernel resolvent H(p, p′) as:

φ∗(p) = h(p)−
∫

P
H(p, p′)h(p′) dp′ . (19)

In the simplest case (i.e., when the L2-norm of the kernel
is smaller than 1:

∫
P

∫
P Γ2(p, p′) dp dp′ < 1), H(p, p′) can

be expressed as H(p, p′) =
∑∞

m=0 Γm(p, p′), being Γm(p, p′)
the m-th iterated kernel satisfying the following recursion
[25], [26]: Γm(p, p′) =

∫
P Γm−1(p, w)Γ(w, p′) dw. In such a

case, Hn(p, p′) =
∑n

m=0 Γm(p, p′) converges uniformly to
H(p, p′) over the whole domain [25], [26]. Therefore, the se-
quence ρ∗φ,n(p), where φ∗n(p) = h(p)−

∫
P Hn(p, p′)h(p′) dp′,

converges uniformly to ρ∗φ(p) as immediate consequence of
the theorem below.

Theorem 1. Whenever φ(p) → φ∗(p) uniformly over P ,
then ρφ(p, x) → ρ∗φ(p, x) uniformly over Z under the
assumptions: supp ρ0(p) < ∞ and infp α(p) > 0.

Proof: See Appendix B.
It is worth noticing that when the L2-norm of the kernel

is greater than 1, the resolution kernel H(p, p′) can still be
expressed as a ratio of two series [25], [26]. Also, several
efficient numerical techniques have been developed for the
solution of Fredholm equations.

Finally, we focus on the case where ζ(p, p′) =
ζ1(p)ζ2(p′). We stress that ζ1(p) essentially measures to
what extent the belief of agents with personality p are
influenced by other agents’ beliefs; ζ2(p′) instead measures
the degree of influence exerted by agents with personality
p′ on all other agents. In such a case the above steady-state
analysis greatly simplifies.

Indeed, η(p) and β(p) (in (13) and (14), respectively) can
be expressed in terms of the unknown scalar parameter η
and β, respectively:

η(p) = ζ1(p)
∫

P
ζ2(p

′)ρ0(p
′) dp′ = ζ1(p)η

with η =
∫
P ζ2(p

′)ρ0(p′) dp′, and

β(p) = ζ1(p)
∫

Z
yζ2(p

′)ρ(p′, y) dy dp′ = ζ1(p)β

with β =
∫
Z yζ2(p′)ρ(p′, y) dy dp′. Hence, φ(p) = β(p)

η(p) =
β
η = φ∗ becomes a constant, .e., it does not depend on the
agent’s personality p. By casting (17) in this specific case, we
can express φ∗ as:

φ∗ =
1

η

∫
P

ζ2(p
′)ρ0(p

′)α(p′)u(p′)
α(p′)+ᾱ(p′)ζ1(p′)η dp′

1−
∫
P

ζ2(p′)ρ0(p′)ᾱ(p′)ζ1(p′)
α(p′)+ᾱ(p′)ζ1(p′)η dp′

. (20)

In conclusion, by replacing the above expression into (16)
and using (15), we obtain a closed-form expression for the
steady-state distribution of the agents’ beliefs.

We remark that this result can be generalized to the
case of any ζ(p, p′) that can be expressed as: ζ(p, p′) =∑K

i=1

∑K
j=1 aijζ

(i)(p)ζ(j)(p′), for some K ∈ N and with

ζ(k)(p) being orthonormal functions. The class including
such functions is dense in L2-norm, hence every ζ(p, p′) ∈
L2 can be approximated with an arbitrary degree of accu-
racy (with respect to the L2-norm) by a function belonging
to such class.

3.3 The case of bounded confidence

The study of belief dynamics in the presence of bounded
confidence is challenging, due to the non-linearity emerging
in the interactions between agents. Thus, in this case we pro-
pose an iterative procedure to obtain the unique stationary
distribution of the FP equation.

3.3.1 A successive approximation methodology

The solution of the FP equation, i.e., the fixed point of
the operator A{ρ} in (11), can be, in principle, obtained
by a successive approximation method, provided that the
sequence of functions we use converges. Let us then define
k as the iteration index and the following sequence of
functions:

µ(k)
x (p, x, ρ(k)) ! ᾱ(p)

∫

Z
ζ(|x′−x|, p, p′)(x′−x)

·ρ(k)(p′, x′) dp′ dx′ (21)

ρ(k+1)(p, x) ! K(k)(p) exp

(
−
α(p)

σ2
[x− u(p)]2

)

· exp

(∫ x

0

2µ(k)
x (p, y, ρ(k))

σ2
dy

)

ρ0(p)

(22)

where K(k)(p) is the normalization constant at the k-th

iteration. The iterative procedure starts with µ(0)
x = 0.

Note that, if (i) ρ(k)(p, x) converges to a point ρ∗(p, x)
under some convergence criterion and (ii) the operator A{ρ}
is continuous at ρ∗(p, x) under the same convergence crite-
rion, then ρ(k)(p, x) converges to the fixed point of operator
A{ρ} (which we know to exist and to be unique) [27]. In
particular, convergence to the unique fixed point is expo-
nentially fast whenever the operator A{ρ} is a contraction
map [27].

Proving properties for the operator A{ρ} in the general
case of X = R is challenging. However, in the case of
practical relevance where X is compact and under reflection
boundary conditions and weak interactions between agents,
we show below (Sec. 3.3.2) that A{ρ} is a contraction map,
thus our successive approximation procedure converges to
the solution of the FP equation. Furthermore, we prove the
continuity of the operator A{ρ} (i.e., condition (ii) above)
under fairly general conditions, i.e., even when we relax the
assumption about the strength of interactions, or X = R

(see Appendices C and D). Thanks to this result, in these
latter cases we can consistently apply our iterative proce-
dure whenever we have (numerical) evidence that ρ(k)(p, x)
converges (i.e., also condition (i) above is met).
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3.3.2 Compact X and limited agents’ interactions

Here we consider the belief space, X , to be compact and the
strength of interactions, i.e., ζ(|x′ −x|, p, p′), to be relatively
small. In this case, the following theorem holds.

Theorem 2. Whenever X is a compact set, the operator
A{ρ} is a contraction map operating over probability
distribution functions with respect to the L1-norm if:

SζSxX0 <
σ2

8
(23)

where Sζ = sup|x′−x|,p,p′ ζ(|x′ − x|, p, p′), ζ(|x′ −
x|, p, p′) = 0 for any |x′ − x| > X0, and Sx =
supx∈X |x| < ∞.

Proof: See Appendix D.
By virtue of the above result, under (23) it is guaranteed

that our iterative procedure converges to the only fixed
point of the operator A{ρ} in the L1(P ,X )-space. Addi-
tionally, as observed before, the fixed point of the operator
A{ρ} is twice differentiable, which therefore represents a
suitable solution of the FP equation. 2 Indeed, recall that the
solution of the FP equation must be continuous and twice
differentiable in X , and continuous in P . Alternatively,
when the condition stated in (23) does not hold, we can
prove the following results:

(1) the operator A{ρ} is continuous at the fixed point
(w.r.t. convergence in L1-norm), as shown in Appendix C.
Thus, provided that ρ(k)(p, x) converges to ρ∗(p, x), neces-
sarily ρ∗(p, x) is the fixed point of the operator A{ρ};

(2) under milder conditions with respect to Theorem 2,
A{ρ} is shown in Theorem 3 below, to be a contraction map
in an arbitrarily small neighborhood U of the fixed point
ρ∗(p, x). This guarantees that the successive approximation
procedure converges to the operator’s fixed point whenever
it reaches U .

Theorem 3. Whenever X is a compact set, the operator
A{ρ} is a contraction map, operating over probability
distribution functions in a neighborhood of ρ∗(p, x), if:

SζSxX0 <
σ2

2
− ϵ ∀ϵ > 0 .

Proof: See Appendix D.

4 RESULTS ON STATIONARY BELIEF DISTRIBUTION

Here we present some numerical results obtained by casting
our techniques and the expressions obtained above, consid-
ering X = R. Specifically,

• in Sec. 4.1 we start with the simplest case in which
beliefs evolve according to an unbounded confidence
model and ζ(p, p′) can be expressed in product form,
i.e., ζ(p, p′) = ζ1(p)ζ2(p′). Under these conditions,
(20) along with (15) and (16) provide a direct expres-
sion for the steady-state distribution;

• then in Sec. 4.2 we move to the more general case
of unbounded confidence and a generic ζ(p, p′). The

2. Condition (23), by no means, should be considered necessary for
the operator A{ρ} to be a contraction map. Indeed, the proof of Th. 2
is based on a chain of inequalities, some of which may be rather loose
in many cases.

steady-state distribution can now be obtained by
solving the Fredholm integral equation (19) in φ∗(p);

• at last, in Sec. 4.3 we consider the most challenging
scenario where bounded confidence is in place. In
this case, we evaluate numerically the steady-state
distribution through the method of successive ap-
proximations presented in Sec. 3.3.1.

4.1 Unbounded confidence with ζ(|x−x′|,p,p′) =
ζ1(p)ζ2(p′)

We consider agents’ personalities to be distributed over a
finite interval centered around the origin, i.e., P = [−P, P ].
Without loss of generality, we set P = 1. In this case we
observe that when α(p), ρ0(p), ζ1(p) and ζ2(p′) are even
functions, while u(p) is an odd function, we have φ∗ = 0.
Indeed, the numerator of (20) is the integral of an odd
function over a domain that is symmetric w.r.t. the origin.
Thus, the steady-state distribution is given by:

ρ(p, x) =

√
w(p)

πσ2
exp

(
−
w(p)[x−m(p)]2

σ2

)
ρ0(p) (24)

with m(p) = α(p)u(p)
w(p) . Note that we can easily obtain the

marginal distribution of the beliefs at steady state, ρ(x), by
integrating ρ(p, x) over P .

In the following, unless otherwise specified, we set
u(p) = p, i.e., we identify the user’s prejudice with her
personality; hence, the user’s stubbornness, α(p), and the
users’ mutual influence, ζ(p, p′), depend on the user’s preju-
dice. Below we consider two specific scenarios highlighting
the impact of the system parameters on the belief stationary
distribution.
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Fig. 1. Steady-state distribution of beliefs under unbounded confidence
and in the case of homogeneous agents and constant mutual influence.
(Top) Impact of the endogenous noise when α = 0.5. (Bottom) Impact
of users’ stubbornness (α) when endogenous noise is constant (σ2 =
0.01).
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Fig. 2. Steady-state distribution of beliefs under unbounded confidence
and in the case of inhomogeneous agents and asymmetric mutual
influence, different levels of stubbornness, and σ2 = 0.01.

Homogeneous agents and constant mutual influence. In
this case we consider that all agents exhibit the same level
of stubbornness (α(p) = α) and the strength of their
interaction does not depend on their beliefs or personal-
ity (ζ1(p) = ζ2(p′) = 1). Also, we assume a uniform
distribution of agents’ personality over P = [−1, 1], i.e.,
ρ0(p) = 1/2, p ∈ P .

In this case, from (13), we get η(p) = 1 and w(p) = 1,
and, from (24) we obtain the following simple closed-form
expression for the steady-state distribution:

ρ(x) =
1

4α

[
erf

(
α+ x

σ

)
+ erf

(
α− x

σ

)]
.

The results are presented in the plots in Fig. 1, which show
the significant role played on ρ(x) by, respectively, the noise
variance σ2 and the parameter α.

We observe that when the impact of the endogenous
noise is negligible (σ2 → 0), the belief steady-state dis-
tribution becomes uniform as the personality distribution,
although more concentrated around 0. As σ2 increases, the
noise process tends to dominate over the agents’ interac-
tions, and the belief distribution tends to become smoother
(see Fig. 1(top)). We remark that, since our expressions
cannot be directly applied when σ2 = 0, this case has
been extrapolated as limiting trajectory for the steady-state
distribution when σ2 → 0.

Then in Fig. 1(bottom) we set σ2 = 0.01 and let the level
of stubbornness, α, vary. We note that in the case of highly
fickle agents (i.e., α → 0), the belief distribution tends to
concentrate around 0, and consensus is not reached only
because of the noise (note that also the curve for α = 0 is
obtained as a limit). Indeed, by letting both α and σ2 tend
to 0, it can be easily shown that the steady-state distribution
tends to a Dirac measure centered in 0. As α increases,
agents become less and less sensitive to others’ beliefs,
weighting more their own prejudice. As a result, beliefs are
increasingly spread out as α grows. For α = 1, all agents are
stubborn (i.e., completely insensitive to others’ beliefs), thus
the steady-state distribution closely resembles the one of the
prejudice, and the differences are only due to the presence
of noise.

Inhomogeneous agents and asymmetric mutual influence.
We now consider a more complex scenario where both
agents’ stubbornness and their mutual influence depend on
the agents’ personality. In particular, we recall that u(p) = p

and we set ζ1(p) = 1 and ζ2(p′) = (α(p′))n, i.e., the more
stubborn an agent is, the higher her influence on others’
beliefs.

Fig. 2 depicts ρ(x) in the following scenarios:

1) α(p) = 1− |u(p)| = 1− |p| and n = 0;
2) α(p) = |u(p)| = |p| and n = 0;
3) α(p) = 1− |u(p)| = 1− |p| and n = 8;
4) α(p) = |u(p)| = |p| and n = 8.

In scenarios 1) and 3), stubborn agents have a “neutral
value” as prejudice (i.e., prejudice equal to 0), while in
scenarios 2) and 4) stubborn agents have extremal prejudices
(i.e., equal to 1 or −1). Moreover, in scenarios 1) and 2)
all agents exert the same (high) degree of influence (i.e.,
ζ2(p′) = 1). Instead, in scenarios 3) and 4), agents exert
different degrees of influence, with stubborn agents being
the top influential ones and most of the remaining agents
exerting marginal influence on other agents.

As expected, in the case in which stubborn users have
neutral belief (dotted lines in Fig. 2), they tend to attract
other agents, shifting their beliefs toward the center. Such
an action is not completely successful since the other agents
are still conditioned by their prejudice and the probability
mass corresponding to stubborn agents is limited. Compar-
ing scenario 1) to scenario 3) (dotted lines, blue and red,
respectively), we can observe that in the former case the
mutual influence between fickle agents reinforces the attrac-
tive effect of stubborn agents. When instead stubborn agents
have extremal beliefs, i.e., in scenarios 2) and 4) denoted by
solid lines in Fig. 2, the attractive influence on others exerted
by stubborn agents with positive belief, is almost nullified
by the attractive influence exerted by stubborn agents with
negative belief. Therefore, the vast majority of fickle users
tend to converge toward a neutral belief, due to the mutual
attraction between themselves. This effect of convergence
toward the center tends to vanish as the mutual attraction
between fickle agents becomes weaker (i.e., n increases).
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Fig. 3. Belief steady-state distribution under unbounded confidence and
in the case of proximity-based influence. Stubborn users have biased
positive prejudice, and σ2 = 0.01.

4.2 Unbounded confidence with ζ(|x, x′|, p, p′) =
ζ(p, p′)

Now we move to the more general case in which ζ cannot be
expressed in product form. In this case, our goal is to assess
the possible effects of the underlying social structure (social
graph) on the belief dynamics. We still consider a scenario in
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which agents’ personalities are uniformly distributed over
P = [−1, 1] and u(p) = p.

Proximity-based mutual influence. We set α(p) = (p +
1)2/4, so that stubborn users are those with p = 1 while
fickle users are those with p = −1 (hence, they have biased
positive and negative prejudice, respectively). We compare
scenarios obtained by selecting ζ(p, p′) = 2

1+(5|p−p′|)n for
different values of n. This expression for ζ(p, p′) allows us
to study several interesting cases. For n = 0, it reduces to the
case in which ζ is constant, namely, ζ = 1. As n increases,
the attraction between agents with similar prejudice (i.e.,
whenever |p− p′| < 1/5) tends to become stronger ( ζ(p, p′)
for |p − p′| < 1/5 saturates to 2 as n → ∞), while
the attraction between agents with different prejudice (i.e.,
|p− p′| > 1/5) tends to vanish. It follows that, although we
consider the unbounded case, users only interact with other
agents in their “proximity”.

Fig. 3 shows the results for a decreasing interaction
strength (n = 0, 2, 4, 64). As expected, the underlying social
structure plays a relevant role in the belief dynamics, as
it mitigates the ability of stubborn agents to attract other
agents.

Community-based mutual influence. Now, we consider
a case of practical relevance where two communities of
users, with opposite biased prejudice, may interact. We
express the level of interaction between the two commu-
nities by the parameter κ, and set the mutual influence to
ζ(p, p′) = 1

2 + 1
2erf(pp′/κ). Note that, the larger the κ, the

stronger the mutual influence. Fig. 4(top) depicts the belief
distribution when the two communities exhibit a perfectly
symmetric structure in terms of agents’ stubbornness and
strength of interactions within each community. The plot
highlights the importance of interaction between users be-
longing to two different communities, in view of reaching
a global agreement. Indeed, as κ (hence the interaction
between communities) increases, users’ beliefs tend to mix,
and an agreement is essentially reached for κ = 10.

Fig. 4(bottom) instead shows the belief distribution in
a similar scenario where stubborn users are now present
only in the community characterized by biased positive
prejudice. Interestingly, for very small values of κ (i.e.,
when the interaction within each community dominates),
the community with negative prejudice (the weak commu-
nity) reaches a local agreement around its center of mass,
while the other (the strong community) remains anchored
to the belief of its stubborn agents. As the inter-community
interaction increases, the beliefs of the weak community
tend to move toward those of the strong one. In particular,
for a given level of interaction, the distance between the
communities’ beliefs decreases significantly with respect to
the case described in the top plot. We also remark that the
average belief is now always biased toward the opinion of
the strong community, further underlying the importance of
the role of stubborn users in belief dynamics.

We remark that similar behaviors have been observed in
sociology studies such as [22] and references therein.

4.3 Bounded confidence

Here we consider the most challenging scenario in which
bounded confidence is accounted for. We recall that the
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Fig. 4. Steady-state belief distribution under unbounded confidence and
in the case of community-based influence, as the level of interaction (κ)
varies. Stubborn users are present in both communities (top), or in only
one community (bottom).
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Fig. 5. Steady-state belief distribution under bounded confidence, when
all agents have the same level of stubbornness and mutual influence
vanishes with the distance between agents’ beliefs: (top) impact of
the endogenous noise; (bottom) impact of agents’ stubbornness. The
bottom plot also presents Monte Carlo (MC) simulation results.

results presented in this case can be numerically obtained
through the successive approximation technique described
in Sec. 3.3.1.

We assume that the agents’ personality is uniformly
distributed in P = [−1, 1], agents’ stubbornness is constant
(α(p) = α), and u(p) = p. Also, the mutual influence is a
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smooth approximation of a centered rectangular function 3,
whose support is given by |x− x′| ≤ 1/3. Fig. 5(top) shows
the belief distribution for α = 0.1 and different variance
of the endogenous noise. As previously observed in the
literature [11], a clusterization of the agents’ beliefs may
occur for effect of the bounded confidence. In particular, for
small values of σ2 (i.e., σ2 = 10−3) agents’ beliefs are well
partitioned into two distinct clusters centered around −0.5
and 0.5, respectively. The inter-distance of clusters is suffi-
ciently large that agents in the two clusters do not interact,
while agents within the same cluster are mutually attracted.
By increasing σ2, the spread of beliefs within each cluster
grows, and the clusters start to “interfere” (σ2 = 10−2) as
a consequence of the reduced distance between the cluster
tails. Then clusters completely disappear as the noise vari-
ance further increases (σ2 = 0.1).

Next, in Fig. 5(bottom) we look at the impact of agents’
stubbornness. This parameter too plays a significant role:
increasing α to 0.3 makes clusterization vanish, even for
small values of σ2. The reason is that the higher the α,
the weaker the mutual attraction between agents’ belief
and, the smaller the deviation from the original prejudice.
For the sake of validation of our semi-analytical technique,
Fig. 5(bottom) reports also the long-run distribution of the
agents’ belief obtained with a Monte Carlo simulator, in
the case where the system includes 1000 agents and beliefs
evolve according to (1).

5 TRANSIENT ANALYSIS UNDER UNBOUNDED

CONFIDENCE

This section addresses the time evolution of agent’s beliefs
under the hypothesis of unbounded confidence (i.e., ζ(|x′ −
x|, p, p′) = ζ(p, p′)) and X = R.

In this case, the expression of µx(p, x, t, ρ) in (5) becomes

µx(p, x, t, ρ) = ᾱ(p)η(p) [φ(p, t)− x] + α(p)[u(p)− x]

where η(p) is defined in (13) and

φ(p, t) !
1

η(p)

∫

Z
x′ζ(p, p′)ρ(p′, x′, t) dx′ dp′, (25)

is the extension of φ(p) (defined as the ratio of (14) and (13))
to the transient analysis.

In this case, the FP equation describes an Ornstein-
Uhlenbeck random process, whose Green function (impulse
response) can be obtained by the method of characteristics,
as shown in Appendix E. So doing, we obtain that, for a
given value of p and starting from a mass point in x = u(p),
the agent density in the belief dimension is Gaussian with
mean

m(p, t) = e−w(p)tu(p) + [1− e−w(p)t]
α(p)u(p)

w(p)

+ᾱ(p)η(p)
∫ t

0
ew(p)(τ−t)φ(p, τ) dτ (26)

and variance σ2(p, t) = σ2(1 − e−2w(p)t)/(2w(p)) where,
we recall that w(p) = α(p) + ᾱ(p)η(p). We remark that
m(p, t) in (26) is composed of three terms. The first, which
eventually fades away with time constant 1/w(p), is due

3. ζ(|x− x′|, p, p′) = 1
1+(3|x−x

′|)64
.

 0

 0.5

 1

 1.5

 2

-1 -0.5  0  0.5  1

ρ(
x,

t)

x

t=0
t=1/2
t=2
t=10

 0

 1

 2

 3

 4

-1 -0.5  0  0.5  1

ρ(
x,

t)

x

t=0
t=1/3
t=2/3
t=1
t=10

Fig. 6. Time evolution of the belief distribution for σ2 = 0.01 and constant
mutual influence. (Left) Stubborn users have biased prejudice (α(p) =
|p|); (Right) stubborn users have prejudice biased toward 1.

to the initial condition. The second term, which includes a
stationary contribution, contains the prejudice of the agents
with personality p. The third term is related to the inter-
action between agents. Also, limt→∞ m(p, t) = m(p), as
defined in (16).

However, notice that m(p, t) above is a function of
φ(p, t), which is in turn a function of ρ(p, x, t) (see (25)). As
such, we have to impose a self-consistency condition, as we
have done for the stationary analysis. Precisely, the solution
must satisfy

φ(p, t) =
1

η(p)

∫

P
ζ(p, p′)

∫

R

xρ(p′, x, t) dxdp′

=
1

η(p)

∫

P
ζ(p, p′)ρ0(p

′)
∫

R

x
e
− (x−m(p′,t))2

2σ2(p′,t)

√
2πσ2(p′, t)

dxdp′

=
1

η(p)

∫

P
ζ(p, p′)ρ0(p

′)m(p′, t) dp′

= I0(p, t) + I1(p, t) +
1

η(p)

∫

P
ζ(p, p′)ρ0(p

′)ᾱ(p′)

·η(p′)
∫ t

0
ew(p′)(τ−t)φ(p′, τ) dτ dp′ (27)

where we have defined for brevity:

I0(p, t) !
1

η(p)

∫

P
ζ(p, p′)ρ0(p

′)e−w(p′)tu(p′) dp′

I1(p, t) !
1

η(p)

∫

P
ζ(p, p′)ρ0(p

′)(1−e−w(p′)t)
α(p′)u(p′)

w(p′)
dp′ .

In order to solve (27) for φ(p, t), we take its Laplace trans-
form over time (whose variable will be denoted by s) and
get

φ̂(p, s) = Î0(p, s)+Î1(p, s)+
1

η(p)

∫

P
ζ(p, p′)ρ0(p

′)ᾱ(p′)

·η(p′)
φ̂(p′, s)

s+ w(p′)
dp′ (28)

where φ̂(p, s), Î0(p, s) and Î1(p, s) are the Laplace trans-
forms of φ(p, t), I0(p, t) and I1(p, t), respectively. Eq. (28)
is the integral equation for the transient analysis, which
corresponds to (17) in the stationary solution.
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In the particular case where ζ(p, p′) ≡ ζ1(p)ζ2(p′), we
have that φ̂(p, s), Î0(p, s) and Î1(p, s) in (28) do not depend
anymore on p, and, as a consequence, (28) reduces to

φ̂(s) =
Î0(s) + Î1(s)

1− Î2(s)
(29)

where Î2(s) =
∫
P ζ1(p)ζ2(p)

ρ0(p)ᾱ(p)
s+w(p) dp. In conclusion, we

obtain an explicit solution for φ̂(s) (in the Laplace domain),
whose singularities are the values of s for which Î2(s) = 1.

Notice that, if α(p) takes only a finite number of values,
so does w(p) and the resulting φ̂(s) is a rational function,
which can be inverse-transformed. In particular, suppose
α(p) ≡ α. Then w(p) ≡ w and all the integrals can be
explicitly computed. If m(t) is the average belief at time
t, i.e.,

m(t) !
∫

P
m(p, t) dp ,

it can be easily found that m(t) = u where u is the average
prejudice value.

6 RESULTS ON THE TRANSIENT BELIEF DISTRIBU-
TION

The time evolution of the belief distribution, ρ(x, t) =∫
P ρ(p, x, t) dp, is depicted in Figs. 6 and 7 for u(p) = p.

Constant mutual influence. Here we show the results ob-
tained for constant mutual influence (i.e., ζ = 1). Fig. 6(left)
refers to the case of stubborn agents with extremal preju-
dices (α(p) = |p|). Fig. 6(right), instead, corresponds to the
case where stubborn users are those with p = 1 (α(p) =
(p + 1)2/4). We remark that in both cases ρ(p, x, t) can be
computed through the analytical expressions presented in
the previous subsection. Specifically, we have φ(p, t) = 0 for
the case outlined in Fig. 6(left), and φ(p, t) = 1

2 {t>0} for the
case shown in Fig. 6(right). In both cases, the dominant time
constant is 1/w(p) = 1, and we have observed that ρ(x, 10)
already closely matches the steady-state distributions.

Event-driven time evolution. Fig. 7 shows the evolution
of the belief distribution over time, right after an event
that has strongly affected the agents’ belief. We stress that
such scenario has been addressed in sociology studies, and
similar phenomena have been observed (see, e.g., [21]). A
typical example is the impact of breaking news on the
public opinion. We model such a situation with a Gaussian
distribution with mean equal to 1 and very small variance
(10−4).

We consider a case where agents show the same level
of stubbornness, and the closer the agents’ prejudice, the
stronger the interaction (ζ(p, p′) = (1 + (p − p′)2)−1). The
top plot refers to the scenario with fickle agents (α = 0.01);
in this case the convergence to the steady-state distribution
is slow. A much faster dynamic is instead observed in
the bottom plot, which refers to a higher level of user
stubbornness (α = 0.1). In this case, after the initial event,
it takes just 1/10 of the time to return to the steady-state
distribution, suggesting that the time constant is inversely
proportional to the level of user stubbornness.
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Fig. 7. Time evolution of the belief distribution when the mutual influ-
ence increases with prejudice similarity and the initial belief density is
Gaussian with mean equal to 1. The value of agents’ stubbornness is
constant: (top) low stubbornness (α = 0.01); (bottom) high stubborn-
ness (α = 0.1).

7 RELATED WORK

Several models appeared in the literature represent social
interactions between agents through static graphs. In this
representation, often users directly interact only with their
neighbors, varying their beliefs for effect of pairwise “attrac-
tive” interactions [9], [12]. In particular, agent i, interacting
with agent j, updates her belief, represented by a real
number, to a new value, which is a convex combination
of her own original belief and the belief of agent j. As
an alternative, a growing thread of works considers highly
dynamical settings, in which every agent may interact, still
through pairwise “attractive” interactions, with every other
agent in the system [8], [10]. Such models have been applied
to describe interactions through on-line forums like Reddit,
Popurls or Newsvine, as well as direct face-to-face interac-
tions in crowded places such as meetings and conferences.
A third thread of work has modeled social interactions
through a graph whose structure varies dynamically [3].
These pieces of work capture the fact that in many social
networks, e.g., Twitter, agents dynamically follow or divert
from other agents’ beliefs based on interests/beliefs similar-
ity.

Another relevant class of models is represented by the
so-called bounded confidence, in which social interactions oc-
cur only between agents with similar beliefs [11], [13], [14],
[15], [16], [17], [18], [19], [20]. In particular, [19], [20] show
how bounded confidence models can be used to represent
social interactions between Bayesian decision makers. Rele-
vantly to our work, [15] models the social influence on the
global opinion evolution in the case of homogeneous agent
interactions. By adopting a mean-field approach, the authors
derive a differential equation whose solution asymptotically
(when the number of agents grows large) represents the
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opinion evolution. Mean-field theory is applied to the study
of opinion dynamics also in [11], where Garnier et al. derive
a FP equation modeling the time evolution of beliefs in a
neighborhood of t = 0, in the case of a large number of
agents. Through their model, the authors obtain conditions
under which a clusterization of the agents’ beliefs occurs.
Another study that is particularly relevant to our work is
[4], where Baccelli et al. propose a fairly general model
that combines several features of previous representations:
(i) agent interactions constrained by a graph, (ii) bounded
confidence, and (iii) agent endogenous belief random dy-
namics. For such a model, the authors derive sufficient
and necessary conditions for stability, i.e., conditions under
which the relative spread of beliefs keeps finite.

We remark that our work significantly differs from the
existing studies. In particular, with respect to [15], our
model, hence our analysis, is much more general, since it
captures non-homogeneous social interactions, the agents’
prejudice and personality, as well as exogenous random
perturbations in the agents’ beliefs. The effect of the agents’
prejudice has been neglected also in [4], [11]. Furthermore,
unlike [11], which focuses on early stages of the belief tem-
poral evolution, we aim to study the whole-time evolution
of the system in the simple case with no bounded confi-
dence, and the steady-state (t → ∞) under more general
conditions. Finally, we stress that the goal of our work is
not limited to obtaining results on the system stability (as in
[4]), but it also studies the transient and steady-state opinion
dynamics.

8 CONCLUSIONS

Motivated by the great advent of social networks, we inves-
tigated the evolution of beliefs within a social system and
how they are affected by the interactions between users. Our
model captures all the main features characterizing a social
system. Through such model and a mean-field approach, we
analyzed the system behavior as the number of users grows
large. In particular, by representing the belief evolution
through a Fokker-Plank partial differential equation, we
studied the steady state as well as the transient behavior of
the social system. Our main results include: (i) closed-form
expressions for the steady-state distribution, which hold in
some relevant cases, and (ii) semi-analytical techniques to
obtain the steady-state distribution of social beliefs in the
most general cases as well as the transient distribution for
a remarkably large class of systems. Our analytical deriva-
tions are complemented with numerical results, which show
interesting dynamics due to social relationships and differ-
ent degrees of dependence on the users’ prejudice.

Future work will address the model validation through
experiments with real-world, Twitter data sets. To this end,
by using existing APIs, we intend to collect tweets related
to a 2-3 weeks’ time period around an event of particular
interest, such as a political election. This set, organized in
chronological order, should be filtered by using hashtags
that well represent the selected event; then, a sentiment
analysis tool should be run on the filtered set. As done in
our work, we can assume that the personality coincides with
the prejudice, and we can take the first value of sentiment
expressed by a user as her prejudice. Contextually, we will

need to track the follower-followee relationship between
users appearing in our trace and showing to be sufficiently
active. A fair (conservative) approximation would be to
consider as follower a user that either re-tweets another
user’s message or write a new message referring to it.
Finally, we will use part of the obtained data as training
set to estimate the model parameters, and the rest as testing
to validate the prediction capabilities of our model.
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APPENDIX A
ERGODICITY OF THE DYNAMIC SYSTEM DESCRIBED BY (1)

We consider Equation (1) in the main manuscript, with a finite number of agents (U ) and we show that the agents’ belief
exhibits a negative drift outside a compact domain, therefore the associated Markov chain is ergodic.

First, it can be easily seen that ours is not an explosive Markovian model (see [28, Sec. 20.3.1]). Second, we remark that
a time-sampled version of our model can be seen as a special case of the Non-Linear State Space (NSS(F)) model defined in
[28]. Thus, in light of the fact that the noise term in (1) is Gaussian and additive, the Markov chain describing the dynamics
of agents’s belief results to be:

i) ψ-irreducible over Z = X ×P , where measure ψ is equal to the product measure generated by the Lebesque measure
over X = R and a discrete measure on P (see again [28, Sec. 20.3.1 and Th. 6.0.1]);

ii) forward accessible and, hence, a T -chain (see [28, Prop. 7.1.5]).

Now observe that we can rewrite (1) as:

Xi(t+ dt) = Xi(t) +∆Xi(t)dt+ σdWi

where the belief drift ∆Xi(t) =
[1−α(Pi)]

U

∑
j∈U ,j ̸=i ζ(|Xi(t)−Xj(t)|, Pi, Pj)(Xj(t)−Xi(t)) + α(Pi)(u(Pi)−Xi(t)).

Next, for ease of presentation, we limit ourselves to consider the set of agents with positive belief Xi(t), the same
derivation applies to negative values of Xi(t) (just changing the sign of both belief and drift). If we consider an agent k s.t.
k ∈ argmaxi Xi(t), then:

∆Xk(t) = =
[1− α(Pk)]

U

∑

j∈U ,j ̸=k

ζ(|Xk(t)−Xj(t)|, Pk, Pj)(Xj(t)−Xk(t)) + α(Pk)(u(Pk)−Xk(t))

≤ [α(Pk)u(Pk)− α(Pk)Xk(t)]

≤ [sup
k
α(Pk)u(Pk)− inf

k
α(Pk)Xk(t)]

where we bounded the first term on the RHS with zero since, by construction, Xj(t)−Xk(t) = Xj(t)−maxi Xi(t) ≤ 0.
Similarly, if we consider an agent l, we have:

∆Xl(t) =
[1− α(Pl)]

U

∑

j∈U ,j ̸=l

ζ(|Xl(t)−Xj(t)|, Pl, Pj)(Xj(t)−Xl(t)) + α(Pl)(u(Pl)−Xl(t))

=
[1− α(Pl)]

U

∑

j∈U ,j ̸=l

ζ(|Xl(t)−Xj(t)|, Pl, Pj)[(Xj(t)−Xk(t)) + (Xk(t)−Xl(t))]

+ α(Pl)(u(Pl)−Xl(t))

≤ [sup
i
α(Pi)u(Pi)− α(Pl)Xl(t)) + (1 − α(Pl))Sζ(Xk(t)−Xl(t))]

where Sζ = supxi,xj ,Pi,Pj
ζ(|xi − xj |, Pi, Pj) < ∞ with xi, xj ∈ R. By considering sufficiently large Xl(t) such that

Xl(t) = (1− βl)Xk(t) (with βl < 1), we obtain:

∆Xl(t) ≤ [sup
i
α(Pi)u(Pi)− α(Pl)(1 − βl)Xk(t) + (1 − α(Pl))SζβlXk(t)] ≤ sup

i
α(Pi)u(Pi)− ϵXk(t)

for any arbitrarily chosen 0 < ϵ < infi α(Pi) whenever βl ≤
α(Pl)−ϵ

α(Pl)+Sζ(1−α(Pl))
. Thus, given β0 = infi

α(Pi)−ϵ
α(Pi)+Sζ(1−α(Pi))

> 0,

we have that ∆Xl(t) ≤ supi α(Pi)u(Pi) − ϵXk(t), uniformly over all l such that Xl(t) > (1 − β0)Xk(t). At last, observe
that the following holds uniformly on every l whenever supα(Pi)u(Pi) ≤ α(Pk)SζXk(t):

∆Xl(t) ≤ [sup
i
α(Pi)u(Pi) + (1 − α(Pl)SζXk(t)] ≤ SζXk(t) .

Next, let us define the following Lyapunov function: L(t) = 1
n+1

∑
i Xi(t)n+1 for a sufficiently large odd n such that

ϵ/3Xk(t)n+1 > USζXk(t) [(1− β0)Xk(t)]
n, hence ϵ/3 > USζ(1 − β0)n.

Then, we can write:

∆L(t) = E [L(t+ dt)− L(t) | {Xi(t)}i]

= E

[
∑

i

Xn
i (t) · (∆Xi(t) dt+ σ dWi)

]

+ o

(

E

[
∑

i

Xn
i (t) · (∆Xi(t) dt+ σ dWi)

])

.
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Now, let us focus on the first term on the RHS of the previous expression and consider that Xk(t) is sufficiently large.
We get:

E

[
∑

i

Xn
i (t) · (∆Xi(t) dt+ σ dWi)

]

=
∑

i

Xn
i (t) ·∆Xi(t) dt

=
∑

l:Xl(t)>(1−β0)Xk(t)

Xn
l (t) ·∆Xl(t) dt

+
∑

l:Xl(t)≤(1−β0)Xk(t)

Xn
l (t) ·∆Xl(t) dt

≤ Xn
k (t)[α(Pk)u(Pk)− α(Pk)Xk(t)] dt

+
∑

l ̸=k:Xl(t)>(1−β0)Xk(t)

Xn
l (t) · [sup

i
α(Pi)u(Pi)− ϵXk(t)] dt

+
∑

l:Xl(t)≤(1−β0)Xk(t)

Xn
l (t) · SζXk(t) dt

≤ Xn
k (t)[sup

i
α(Pi)u(Pi)− inf

i
α(Pi)Xk(t)] dt+

ϵ

3
Xk(t)

n+1 dt .

Note that we obtained the second inequality from the first one by bounding the second sum with zero, which holds true
when Xk is sufficiently large.

Now observe that the term o (E [
∑

i X
n
i (t) · (∆Xi(t) dt+ σ dtWi)]), can be assumed smaller than ϵ/3Xk(t)n+1 dt, for

Xk(t) sufficiently large. Thus, we have:

∆L(t) ≤ Xn
k (t) sup

i
α(Pi)u(Pi) dt− inf

i
α(Pi)X

n+1
k (t) dt+

2ϵ

3
Xn+1

k (t) dt

≤ Xn
k (t) sup

i
α(Pi)u(Pi) dt−

ϵ

3
Xn+1

k (t) dt

where we exploited the fact that ϵ < infi α(Pi). At last, chosing B such that

Xk(t)
n sup

i
α(Pi)u(Pi) dt ≤ max

(
Bn sup

i
α(Pi)u(Pi) dt,

ϵ

12
Xk(t)

n+1 dt

)
,

we can bound:

∆L(t) ≤ Bn sup
i
α(Pi)u(Pi) dt−

ϵ

4
Xn+1

k (t) dt .

It follows that the drift of L(t) becomes negative outside a compact set. Now, in light of the fact that our system is a
ψ-irreducible T -chain, every compact set is petite (see [28, Th. 6.2.5]). Consequently, we can invoke the counterpart of [28,
Th. 14.2.3] for continuous-time processes, in order to state that our Markov chain is max |Xl|n+1-regular, and therefore
ergodic.

APPENDIX B
CONTINUITY OF THE MAP φ(p) → ρφ(p)(p, x)

Our goal is to show that the mapping φ(p) → ρφ(p)(p, x) is continuous under L∞ norm, i.e., that

∥ρφ(p)(p, x)− ρφ∗(p)(p, x)∥∞ → 0

whenever φ(p) → φ∗(p) uniformly, for any arbitrary φ∗(p).
We recall that w(p) = α(p) + ᾱ(p)η(p). By dropping the dependency on p in the following expressions, we have

∥ρφ(x)− ρ∗φ(x)∥∞

=

∥∥∥∥

√
w

πσ2

(
e−

w[x−m]2

σ2 − e−
w[x−m∗]2

σ2

)
ρ0

∥∥∥∥
∞

≤ K∞

∥∥∥∥e
−w[x−m]2

σ2 − e−
w[x−m∗]2

σ2

∥∥∥∥
∞

(30)

where K∞ = ∥
√ w

πσ2 ρ0∥∞, m is defined in [?, eq. (15)] and m∗ is given in [?, eq. (15)] where φ is replaced with φ∗. Observe

that, for any continuously differentiable function f(x), we can write f(x + m − m∗) = f(x) +
∫m−m∗

0 f ′(x + y) dy =
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f(x) + (m−m∗)f ′(x+ ξ) with ξ ∈ [0,m−m∗],4 where in the last equality we used the mean value theorem for integrals.
Thus, |f(x+m−m∗)− f(x)| ≤ |m−m∗| sup |f ′(x)|. Then we have

∥∥∥∥e
−w(x−m)2

σ2 −e−
w(x−m∗)2

σ2

∥∥∥∥
∞

≤ |m−m∗| sup
x

⎡

⎣ de−
wx2

σ2

dx

⎤

⎦

= |m−m∗| sup
x

2wx

σ2
e−

wx2

σ2

<

√
2w

σ2e
|m−m∗| . (31)

Therefore, combining (30) and (31), we have:
∣∣∣∣e

−w(x−m)2

σ2 − e−
w(x−m)2

σ2

∣∣∣∣ ≤
√

2w

σ2e

ᾱη

w
|φ− φ∗|

and finally:

∥ρφ(x) − ρφ∗(x)∥∞ ≤ K∞

√
2w

σ2e

ᾱη

w
|φ∗ − φ|

which goes uniformly to 0 as φ→ φ∗ uniformly, under the assumption that supp ρ0(p) < ∞.

APPENDIX C
CONTINUITY OF THE OPERATOR A

Theorem 4. The operator A is continuous at the fixed point with respect to norm L1 convergence, whenever X compact,
or X = R and ζ(p, p′, |x− x′|) = 0 for |x− x′| > X0 < ∞.

We now prove the continuity of the operator A{·} around the fixed point. To this end, let ρ∗(p, x) be the fixed point of
the operator A{·}, i.e., ρ∗(p, x) = A{ρ∗(p, x)}. Let us consider a perturbation of the fixed point solution

ρ̃(p, x) = ρ∗(p, x) + ϵρ(p, x)

where, without lack of generality we assume ∥ρ(p, x)∥1 = 1. We have to show that

lim
ϵ→0

A{ρ̃(p, x)} = A{ρ∗(p, x)} = ρ∗(p, x)

To this purpose we define

µx,1(p, x, ρ) = ᾱ(p)
∫

Z
ζ(|x′ − x|)(x′ − x)ρ(p′, x′) dx′ dp′ . (32)

In the following we drop the dependency on p when not necessary. We note that

µx,1(x, ρ̃)− µx,1(x, ρ
∗) = µx,1(x, ρ̃− ρ∗)

since µx,1(x, ρ) is linear w.r.t. the parameter ρ. Therefore, we can write the following bound:

|µx,1(x, ρ̃− ρ∗)| = |µx,1(x, ϵρ(x))|

≤ ᾱϵSζX0

∫

Z
ρ(p′, x′) dx′ dp′

≤ ϵSζX0 (33)

where we exploited the fact that ρ(x) is a distribution, Sζ = sup|x′−x|,p,p′ ζ(|x′ − x|, p, p′) < ∞ and we assumed that
ζ(|x′ − x|, p, p′) = 0 for |x′ − x| > X0. Therefore, using [?, eq. (10)], we can write:

A{ρ̃(x)}=Ke
2ᾱ
σ2

∫ x
0

∫
P,x′ ζ(|x

′−y|)(x′−y)ρ∗(p′,x′) dp′ dx′ dy

·e
2ᾱ
σ2

∫ x
0

∫
P,x′ ζ(|x

′−y|)(x′−y)ϵρ(p′,x′) dp′ dx′ dy

·e−
α[x−u]2

σ2 ρ0

=Ke
2
σ2

∫
x
0 µx,1(y,ρ

∗) dye
2
σ2

∫
x
0 µx,1(y,ϵρ)] dy

·e−
α[x−u]2

σ2 ρ0 (34)

Now, defined v(x) = 1
x

∫ x
0 µx,1(y, ϵρ) dy (with v(0) = 0), we have:

A{ρ̃(x)} = K ′e
2
σ2

∫ x
0 µx,1(y,ρ

∗) dy · e−
α

σ2 [x−u−v(x)]2ρ0
(35)

4. Without lack of generality we assume m > m∗ .
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where K ′ = Ke−[2uv(x)+v(x)2/α]. Since |
∫ x
0 µ(y, ϵρ) dy| ≤ ϵSζX0x, and

A{ρ∗(x)} = ρ∗(x) = Ke2
∫x
0 µx,1(y,ρ∗) dy

σ2 e−
α(x−u)2

σ2 ρ0

subtracting A{ρ∗(x)} from both sides of (35), we have:

A{ρ̃(x)} −A{ρ∗(x)}

= K ′e2
∫x
0 µx,1(y,ρ∗) dy

σ2 e−
α[(x−u−v(x))2

σ2 ρ0

−Ke2
∫x
0 µx,1(y,ρ∗) dy

σ2 e−
α[(x−u)2

σ2 ρ0

≤ ρ∗(x)

(
K ′

K
e−

α[x−u−v(x)]2

σ2 +α[(x−u)2

σ2 − 1

)
. (36)

Note that

e−
α[x−u−v(x)]2

σ2 +α[(x−u)2

σ2 = e−
αv(x)2

σ2 + 2α(x−u)v(x)

σ2

Since |v(x)| ≤ ϵSζX0 → 0 as ϵ→ 0, then the above quantity tends to 1 uniformly. Similarly, K ′/K → 1 uniformly for any
p. Thus, the term |A{ρ̃(x)} −A{ρ∗(x)}| → 0 as ϵ→ 0.

When X is a finite interval, continuity of the operator A{·} can be proven under general conditions on ζ(p, p′, |x− x′|)
by uniformly bounding |µx,1(x, ρ̃− ρ∗)| and then applying the same arguments as before.

APPENDIX D
ON THE LOCAL/GLOBAL CONTRACTION PROPERTIES OF OPERATOR A{·} UNDER COMPACT X

Without loss of generality, let us consider the set X as symmetric with respect to 0 and define

∥ρ(p, x)∥1 =
∫

Z
|ρ(p, x)| dxdp

Observe that the class of probability density functions (i.e., functions ρ(p, x) ≥ 0 with ∥ρ(p, x)∥1 = 1) forms an invariant set
under the operator A{·} (i.e., any probability density function ρ(p, x) is mapped by A onto a probability density function).
Furthermore, note that if ρ(k)(p, x) is a probability density, then ρ(k+1)(p, x) = A{ρ(k)(p, x)} belongs to the same class. It
follows that we can limit our analysis to the case where the operator A{·} is applied on probability densities.

In order to show that the operator A{·} is a contraction, we need to show that for any two probability densities, ρ1(p, x)
and ρ2(p, x), we have [27]:

∥A{ρ2(p, x)} −A{ρ1(p, x)}∥1 < c∥ρ2(p, x)− ρ1(p, x)∥1 (37)

where c < 1 and where ∥·∥1 is the above defined norm. We first apply the operator A{·} on ρ1(p, x) and ρ2(p, x) separately.
By the definition of A{·}, we have

A{ρ1(p, x)} = K1(p)e
2
σ2

∫ x
0 µx,1(p,y,ρ1) dye−

α(p)[x−u(p)]2

σ2 ρ0(p)

where the positive normalization factor K1(p) is such that

K1(p)
−1 =

∫

X
e

2
σ2

∫ x
0 µx,1(p,y,ρ1) dye−

α(p)[x−u(p)]2

σ2 dx .

To proceed further, we observe that µx(p, y, ρ) is linear in ρ. Indeed [?, eq. (4)], we have µx,1(p, y, ρ1 + ρ2) =

µx,1(p, y, ρ1) + µx,1(p, y, ρ2). Let us define Mx,1(p, ρ) =
2
σ2

∫ x
0 µx,1(p, y, ρ) dy and G(x, p) = e−

α(p)[x−u(p)]2

σ2 ρ0(p). It follows

A{ρ2(p, x)} = K2(p)e
Mx,1(p,ρ2)e−

α(p)[x−u(p)]2

σ2 ρ0(p)

= K2(p)e
Mx,1(p,ρ1+(ρ2−ρ1))G(x, p)

= K2(p)e
Mx,1(p,ρ1)+Mx,1(p,ρ2−ρ1)G(x, p)

= K2(p)e
Mx,1(p,ρ1)eMx,1(p,ρ2−ρ1)G(x, p)

= A{ρ1(p, x)}
K2(p)

K1(p)
eMx,1(p,ρ2−ρ1) (38)

with

K2(p)
−1 =

∫

X
eMx,1(p,ρ1)eMx,1(p,ρ2−ρ1)e−

α(p)[x−u(p)]2

σ2 dx . (39)
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Therefore,

∥A{ρ2(p, x)}−A{ρ1(p, x)}∥1

≤

∥∥∥∥A{ρ1(p, x)}

(
K2(p)

K1(p)
eMx,1(p,ρ2−ρ1) − 1

)∥∥∥∥
1

≤

∥∥∥∥A{ρ1(p, x)}

∣∣∣∣
K2(p)

K1(p)
eMx,1(p,ρ2−ρ1) − 1

∣∣∣∣

∥∥∥∥
1

≤ ∥A{ρ1(p, x)}∥1 sup
(p,x)

∣∣∣∣
K2(p)

K1(p)
eMx,1(p,ρ2−ρ1) − 1

∣∣∣∣

= sup
(p,x)

∣∣∣∣
K2(p)

K1(p)
eMx,1(p,ρ2−ρ1) − 1

∣∣∣∣ (40)

Now, observe that

|Mx,1(p, ρ2 − ρ1)| =

∣∣∣∣
2

σ2

∫ x

0
µx,1(p, y, ρ2 − ρ1) dy

∣∣∣∣

≤
2

σ2

∣∣∣∣

∫ x

0
|µx,1(p, y, ρ2 − ρ1)| dy

∣∣∣∣

and

|µx,1(p, x, ρ2 − ρ1)|

=

∣∣∣∣ᾱ(p)
∫

Z
ζ(|x′ − x|, p, p′)(x′ − x)R(p′, x′) dx′ dp′

∣∣∣∣

≤ ᾱ(p)
∫

Z
ζ(|x′ − x|, p, p′)|x′ − x| |R(p′, x′)| dx′ dp′

≤ SζX0∥R(p, x)∥1
(41)

where R(p, x) = ρ2(p, x)− ρ1(p, x), we defined

Sζ = sup
x,x′∈X

ζ(|x′ − x|, p, p′) < ∞

and assumed ζ(p, p′, |x − x′|) = 0 whenever |x − x′| > X0. Moreover, sup{1 − α(p)} ≤ 1 since 0 ≤ α(p) ≤ 1. We also
observe that by definition ∥ρ(p, x)∥1 = 1 for any distribution ρ(p, x). Thus ∀x ∈ X

|Mx,1(p, ρ2 − ρ1)| ≤
2

σ2

∣∣∣∣

∫ x

0
2ᾱ(p)SζX0∥R(p, x)∥1 dy

∣∣∣∣

=
2

σ2
SζX0∥R(p, x)∥1

∣∣∣∣

∫ x

0
dy

∣∣∣∣

≤
2

σ2
SζX0|x|∥R(p, x)∥1

≤
2

σ2
SζX0Sx∥R(p, x)∥1

= ∆ (42)

where Sx = supx∈X |x| < ∞. The above inequality implies that uniformly on x we have: −∆ ≤ Mx,1(p, ρ2 − ρ1) ≤ ∆, i.e.,

e−∆ ≤ eMx,1(p,ρ2−ρ1) ≤ e∆ .

Furthermore, observe that from (39) we can obtain the following bounds on the normalization factor K2(p):

K2(p)
−1 =

∫

X
eMx,1(p,ρ1)e−

α(p)[x−u(p)]2

σ2 eMx,1(p,ρ2−ρ1) dx

≤ K1(p)
−1e∆ (43)

and

K2(p)
−1 =

∫

X
eMx,1(p,ρ1)e−

α(p)[x−u(p)]2

σ2 eMx,1(p,ρ2−ρ1) dx

≥ K1(p)
−1e−∆ (44)

which can be summarized as

e−∆ ≤
K2(p)

K1(p)
≤ e∆ .
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Note also that, for any |w| < 1/2, we have e2|w| − 1 ≤ 4|w| and 1 − e−2|w| ≤ 2|w|. It follows that for ∆ < 1/2 the term
|K2(p)/K1(p)eMx,1(p,ρ2−ρ1) − 1| can be bounded as

∣∣∣∣
K2(p)

K1(p)
eMx,1(p,ρ2−ρ1) − 1

∣∣∣∣ ≤ max
{
e2∆ − 1, 1− e−2∆

}

≤ max {4∆, 2∆}

≤ 4∆

=
8

σ2
SζSxX0∥R(p, x)∥1 . (45)

In conclusion, we get

∥A{ρ2(p, x)} −A{ρ1(p, x)}∥1 ≤
8

σ2
SζSxX0∥R(p, x)∥1 (46)

Therefore, A{·} is a contraction operator if
8SζSxX0

σ2
< 1

which implies SζSxX0

σ2 < 1
8 . Note that, by the definition of ∆ given in (42), we have

∆ =
2SζSxX0

σ2
∥R(p, x)∥1

≤ 2
1

8
∥R(p, x)∥1

≤
1

2
(47)

since ∥R(p, x)||1 ≤ ∥ρ2(p, x)∥1 + ∥ρ1(p, x)||1 ≤ 2. Thus, the condition ∆ < 1
2 is met.

Following the same approach, we can easily prove that A{·} is a contraction locally in a neighborhood of ρ∗(p, x) (i.e.,
the fixed point of A{·}) whenever

2SζSx

σ2 < 1− ϵ ∀ϵ > 0. To this end, it is enough to note that for sufficiently small w and
∀ϵ > 0, ew < 1 + (1 + ϵ)w and that w/(1− w) < (1 + ϵ)w.

At last, observe that from (46) we can immediately deduce the continuity at every point of operator A{·} w.r.t. the
convergence in norm L1, provided that Sζ < ∞ and Sx < ∞ (and noticing that by construction X0 ≤ 2Sx). Indeed, as
∥ρ2(p, x)− ρ1(p, x)∥1 → 0, necessarily ∥A{ρ2(p, x)} −A{ρ1(p, x)}∥1 → 0.

APPENDIX E
DERIVATION OF (57)

Consider the FP equation in [?, eq. (2)], which, thanks to [?, eq. (24)], can be written as

∂

∂t
ρ(p, x, t) =

∂

∂x
[(w(p)x − ψ(p, t))ρ(p, x, t)]+

1

2
σ2 ∂

2

∂x2
ρ(p, x, t)

(48)

where w(p) = α(p) + ᾱ(p)η(p) and ψ(p, t) = ᾱ(p)η(p)φ(p, t) + α(p)u(p). In this appendix, we will omit the argument p
unless necessary.

In the following, we will derive the Green function (i.e., the impulse response) of this FP equation for an initial condition
ρ(p, x, 0) = δ(x − x′)δ(p − p′). To this purpose, let us Fourier-transform from variable x to variable ν, obtaining the first-
order PDE [

∂

∂t
+wν

∂

∂ν

]
ρ̂(p, ν, t) = −

[
j2πνψ(t)+2π2ν2σ2] ρ̂(p, ν, t). (49)

Next, we introduce an auxiliary parameter u and consider t = t(u), ν = ν(u) and ρ̂ = ρ̂(u), with initial conditions t(0) = 0,
ν(0) = ν0 and

ρ̂(0) = ρ̂(p, ν0, 0) = e−j2πν0x
′

δ(p− p′) (50)

Parameterizing over u, we transform the PDE in (49) into a system of ODEs by exploiting the identity
[
dt

du

∂

∂t
+

dν

du

∂

∂ν

]
ρ̂ =

dρ̂

du
. (51)

By comparing (49) and (51), we then get
⎧
⎨

⎩

dt
du = 1
dν
du = wν
dρ̂
du = −

[
j2πνψ(u) + 2π2ν2σ2

]
ρ̂

(52)
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which is easily solved as
t(u) = u, ν(u) = ν0e

wu (53)

and
dρ̂

du
= −

[
j2πν0e

wuψ(u) + 2π2σ2ν20e
2wu] ρ̂ . (54)

The solution of (54) is

ρ̂(u) = ρ̂(0)e−j2πν0
∫ u
0 ewvφ(v) dv exp

(
π2σ2ν20

1− e2wu

w

)

= δ(p− p′) exp

{
−j2πν0

[
x′ +

∫ u

0
ewvψ(v) dv

]

−π2σ2ν20
e2wu − 1

w

}
. (55)

By substituting equations (53) into (55), we finally obtain

ρ̂(p, ν, t|p′, x′) = δ(p− p′) exp
{
−j2πνe−wt [x′

+
∫ t

0
ewτψ(τ) dτ

]
− π2σ2ν2

1− e−2wt

w

}
.

Taking the inverse Fourier transform, we get the Green function of the FP equation as

ρ(p, x, t|p′, x′) = δ(p− p′)
√

w

πσ2(1− e−2wt)

exp

⎧
⎪⎨

⎪⎩
−
w
(
x− e−wt

[
x′ +

∫ t
0 e

wτψ(p, τ) dτ
])2

σ2(1− e−2wt)

⎫
⎪⎬

⎪⎭

which, as a function of x, is a Gaussian pdf with variance

σ2(p, t) !
σ2(1− e−2w(p)t)

2w(p)
(56)

and mean

m(p, x′, t) ! e−w(p)t

[
x′ +

∫ t

0
ew(p)τψ(p, τ) dτ

]

= e−w(p)tx′ + (1 − e−w(p)t)
α(p)u(p)

w(p)

+ᾱ(p)η(p)
∫ t

0
ew(p)(τ−t)φ(p, τ)dτ .

For a general initial density value ρ(p, x, 0) = ρ0(x|p)ρ0(p), we obtain the solution of the FP equation ρ(p, x, t) as

ρ(p, x, t) = ρ0(p)
∫

Z
ρ(p, x, t|p′, x′)ρ0(x

′|p′) dx′ dp′. (57)
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