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#### Abstract

This thesis deals with recurrent neural networks, a particular class of artificial neural networks which can learn a generative model of input sequences. The input is mapped, through a feedback loop and a non-linear activation function, into a hidden state, which is then projected into the output space, obtaining either a probability distribution or the new input for the next time-step.

This work consists mainly of two parts: a theoretical study for helping the understanding of recurrent neural networks framework, which is not yet deeply investigated, and their application to non-linear prediction problems, since recurrent neural networks are really powerful models suitable for solving several practical tasks in different fields.

For what concerns the theoretical part, we analyse the weaknesses of state-of-theart models and tackle them in order to improve the performance of a recurrent neural network. Firstly, we contribute in the understanding of the dynamical properties of a recurrent neural network, highlighting the close relation between the definition of stable limit cycles and the echo state property of an echo state network. We provide sufficient conditions for the convergence of the hidden state to a trajectory, which is uniquely determined by the input signal, independently of the initial states. This may help extend the memory of the network and increase the design options for the network.

Moreover, we develop a novel approach to address the main problem in training recurrent neural networks, the so-called vanishing gradient problem. Our new method allows us to train a very simple recurrent neural network, making the gradient not to vanish even after many time-steps. Exploiting the singular value decomposition of the vanishing factors in the gradient and random matrices theory, we find that the singular values have to be confined in a narrow interval and derive conditions about their root mean square value.


Then, we also improve the efficiency of the training of a recurrent neural network, defining a new method for speeding up this process. Thanks to a least square regularization, we can initialize the parameters of the network, in order to set them closer to the minimum and running fewer epochs of classical training algorithms. Moreover, it is also possible to completely train the network with our initialization method, running more iterations of it without losing in performance with respect to classical training algorithms. Finally, it is also possible to use it as a real-time learning algorithm, adjusting the parameters to the new data through one iteration of our initialization.

In the last part of this thesis, we apply recurrent neural networks to non-linear prediction problems. We consider prediction of numerical sequences, estimating the following input choosing it from a probability distribution. We study an automatic text generation problem, where we need to predict the following character in order to compose words and sentences, and a path prediction of walking mobile users in the central area of a city, as a sequence of crossroads.

Then, we analyse the prediction of video frames, discovering a wide range of applications related to the prediction of movements. We study the collision problem of bouncing balls, taking into account only the sequence of video frames without any knowledge about the physical characteristics of the problem, and the distribution over days of mobile user in a city and in a whole region.

Finally, we address the state-of-the-art problem of missing data imputation, analysing the incomplete spectrogram of audio signals. We restore audio signals with missing time-frequency data, demonstrating via numerical experiments that a performance improvement can be achieved involving recurrent neural networks.
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## Chapter 1

## Introduction

In the latest years, machine learning has seen the rise of artificial neural networks. They are of particular interest since they can deal with a large variety of applications (e.g. sentiment classification [1], image retrieval [2], speech recognition [3], ...) and employing the Back-propagation algorithm [4], the weights of the network can be efficiently learned using a gradient-descent scheme.

Recurrent neural networks [5] are a particular class of artificial neural networks which learn a generative model of input sequences. These networks represent an input sequence as a hidden state vector, which gathers the information of many temporal steps through a feedback loop and a non-linear activation function. Then, the hidden state is mapped through a linear combination of its elements and sometimes a non-linear function into the output, which can be a probability distribution (in case of classification problems) or the input at the next time step (in case of regression problems).
Therefore, the hidden state is the key-element of a recurrent neural network. In other words, referring to the comparison with the human brain, we can say that the hidden state embodies the memory of the network itself: the more the hidden state can remember from the past input samples, the better the network will be able to predict future temporal steps.
Thus, recurrent neural networks are really powerful models, whose importance became relevant since they are suitable to solve several practical tasks, such as language modelling [6], speech recognition [7], and machine translation [8] for natural
language processing problems, and also video analysis [9] and image captioning [10] for computer vision problems.

Despite this, they have been shown to be difficult to train, especially on problems with complicated long-range temporal structure [11].
The first attempts to train a recurrent neural network were Real-Time Recurrent Learning [12], an elegant forward-pass only algorithm that computes the derivatives with respect to the parameters at each time-step, and Back-propagation Through Time algorithm [13], a modified version of the classical Back-propagation algorithm involving time. Unfortunately, the computational cost is prohibitive and gradient descent and other first-order methods completely fail on large families of problems, respectively.
Another architecture is the Long Short-Term Memory [14] that addresses the vanishing gradient problem making use of special "memory units", which are able to store information over time. However, even if this solves some pathological problems, it increases too much the number of parameters to be learnt.
Instead, Echo State Networks [15] do not have to deal with the so-called "vanishing/exploding gradients" phenomenon $[16,11]$ and do not require prohibitive computational cost, but they do not have theoretical guarantees and are based only on a sufficient condition for the non-existence of echo states and a conjecture that remains to be shown [17, 18].

In this thesis, we contribute to the theoretical study of recurrent neural networks and focus our attention on their application to non-linear prediction.
For what concerns the theoretical part, we start analysing the weaknesses of state-of-the-art models and try to improve them. We contribute to the understanding of the dynamics of a recurrent neural network, highlighting the relation between stable limit cycles and the echo state property. We provide sufficient conditions for the convergence of the hidden state to a trajectory, extending the memory of the network and increasing the design options for the network.

Then, we address the vanishing gradient problem, defining a novel approach. This new method allows us to train a simple recurrent neural network, where the gradient does not vanish after many time steps. We tighten the loose power law bounds provided in literature [16], exploiting the singular value decomposition of the vanishing factors in the gradient and random matrices theory. We find that the
singular values have to be confined in a narrow interval and derive conditions about their root mean square value.

Then, we also develop a new method for speeding up the training of a recurrent neural network. Thanks to a least square regularization, we can initialize the parameters of the network, in order to be closer to the minimum and running fewer epochs of classical training algorithms. Moreover, it is possible also to completely train the network with our initialization method, running more iterations of it without losing in performance with respect to classical training algorithms, and to use it as a real-time learning algorithm, adjusting the parameters to the new data through one iteration of our initialization.

Finally, we apply recurrent neural networks to a big class of problems, i.e. non-linear prediction problems. We consider prediction of numerical sequences, estimating the following output either in a text generation problem or in a path prediction of walking mobile users in the central area of a city. Then, we also take into account the prediction of video frames, discovering a wide range of applications: we study the physical collision problem of bouncing balls, or the distribution over days of mobile user in a city and in a whole region. Moreover, we address the state-of-the-art problem of missing data imputation, analysing the incomplete spectrogram of audio signals.

This thesis is organized as follows: we can identify two main parts, one involving theoretical results and mathematical contributions to understanding recurrent neural networks, and another one dealing with possible applications of this particular kind of network to non-linear prediction.

In Chapter 2, we start introducing the recurrent neural networks framework, providing a definition and explaining how to train them. Here we also introduce the so-called vanishing gradient problem and describe the attempts given by literature to address it, modifying the network architecture (long short-term memory - Section 2.3.1 and gated recurrent unit - Section 2.3.2) or resting on a conjecture, which guarantees an echo state property (echo state networks - Section 2.3.3). We also show the power of recurrent neural networks presenting a large number of practical applications they can deal with.

Inspired by the approach based on echo state network to solve the vanishing gradient problem, in Chapter 3, we enhance some mathematical properties of dynamical system theory, which is closely related to the definition of recurrent neural networks.

We establish conditions for the existence of a stable limit cycle, which guarantees the network to satisfy the echo state property.

Then, in Chapter 4, we propose an alternative solution to the vanishing gradient problem, which does not involve the modification of the network architecture nor stable limit cycles (nor the echo state property). We exploit singular values and vectors and random matrices theory, in order to provide bounds to the gradient, making it not to vanish for very deep networks.

As last chapter of the theoretical part (Chapter 5), we present a novel and fast method for training recurrent neural networks based on least squares. This method can be used both as a complete training method or only as an initialization of the parameters, speeding up the training using a classical algorithm, since the initial configuration of the parameters of the network is already close to the one that minimizes the error. Moreover, since this method is really fast, it can be used also in real-time learning, updating the parameters at each step.

Then, we move to apply recurrent neural networks to non-linear prediction problems. In Chapter 6, we perform prediction of numerical sequences, generating texts written by the computer independently, and predicting the path of mobile users, starting from an historical of their movements in a city.

In Chapter 7, we analyse video frames to predict movements. We test our network on the state-of-the-art bouncing balls problem, where the network tries to learn the physical laws of collision theory with balls that bounce off the box walls and among each other (Section 7.1). We also predict the future distribution of mobile users over a region, identifying crowded areas and traffic jams (Section 7.2), using a dataset provided by TIM.

Finally, in Chapter 8, we address the problem of missing data imputation, recovering audio signals from their incomplete spectrograms, and, in Chapter 9, we draw the concluding remarks and introduce the possible future developments of this work.

## Chapter 2

## Background on Recurrent Neural Networks


#### Abstract

Brief - This chapter is about general principles on recurrent neural networks. They represent a particular class of artificial neural networks, where an input sequence is mapped into a hidden state vector, through a feedback reaction and a non-linear function. Then, the hidden state is mapped through a linear combination of its elements and sometimes a non-linear function into the output, which can be a probability distribution (in case of classification problems) or the input at the next time step (in case of regression problems). These networks are really powerful models, whose importance became relevant since they are suitable to solve several practical tasks in different fields, such as natural language processing, computer vision, robotics, and many others. Despite this, recurrent neural networks are effectively hard to be trained.


This chapter is organized as follows: in the first Section we define the general paradigm for an RNN, then, in Section 2.2 we describe the procedure to follow for training an RNN, comparing two different methods, i.e. Real Time Recurrent Learning and Back-Propagation Through Time, and providing details on several optimization algorithms, which can be involved. After that, in Section 2.3, we explain the main problem in training an RNN: the so-called vanishing gradient problem and some attempts from literature that try to address this problem. Finally, we conclude with some applications of RNNs in different research fields.

### 2.1 Definition of a Recurrent Neural Network

Recurrent Neural Networks (RNNs, [5]) are neural networks with feedback loops, through which past information can be stored and exploited. An RNN can be seen as a non-linear dynamical system that maps input time sequences $x(t)$ onto output time sequences $y(t)$. It is parametrized with three weight matrices and three bias vectors [ $A, B, C, b, c, h_{0}$ ], which completely describe the network: $A$ is the input-to-hidden weight matrix, $B$ the hidden-to-hidden one, and $C$ the hidden-to-output one, as shown in Figure 2.1. We will generally refer to all these parameters as $\theta$.


Fig. 2.1 Graphical representation of an RNN . The input/output pair $x(t) / y(t)$ is represented in green, the parameters of the network $A, B, b, C, c$ in red, and the non-linearities $\phi_{h}, \phi_{y}$ in blue.

Formally, a general RNN is modelled by the following system:

$$
\left\{\begin{array}{l}
h(t)=\phi_{h}(A x(t)+B h(t-1)+b)  \tag{2.1}\\
y(t)=\phi_{y}(C h(t)+c)
\end{array}\right.
$$

for $t=1, \ldots, T$, where $\phi_{h}$ and $\phi_{y}$ are non-linear element-wise functions and $h(t)$ is the hidden state, assuming $h(0)=h_{0}$. In this thesis we will assume $h_{0}$ as a column-vector of zeros, so practically it will not be considered as a parameter of the network.

Possible choices of the non-linear functions can be the following:

1. $\phi(z)=\tanh (z)$, the hyperbolic tangent, which shrinks the values of $z$, between -1 and +1 ;
2. $\phi(z)=\frac{1}{1+\exp (-z)}$, the standard logistic sigmoid function, which bounds the values of $z$ between 0 and 1 ;
3. $\phi(z)=\mathrm{I} z$, the identity operator, which is often used as output non-linearity when there are no constraints on the output values;
4. $\phi(z)=\operatorname{ReLu}(z)$, the rectified linear unit, which chooses the maximum between $z$ and 0 , i.e.

$$
\operatorname{ReLu}(z)=\left\{\begin{array}{ll}
z & \text { if } z>0 \\
0 & \text { otherwise }
\end{array} ;\right.
$$

5. $\phi(z)=\operatorname{SoftMax}(z)$, the softmax function, which computes as output a probability vector, i.e. a vector whose components lie in the range $(0,1)$ and sum to 1 , and each element $i$ is defined as

$$
\begin{equation*}
\operatorname{SoftMax}(z)_{i}=\frac{\exp \left(z_{i}\right)}{\sum_{j} \exp \left(z_{j}\right)} \tag{2.2}
\end{equation*}
$$

6. $\phi(z)=\log \operatorname{Soft} \operatorname{Max}(z)$, the log-softmax function, which computes the $\log$ of the softmax function (2.2).

Exactly like feedforward networks, for RNNs functions 1-4 are often used for regression problems, while 5-6, which are similar in spirit to probability mass functions, can be employed in classification problems.

For what concerns the input/output pairs $(x, y)$, we should split them into three sets: a training set, a validation set, and a testing set. The training set is the one used to adapt the parameters $\theta$ of the network, then the validation set is used simultaneously to the training one, in order to determine if the network has learnt a specific model and if it can reproduce good results on the testing set, which is supposed to be not known to the network. For simplicity, sometimes, it is possible to consider validation and testing sets as the same one, and this is the case for this thesis, where we will generally refer to testing set for both validation and testing sets.

Thus, we can identify two phases: a training phase, and a testing phase. During the training phase, we run several epochs (or iterations) for all the input/output pairs in the training set, updating the parameters of the network through the gradient
of a cost function $\mathscr{C}$, which depends on the loss function $\mathscr{L}$ :

$$
\mathscr{C}=\sum_{(x, y) \in \mathscr{S}_{t r} r=1} \sum_{t}^{T} \mathscr{L}(\hat{y}(t), y(t)),
$$

where $T$ is the total number of inputs/outputs in the training set $\mathscr{S}_{t r}, \hat{y}(t)=\hat{y}(\theta, x(t))$ is the output computed starting from $x(t)$ using the current parameters $\theta$, and $y(t)$ is the desired output.
We have different choices for the loss function $\mathscr{L}$, according to the specific application. The mostly used ones are the following:
(a) the mean square error (MSE), which is the most used metric in case of linear regression,

$$
\begin{equation*}
\mathscr{L}(\hat{y}(t), y(t))=\frac{1}{N} \sum_{n=1}^{N}\left|\hat{y}_{n}(t)-y_{n}(t)\right|^{2}, \tag{2.3}
\end{equation*}
$$

where $N$ is the dimension of the output vector;
(b) the mean absolute error (MAE)

$$
\begin{equation*}
\mathscr{L}(\hat{y}(t), y(t))=\frac{1}{N} \sum_{n=1}^{N}\left|\hat{y}_{n}(t)-y_{n}(t)\right| ; \tag{2.4}
\end{equation*}
$$

(c) the cross entropy (CE), which can be applied in case of probability distribution for classification problems, for example when the output non-linearity $\phi_{y}$ is the softmax function (2.2),

$$
\begin{equation*}
\mathscr{L}(\hat{y}(t), y(t))=-\sum_{n=1}^{N} \hat{y}_{n}(t) \log \left(y_{n}(t)\right) ; \tag{2.5}
\end{equation*}
$$

(d) the negative log-likelihood (NLL), which is the extension of CE for the logsoftmax function

$$
\begin{equation*}
\mathscr{L}(\hat{y}(t), y(t))=-\sum_{n=1}^{N} \hat{y}_{n}(t) y_{n}(t) \tag{2.6}
\end{equation*}
$$

(e) the binary cross entropy (BCE), which is simply a two-class version of CE/NLL

$$
\begin{equation*}
\mathscr{L}(\hat{y}(t), y(t))=-\sum_{n=1}^{N}\left(\hat{y}_{n}(t) \log \left(y_{n}(t)\right)+\left(1-\hat{y}_{n}(t)\right) \log \left(1-y_{n}(t)\right)\right) . \tag{2.7}
\end{equation*}
$$

Finally, in the testing phase, the parameters $\theta$ of the network cannot be modified, and we can evaluate whether or not the network has learnt a specific structure during the training. Thus, the training of an RNN is the most crucial part of the whole process. In the following Section, we will describe the solution found to properly train an RNN.

### 2.2 Training Algorithms

A first attempt to train recurrent neural networks was Real-Time Recurrent Learning (RTRL, [12]), which is an elegant forward-pass only algorithm that computes the derivatives with respect to the parameters at each time-step. Unfortunately, the computational cost is prohibitive. Thus, an extension of the classical Back-Propagation algorithm for feedforward neural networks to a modified version involving time, i.e. Back-Propagation Through Time algorithm (BPTT, [13]), was proposed.

Both of them, basically, are gradient descent methods that minimize the cost function $\mathscr{C}$, updating the parameters $\theta$ of the network in the opposite direction of this gradient with a step size called learning rate. Since the cost function is a sum of loss functions, and the derivative is a linear operation, we now focus on the computation of the gradient of the loss function $\mathscr{L}$ for these two methods, giving details in Subsections 2.2.1 and 2.2.2 respectively.

### 2.2.1 Real-Time Recurrent Learning

The training algorithm RTRL [12] allows to update the parameters of the network continuously. It has the advantage of not requiring a precisely defined training interval, since it operates while the network runs, but also has the disadvantage that it is computationally expensive.

The algorithm starts at $t=1$, and computes firstly the output $\hat{y}(1)$, using an initial random configuration of the parameters $\theta_{0}$, and then the gradient of the loss function
$\mathscr{L}$ with respect to each parameter $A, B, b, C, c$ :

$$
\begin{align*}
\frac{\partial \mathscr{L}}{\partial c} & =\frac{\partial \mathscr{L}}{\partial \hat{y}(1)} \frac{\partial \hat{y}(1)}{\partial z_{y}(1)} \frac{\partial z_{y}(1)}{\partial c} \\
& =J_{\mathscr{L}}(\hat{y}(1), y(1))^{\top} \phi_{y}^{\prime}(\operatorname{Ch}(1)+c) \tag{2.8}
\end{align*}
$$

where $J_{\mathscr{L}}(\hat{y}(1), y(1))^{\top}$ is the row-vector of the Jacobian of the loss function (see Appendix A for details) and $z_{y}(1)=C h(1)+c$,

$$
\begin{align*}
\frac{\partial \mathscr{L}}{\partial C} & =\frac{\partial \mathscr{L}}{\partial \hat{y}(1)} \frac{\partial \hat{y}(1)}{\partial z_{y}(1)} \frac{\partial z_{y}(1)}{\partial C} \\
& =J_{\mathscr{L}}(\hat{y}(1), y(1))^{\top} \phi_{y}^{\prime}(C h(1)+c) \otimes h(1)  \tag{2.9}\\
& =\frac{\partial \mathscr{L}}{\partial c} \otimes h(1),
\end{align*}
$$

where the external product $\otimes$ between two column vector $u, v$ is defined as $u \otimes v=$ $u v^{\top}$,

$$
\begin{align*}
\frac{\partial \mathscr{L}}{\partial b} & =\frac{\partial \mathscr{L}}{\partial \hat{y}(1)} \frac{\partial \hat{y}(1)}{\partial z_{y}(1)} \frac{\partial z_{y}(1)}{\partial h(1)} \frac{\partial h(1)}{\partial z_{h}(1)} \frac{\partial z_{h}(1)}{\partial b} \\
& =J_{\mathscr{L}}(\hat{y}(1), y(1))^{\top} \phi_{y}^{\prime}(C h(1)+c) C \phi_{h}^{\prime}\left(A x(1)+B h_{0}+b\right)  \tag{2.10}\\
& =\frac{\partial \mathscr{L}}{\partial c} C \phi_{h}^{\prime}\left(A x(1)+B h_{0}+b\right),
\end{align*}
$$

where $z_{h}(1)=A x(1)+B h_{0}+b$,

$$
\begin{align*}
\frac{\partial \mathscr{L}}{\partial B} & =\frac{\partial \mathscr{L}}{\partial \hat{y}(1)} \frac{\partial \hat{y}(1)}{\partial z_{y}(1)} \frac{\partial z_{y}(1)}{\partial h(1)} \frac{\partial h(1)}{\partial z_{h}(1)} \frac{\partial z_{h}(1)}{\partial B} \\
& =J_{\mathscr{L}}(\hat{y}(1), y(1))^{\top} \phi_{y}^{\prime}(C h(1)+c) C \phi_{h}^{\prime}\left(A x(1)+B h_{0}+b\right) \otimes h_{0}  \tag{2.11}\\
& =\frac{\partial \mathscr{L}}{\partial b} \otimes h(t-1)
\end{align*}
$$

$$
\begin{align*}
\frac{\partial \mathscr{L}}{\partial A} & =\frac{\partial \mathscr{L}}{\partial \hat{y}(1)} \frac{\partial \hat{y}(1)}{\partial z_{y}(1)} \frac{\partial z_{y}(1)}{\partial h(1)} \frac{\partial h(1)}{\partial z_{h}(1)} \frac{\partial z_{h}(1)}{\partial A} \\
& =J_{\mathscr{L}}(\hat{y}(1), y(1))^{\top} \phi_{y}^{\prime}(C h(1)+c) C \phi_{h}^{\prime}\left(A x(1)+B h_{0}+b\right) \otimes x(1)(  \tag{2.12}\\
& =\frac{\partial \mathscr{L}}{\partial b} \otimes x(t) .
\end{align*}
$$

Then, for a generic $t>1$, the computation of the gradient becomes more complicated, since we need to consider the dependence from all previous time steps due to $h(t-1)$. As a matter of fact, equations (2.8),(2.9) have the same form, replacing 1 with $t$ :

$$
\begin{align*}
\frac{\partial \mathscr{L}}{\partial c} & =\frac{\partial \mathscr{L}}{\partial \hat{y}(t)} \frac{\partial \hat{y}(t)}{\partial z_{y}(t)} \frac{\partial z_{y}(t)}{\partial c} \\
& =J_{\mathscr{L}}(\hat{y}(t), y(t))^{\top} \phi_{y}^{\prime}(C h(t)+c),  \tag{2.13}\\
\frac{\partial \mathscr{L}}{\partial C} & =\frac{\partial \mathscr{L}}{\partial \hat{y}(t)} \frac{\partial \hat{y}(t)}{\partial z_{y}(t)} \frac{\partial z_{y}(t)}{\partial C} \\
& =J_{\mathscr{L}}(\hat{y}(t), y(t))^{\top} \phi_{y}^{\prime}(C h(t)+c) \otimes h(t),  \tag{2.14}\\
& =\frac{\partial \mathscr{L}}{\partial c} \otimes h(t),
\end{align*}
$$

while (2.10),(2.11),(2.12) exploit the computation of the derivative of the hidden state $h(t)$ with respect to the parameters of the recurrent layer $b, B, A$ :

$$
\begin{align*}
\frac{\partial h(t)}{\partial b} & =\frac{\partial h(t)}{\partial z_{h}(t)} \frac{\partial z_{h}(t)}{\partial b} \\
& =\phi_{h}^{\prime}(A x(t)+B h(t-1)+b)\left(\mathbb{I}+B \frac{\partial h(t-1)}{\partial b}\right), \tag{2.15}
\end{align*}
$$

where $\mathbb{I}$ is the identity operator and $\frac{\partial h(t-1)}{\partial b}$ has been computed in the previous time step,

$$
\begin{align*}
\frac{\partial h(t)}{\partial B} & =\frac{\partial h(t)}{\partial z_{h}(t)} \frac{\partial z_{h}(t)}{\partial B} \\
& =\phi_{h}^{\prime}(A x(t)+B h(t-1)+b) \otimes\left(h(t-1)+B \frac{\partial h(t-1)}{\partial B}\right), \tag{2.16}
\end{align*}
$$

$$
\begin{align*}
\frac{\partial h(t)}{\partial A} & =\frac{\partial h(t)}{\partial z_{h}(t)} \frac{\partial z_{h}(t)}{\partial B} \\
& =\phi_{h}^{\prime}(A x(t)+B h(t-1)+b) \otimes\left(x(t)+B \frac{\partial h(t-1)}{\partial A}\right) . \tag{2.17}
\end{align*}
$$

Thus, (2.10),(2.11),(2.12) become respectively:

$$
\begin{align*}
\frac{\partial \mathscr{L}}{\partial b}= & \frac{\partial \mathscr{L}}{\partial \hat{y}(t)} \frac{\partial \hat{y}(t)}{\partial z_{y}(t)} \frac{\partial z_{y}(t)}{\partial h(t)} \frac{\partial h(t)}{\partial b} \\
& =\frac{\partial \mathscr{L}}{\partial c} C \frac{\partial h(t)}{\partial b},  \tag{2.18}\\
\frac{\partial \mathscr{L}}{\partial B}= & \frac{\partial \mathscr{L}}{\partial \hat{y}(t)} \frac{\partial \hat{y}(t)}{\partial z_{y}(t)} \frac{\partial z_{y}(t)}{\partial h(t)} \frac{\partial h(t)}{\partial b} \\
& =\frac{\partial \mathscr{L}}{\partial c} C \frac{\partial h(t)}{\partial B}, \tag{2.19}
\end{align*}
$$

$$
\frac{\partial \mathscr{L}}{\partial A}=\frac{\partial \mathscr{L}}{\partial \hat{y}(t)} \frac{\partial \hat{y}(t)}{\partial z_{y}(t)} \frac{\partial z_{y}(t)}{\partial h(t)} \frac{\partial h(t)}{\partial b}
$$

$$
\begin{equation*}
=\frac{\partial \mathscr{L}}{\partial c} C \frac{\partial h(t)}{\partial A} . \tag{2.20}
\end{equation*}
$$

Notice that starting from (2.18),(2.19),(2.20) is it possible to find (2.10),(2.11),(2.12) replacing $t=1$ and considering $\frac{\partial h(0)}{\partial \theta}=0$ in (2.15),(2.16),(2.17), since $h(0)=H_{0}$ does not depend on any of the parameters of the network.

Finally, it is now possible to update all the parameters, summing the gradients of the loss function over time $t$ and over the input/output pairs in the training set $\mathscr{S}_{t r}$.

### 2.2.2 Back-Propagation Through Time

Back-Propagation [5] is an efficient and exact method for calculating all the derivatives of a target quantity with respect to a large set of parameters. BPTT [13] simply extends this method in order to apply to dynamical system such as RNNs.
As a matter of fact, RNNs can be seen as very deep feedforward neural network, sharing the weights through all the layers, which, in the case of RNNs, correspond to the time steps. Thus, we can unfold an RNN, in order to obtain a deep neural network with $T$ layers, as shown in Figure 2.2, compute the gradient for each time


Fig. 2.2 Graphical representation of an unfolded RNN.
step, and finally sum up all the gradients

$$
\frac{\partial \mathscr{L}}{\partial \theta}=\sum_{t=1}^{T} \frac{\partial \mathscr{L}_{t}}{\partial \theta}
$$

While RTRL computes the new gradient going on in time (starting from $t=1$ ), conversely, for BPTT we start from computing the error at the last step $t$, and then we back-propagate the error through the network for a number of steps $k$, for which we decide to unfold the networks. For what concerns the output layer, it is simply a feedforward network, thus, it is the same as (2.8),(2.9) (or equivalently (2.13),(2.14)) $\forall t$ :

$$
\begin{align*}
\frac{\partial \mathscr{L}_{t}}{\partial c^{(t)}} & =J_{\mathscr{L}_{t}}(\hat{y}(t), y(t))^{\top} \phi_{y}^{\prime}\left(C^{(t)} h(t)+c^{(t)}\right)  \tag{2.21}\\
\frac{\partial \mathscr{L}_{t}}{\partial C^{(t)}} & =\frac{\partial \mathscr{L}_{t}}{\partial c^{(t)}} \otimes h(t) \tag{2.22}
\end{align*}
$$

For the recurrent layer, we consider the unfolded network as if it had different parameters in each layer. Thus, the gradients of the loss function with respect to the
parameters of the recurrent layer $T$ are:

$$
\begin{align*}
\frac{\partial \mathscr{L}}{\partial b^{(T)}} & =\frac{\partial \mathscr{L}_{t}}{\partial b^{(T)}} \\
& =J_{\mathscr{L}_{t}}(\hat{y}(t), y(t))^{\top} \frac{\partial \hat{y}(t)}{\partial z_{y}(t)} \frac{\partial z_{y}(t)}{\partial h(t)} \frac{\partial h(t)}{\partial b^{(T)}} \\
& =\frac{\partial \mathscr{L}_{T}}{\partial c^{(T)}} C^{(T)} \phi_{h}^{\prime}\left(A^{(T)} x(T)+B^{(T)} h(T-1)+b^{(T)}\right), \\
\frac{\partial \mathscr{L}}{\partial B^{(T)}} & =J_{\mathscr{L}_{t}(\hat{y}(t), y(t))^{\top} \frac{\partial \hat{y}(t)}{\partial z_{y}(t)} \frac{\partial z_{y}(t)}{\partial h(t)} \frac{\partial h(t)}{\partial B^{(T)}}} \\
& =\frac{\partial \mathscr{L}_{T}}{\partial b^{(T)}} \otimes h(T-1)  \tag{2.23}\\
\frac{\partial \mathscr{L}}{\partial A^{(T)}} & =J_{\mathscr{L}_{t}(\hat{y}(t), y(t))^{\top}}^{\partial z_{y}(t)} \frac{\partial \hat{y}(t)}{\partial h(t)} \frac{\partial h(t)}{\partial B^{(T)}} \\
& =\frac{\partial \mathscr{L}_{T}}{\partial b^{(T)}} \otimes x(T) . \tag{2.24}
\end{align*}
$$

Proceeding backwards, we have to compute the gradients of the loss function with respect to the bias vector of a generic layer $k$ :

$$
\begin{align*}
\frac{\partial \mathscr{L}}{\partial b^{(k)}} & =\sum_{t=k}^{T} \frac{\partial \mathscr{L}_{t}}{\partial b^{(k)}} \\
& =\sum_{t=k}^{T} \frac{\partial \mathscr{L}_{t}}{\partial h(k)} \frac{\partial h(k)}{\partial b^{(k)}} \\
& =\frac{\partial \mathscr{L}}{\partial h(k)} \frac{\partial h(k)}{\partial b^{(k)}} \\
& =\frac{\partial \mathscr{L}}{\partial h(k)} \phi_{h}^{\prime}\left(A^{(k)} x(k)+B^{(k)} h(k-1)+b^{(k)}\right) \tag{2.25}
\end{align*}
$$

where

$$
\begin{aligned}
\frac{\partial \mathscr{L}}{\partial h(k)} & =\sum_{t=k}^{T} \frac{\partial \mathscr{L}_{t}}{\partial h(k)} \\
& =\sum_{t=k+1}^{T} \frac{\partial \mathscr{L}_{t}}{\partial h(k)}+\frac{\partial \mathscr{L}_{k}}{\partial h(k)} \\
& =\sum_{t=k+1}^{T} \frac{\partial \mathscr{L}_{t}}{\partial h(k+1)} \frac{\partial h(k+1)}{\partial h(k)}+\frac{\partial \mathscr{L}_{k}}{\partial h(k)} \\
& =\frac{\partial \mathscr{L}}{\partial h(k+1)} \frac{\partial h(k+1)}{\partial h(k)}+\frac{\partial \mathscr{L}_{k}}{\partial h(k)} \\
& =\frac{\partial \mathscr{L}}{\partial h(k+1)} \frac{\partial h(k+1)}{\partial z_{h}(k+1)} \frac{\partial z_{h}(k+1)}{\partial h(k)}+\frac{\partial \mathscr{L}_{k}}{\partial h(k)} \\
& =\frac{\partial \mathscr{L}}{\partial h(k+1)} \phi_{h}^{\prime}\left(A^{(k+1)} x(k+1)+B^{(k+1)} h(k)+b^{(k+1)}\right) B^{(k+1)}+\frac{\partial \mathscr{L}_{k}}{\partial c^{(k)}} C^{(k)} .
\end{aligned}
$$

Notice that this can be efficiently computed, since $\frac{\partial \mathscr{L}}{\partial h(k+1)}$ is already available from the computation in the previous layer.
Thus, thanks to the definition of (2.25) and following the scheme used in (2.23) and (2.24), we can immediately compute the gradient with respect to the hidden-to-hidden matrix $B$ and the input-to-hidden matrix $A$ for every layer $k$, i.e.

$$
\begin{aligned}
\frac{\partial \mathscr{L}}{\partial B^{(k)}} & =\frac{\partial \mathscr{L}}{\partial b^{(k)}} \otimes h(k-1) \\
\frac{\partial \mathscr{L}}{\partial A^{(k)}} & =\frac{\partial \mathscr{L}}{\partial b^{(k)}} \otimes x(k) .
\end{aligned}
$$

Finally, it is now possible to sum the gradients of the loss function over time $t$, since the parameters are the same for each layer (i.e. for each time step), and over the input/output pairs in the training set $\mathscr{S}_{t r}$, in order to obtain the update of the parameters and to run the next epoch with the updated parameters.

### 2.2.3 Optimization Algorithms

After computing the gradient with either RTRL or BPTT, then the parameters of the network can be updated employing an optimization algorithm in order to minimize the cost function.

## Stochastic Gradient Descent

The most intuitive one is the Stochastic Gradient Descent (SGD) method, which performs the update of the parameters, going in the opposite direction of the gradient $\nabla_{\theta} \mathscr{L}$ by a step-size $\mu$ (which is the learning rate), for each input/output training pair $(x(t), y(t))$ :

$$
\begin{equation*}
\theta=\theta-\mu \nabla_{\theta} \mathscr{L}(\theta ; x(t), y(t)) . \tag{2.26}
\end{equation*}
$$

One of the problem of SGD is that the objective function heavily fluctuates, due to the frequent updates SGD performs for every time step $t$. However, this fluctuation can be useful to move from one local minimum to a potentially better one. As a matter of fact, a possible variant of SGD could update the parameters for the whole training dataset, but in this way the computation can be infeasible in terms of computational time and memory used and, moreover, it can converge to a local minimum, which is far from the global one.
Thus, for training a neural network, it is usually better to perform the update for minibatches of $n$ training samples. In this way, one can reach a more stable convergence, avoiding the high fluctuations and performing efficiently the computations due to optimized matrix operations for each mini-batch.

Nevertheless, SGD does not guarantee the convergence to a minimum close to global one, so it offers some challenges.
First of all, it is difficult to choose the proper learning rate $\mu$. If too small, the convergence will be very slow. On the contrary, too large values of $\mu$ may cause fluctuations or even divergence.
Then, it is possible to adjust the learning rate during the training according to a specific schedule [19], but this schedule has to be pre-defined in advance and it should be selected according to the specific dataset considered.
Finally, as already mentioned, it is important to avoid falling in suboptimal local minima and also in saddle points, which make the gradient close to zero, making it impossible to escape [20].
In the following, we describe methods that try to address these challenges.

## Momentum

Momentum [21] is an algorithm that accelerates SGD in the relevant direction, avoiding oscillations around local minima due to a steep slope. It simply adds to the
current update vector the past one multiplied by a factor $\gamma<1$ :

$$
\left\{\begin{array}{l}
v_{i}=\gamma v_{i-1}+\mu \nabla_{\theta} \mathscr{L}(\theta)  \tag{2.27}\\
\theta=\theta-v_{i}
\end{array}\right.
$$

Thus, it increases the update term if the gradients points to the same direction, obtaining a fast convergence and reducing oscillations.

## Nesterov Accelerated Gradient

Nesterov Accelerated Gradient (NAG, [22]), instead, uses the momentum term $\gamma v_{i-1}$ to compute the gradient according to an approximation of the next position given by $\theta-\gamma v_{i-1}$ :

$$
\left\{\begin{array}{l}
v_{i}=\gamma v_{i-1}+\mu \nabla_{\theta} \mathscr{L}\left(\theta-\gamma v_{i-1}\right)  \tag{2.28}\\
\theta=\theta-v_{i}
\end{array}\right.
$$

Thus, while Momentum (2.27) computes the current gradient and then updates the parameters in the direction of the updated accumulated gradient, NAG updates the parameters in the direction of the previous accumulated gradient and then corrects them with the current accumulated gradient. Figure 2.3 [23] shows graphically this difference between Momentum (2.27) and NAG (2.28).


Fig. 2.3 The blue vectors represent the Momentum update, i.e. small blue vector is the current gradient, and big blue one is the updated accumulated gradient; the brown vectors are the previous accumulated gradient, the red ones represent the corrections, and green ones give the NAG.

## Adagrad

Now, we would like to adapt our updates, without manually tune the learning rate, but performing a smaller or larger update according to each individual parameter. Adagrad [24] aims to solve this problem. It is an algorithm for gradient-based optimization that adapts the learning rate $\mu$ to the parameters $\theta$, performing larger updates for infrequent parameters and smaller updates for frequent parameters:

$$
\begin{equation*}
\theta=\theta-\frac{\mu}{\sqrt{G+\varepsilon}} \nabla_{\theta} \mathscr{L}(\theta) \tag{2.29}
\end{equation*}
$$

where $G$ is the sum of the squares of the gradients and $\varepsilon$ is a smoothing term that avoids division by zero.
On the one hand, Adagrad avoids the scheduled tuning of the learning rate, but, on the other hand, the accumulation of the squared gradients in $G$ keeps growing, and the algorithm may become unable to acquire further information during the training.

## Adadelta

Adadelta [25] is an extension of Adagrad (2.29) that seeks to reduce its aggressive, monotonically decreasing learning rate. It follows a new updating rule, replacing $\sqrt{G+\varepsilon}$ with the root mean squared (RMS) of the gradients, and the learning rate $\mu$ with the RMS of the previous update rule:

$$
\left\{\begin{array}{l}
\Delta \theta_{i}=-\frac{\operatorname{RMS}\left[\Delta \theta_{i-1}\right]}{\operatorname{RMS}\left[\nabla_{\theta} \mathscr{L}\left(\theta_{i}\right)\right]} \nabla_{\theta} \mathscr{L}\left(\theta_{i}\right)  \tag{2.30}\\
\theta_{i+1}=\theta_{i}+\Delta \theta_{i}
\end{array}\right.
$$

where

$$
\operatorname{RMS}[z]=\sqrt{\frac{1}{N} \sum_{i=1}^{N} z_{i}^{2}} .
$$

Notice that now there is no need to set a learning rate $\mu$, since it has been replaced with the previous update rule.

## RMSprop

RMSprop [26] is an adaptive learning rate method developed in order to solve Adagrad's diminishing learning rate problem. It exploits an exponentially decaying average of squared gradients:

$$
\left\{\begin{array}{l}
E\left[\left(\nabla_{\theta} \mathscr{L}\left(\theta_{i}\right)\right)^{2}\right]=\gamma E\left[\left(\nabla_{\theta} \mathscr{L}\left(\theta_{i-1}\right)\right)^{2}\right]+(1-\gamma)\left(\nabla_{\theta} \mathscr{L}\left(\theta_{i}\right)\right)^{2}  \tag{2.31}\\
\theta_{i+1}=\theta_{i}-\frac{\mu}{\sqrt{E\left[\left(\nabla_{\theta} \mathscr{L}\left(\theta_{i}\right)\right)^{2}\right]+\varepsilon}} \nabla_{\theta} \mathscr{L}\left(\theta_{i}\right) .
\end{array}\right.
$$

## Adam

Adaptive Moment Estimation (Adam, [27]) is another method that computes adaptive learning rates for each parameter. It stores an exponentially decaying average of past squared gradients $v_{i}$, in the same way as Adadelta (2.30) and RMSprop (2.31), and, moreover, it keeps an exponentially decaying average of past gradients $m_{i}$, like Momentum (2.27):

$$
\left\{\begin{array}{l}
m_{i}=\beta_{1} m_{i-1}+\left(1-\beta_{1}\right) \nabla_{\theta} \mathscr{L}\left(\theta_{i}\right) \\
v_{i}=\beta_{2} v_{i-1}+\left(1-\beta_{2}\right)\left(\nabla_{\theta} \mathscr{L}\left(\theta_{i}\right)\right)^{2} \\
\theta_{i+1}=\theta_{i}-\frac{\mu}{\sqrt{v_{i}}+\varepsilon} m_{i}
\end{array}\right.
$$

It has been shown empirically that Adam works well in practice and compares favourably to other adaptive algorithms.

### 2.3 Vanishing Gradient Problem

Unfortunately, gradient descent and other first-order methods completely fail on large-scale problems. For example, if the estimated gradient with respect to the coefficients in early layers approaches zero before a minimum is reached, then learning for these layers actually stops. On the other hand, if the gradient becomes enormous, then the parameter is likely to be moved to a value that is very far from the optimum. These are known as the vanishing or exploding gradient problems, respectively, which are considered to be the fundamental problems in training RNNs [16, 11].

In order to study these problems, it is possible to bound the norm of the gradient of the loss function with respect to the parameters of the layer $k, \theta^{(k)}$, by using the triangle inequality

$$
\left\|\frac{\partial \mathscr{L}}{\partial \theta^{(k)}}\right\|=\left\|\sum_{t=k}^{T} \frac{\partial \mathscr{L}_{t}}{\partial \theta^{(k)}}\right\| \leq \sum_{t=k}^{T}\left\|\frac{\partial \mathscr{L}_{t}}{\partial \theta^{(k)}}\right\| .
$$

Thus, we can analyse each single term

$$
\begin{equation*}
\frac{\partial \mathscr{L}_{t}}{\partial \theta^{(k)}}=\frac{\partial \mathscr{L}_{t}}{\partial \hat{y}(t)} \frac{\partial \hat{y}(t)}{\partial h(t)}\left(\frac{\partial h(t)}{\partial h(t-1)} \cdots \frac{\partial h(t-k+1)}{\partial h(t-k)}\right) \frac{\partial h(t-k)}{\partial \theta^{(k)}} . \tag{2.32}
\end{equation*}
$$

Moreover, we can define each layer-to-layer Jacobian as

$$
J(i):=\frac{\partial h(t-i)}{\partial h(t-i-1)},
$$

in order to simplify the notation, and rewrite equation (2.32) as

$$
\begin{equation*}
\frac{\partial \mathscr{L}_{t}}{\partial \theta^{(k)}}=\frac{\partial \mathscr{L}_{t}}{\partial \hat{y}(t)} \frac{\partial \hat{y}(t)}{\partial h(t)}(J(0) \ldots J(k-1)) \frac{\partial h(t-k)}{\partial \theta^{(k)}} . \tag{2.33}
\end{equation*}
$$

Therefore, we can bound the norm of (2.33) by using the product inequality

$$
\begin{align*}
\left\|\frac{\partial \mathscr{L}_{t}}{\partial \theta^{(k)}}\right\| & \leq\left\|\frac{\partial \mathscr{L}_{t}}{\partial y(t)} \frac{\partial y(t)}{\partial h(t)}\right\|\|J(0) \cdots J(k-1)\|\left\|\frac{\partial h(t-k)}{\partial \theta^{(k)}}\right\| \\
& \leq\left\|\frac{\partial \mathscr{L}_{t}}{\partial y(t)} \frac{\partial y(t)}{\partial h(t)}\right\|\|J(0)\| \cdots\|J(k-1)\|\left\|\frac{\partial h(t-k)}{\partial \theta^{(k)}}\right\| \\
& \leq\left(\max _{m}\|J(m)\|\right)^{k}\left\|\frac{\partial \mathscr{L}_{t}}{\partial y(t)} \frac{\partial y(t)}{\partial h(t)}\right\|\left\|\frac{\partial h(t-k)}{\partial \theta^{(k)}}\right\|, \tag{2.34}
\end{align*}
$$

and by choosing the maximum among the norms of the layer-to-layer Jacobians.
Thus, we obtain a power law, which depends on the maximum of the norms of the layer-to-layer Jacobians. This means that if $\max _{m}\|J(m)\|<1$, then the gradient diminishes exponentially with depth $k$, but, on the other hand if $\max _{m}\|J(m)\|>1$ the gradient may grow exponentially. Moreover, following the same procedure used for obtaining (2.34), we can notice that $P(k)=\|J(0) \ldots J(k-1)\|$ is also a bound in the derivative of the loss with respect to the input $x$, which means that if $P(k)$ goes to zero, with increasing $k$, then the output (and the loss) is insensitive to the input, obtaining a network that does not work at all.


Fig. 2.4 Test showing the trend of $P(k)$ if the norm of each layer-to-layer Jacobian is exactly equal to 1 .

Finally, we also analysed the particular case when $\|J(m)\|=1, \forall m$. We found that if $J(0), \ldots, J(k-1)$ are random and scaled such that $\|J(m)\|=1$, then $P(k)$ is still extremely likely to approach zero quickly. As shown in Figure 2.4, we run several experiments (one for each line in the graphic), obtaining the same trend in every test we performed. Thus, we can say that, even if the norm of the Jacobians is exactly equal to one, the gradient is likely to vanish with depth, or time passing in our case with RNN.

Many attempts were made to face this problem. Long Short Term Memory networks (LSTMs, [14]) were a first approach and were designed through a gating mechanism. On the other hand, this problem was sidestepped also by the Echo-State Networks (ESNs, [15]), which learn neither the input-to-hidden nor the hidden-tohidden connections, but set them randomly and only use the training data to learn the hidden-to-output connections.

In the following subsections we explain the details of these two kinds of RNNs, while we will develop our condition for overcoming this obstacle in Chapter 4.

### 2.3.1 Long Short Term Memory Networks

LSTMs [14] were designed to face this problem through a gating mechanism. This is composed by an internal memory cell unit $\mathfrak{c}(t)$ and four gates, an input gate $i(t)$, a "candidate" gate $j(t)$, a forget gate $f(t)$ and an output gate $o(t)$, which are involved in the computation of the hidden state $h(t)$. These gates have the same structures as the hidden state of a basic RNN (2.1), while the memory cell is a sort of convex combination of the gates. Formally, an LSTM can be modelled by the following system:

$$
\left\{\begin{array}{l}
i(t)=\phi_{i}\left(A_{i} x(t)+B_{i} h(t-1)+b_{i}\right) \\
j(t)=\phi_{j}\left(A_{j} x(t)+B_{j} h(t-1)+b_{j}\right) \\
f(t)=\phi_{f}\left(A_{f} x(t)+B_{f} h(t-1)+b_{f}\right) \\
o(t)=\phi_{o}\left(A_{o} x(t)+B_{o} h(t-1)+b_{o}\right) \\
\mathfrak{c}(t)=\mathfrak{c}(t-1) \odot f(t)+i(t) \odot j(t) \\
h(t)=\tanh (\mathfrak{c}(t)) \odot o(t) \\
y(t)=\phi_{y}(\operatorname{Ch}(t)+c)
\end{array}\right.
$$

for $t=1, \ldots, T$, where $\phi_{\bullet}$ are non-linear element-wise functions and $\odot$ represents the element-wise product.


Fig. 2.5 Graphical representation of an LSTM. $A_{\bullet}, B_{\bullet}, b_{\bullet}, \phi_{\bullet}$ indicate all the input-to-hidden matrices, all the hidden-to-hidden ones, all the bias vectors, and all the non-linear elementwise functions, respectively, for the input $i(t)$, candidate $j(t)$, forget $f(t)$, and output $o(t)$ gates.

In Figure 2.5, we show how the recurrent layer of a basic RNN changes in a LSTM (the output layer that maps the hidden state $h(t)$ to the output $y(t)$ is not depicted since it is the same of an RNN, see Figure 2.1).

Thus, LSTMs address the vanishing gradient problem by reparameterizing the RNN with this gating mechanism, which makes its gradient not to vanish. However, this is not clearly evident in literature. To highlight more deeply this aspect, we can compute the gradients for BPTT in the case of an LSTM network.

## Gradients for LSTM architecture

Following the principle adopted in Section 2.2.2, i.e. unfolding the recurrent network and considering each time-layer as if it had different parameters from other layers, we compute the derivatives of the loss function $\mathscr{L}$ with respect to all the parameters of an LSTM.

Starting from the output layer, the gradients with respect to $c$ and $C$ are the same as (2.21) and (2.22), respectively, $\forall t$ :

$$
\begin{aligned}
\frac{\partial \mathscr{L}_{t}}{\partial c^{(t)}} & =J_{\mathscr{L}_{t}}(\hat{y}(t), y(t))^{\top} \phi_{y}^{\prime}\left(C^{(t)} h(t)+c^{(t)}\right) \\
\frac{\partial \mathscr{L}_{t}}{\partial C^{(t)}} & =\frac{\partial \mathscr{L}_{t}}{\partial c^{(t)}} \otimes h(t)
\end{aligned}
$$

Back-propagating the error, we obtain, for the last layer of the unfolded network $T$,

$$
\begin{aligned}
\frac{\partial \mathscr{L}_{T}}{\partial h(T)} & =\frac{\partial \mathscr{L}_{T}}{\partial c^{(T)}} C \\
\frac{\partial \mathscr{L}_{T}}{\partial o(T)} & =\frac{\partial \mathscr{L}_{T}}{\partial c^{(T)}} C \tanh (\mathfrak{c}(T)) \\
\frac{\partial \mathscr{L}_{T}}{\partial \mathfrak{c}(T)} & =\frac{\partial \mathscr{L}_{T}}{\partial c^{(T)}} C\left(1-\tanh ^{2}(\mathfrak{c}(T))\right) \odot o(T) \\
\frac{\partial \mathscr{L}_{T}}{\partial f(T)} & =\frac{\partial \mathscr{L}_{T}}{\partial \mathfrak{c}(T)} \odot \mathfrak{c}(T-1) \\
\frac{\partial \mathscr{L}_{T}}{\partial j(T)} & =\frac{\partial \mathscr{L}_{T}}{\partial \mathfrak{c}(T)} \odot i(T) \\
\frac{\partial \mathscr{L}_{T}}{\partial i(T)} & =\frac{\partial \mathscr{L}_{T}}{\partial \mathfrak{c}(T)} \odot j(T)
\end{aligned}
$$

From these equations, it is easy to find the gradients with respect to the parameters of each gate $\bullet=o, f, j, i$ :

$$
\begin{aligned}
\frac{\partial \mathscr{L}_{T}}{\partial b_{\bullet}^{(T)}} & =\frac{\partial \mathscr{L}_{T}}{\partial \bullet(T)} \phi_{\bullet}^{\prime}\left(A_{\bullet}^{(T)} x(T)+B_{\bullet}^{(T)} h(T-1)+b_{\bullet}^{(T)}\right) \\
\frac{\partial \mathscr{L}_{T}}{\partial B_{\bullet}^{(T)}} & =\frac{\partial \mathscr{L}_{T}}{\partial b_{\bullet}^{(T)}} \otimes h(T-1) \\
\frac{\partial \mathscr{L}_{T}}{\partial A_{\bullet}^{(T)}} & =\frac{\partial \mathscr{L}_{T}}{\partial b_{\bullet}^{(T)}} \otimes x(T)
\end{aligned}
$$

Then, proceeding backwards, it becomes more complicated to compute the gradients of the loss function with respect to the bias vector of a generic layer $k$. We can exploit the derivative of the loss with respect to the hidden state and memory cell at previous time-step, respectively, as:

$$
\begin{align*}
\frac{\partial \mathscr{L}}{\partial h(k-1)} & =\frac{\partial \mathscr{L}}{\partial b_{o}^{(k)}} B_{o}^{(k)}+\frac{\partial \mathscr{L}}{\partial b_{f}^{(k)}} B_{f}^{(k)}+\frac{\partial \mathscr{L}}{\partial b_{j}^{(k)}} B_{j}^{(k)}+\frac{\partial \mathscr{L}}{\partial b_{i}^{(k)}} B_{i}^{(k)}  \tag{2.35}\\
\frac{\partial \mathscr{L}}{\partial \mathfrak{c}(k-1)} & =\frac{\partial \mathscr{L}}{\partial \mathfrak{c}(k)} \odot f(k) . \tag{2.36}
\end{align*}
$$

Thus, for a generic layer $k$, we obtain

$$
\begin{gather*}
\frac{\partial \mathscr{L}}{\partial h(k)}=\sum_{t=k}^{T} \frac{\partial \mathscr{L}_{t}}{\partial h(k)}=\sum_{t=k+1}^{T} \frac{\partial \mathscr{L}_{t}}{\partial h(k)}+\frac{\partial \mathscr{L}_{k}}{\partial h(k)}  \tag{2.37}\\
\frac{\partial \mathscr{L}}{\partial \mathfrak{c}(k)}=\sum_{t=k}^{T} \frac{\partial \mathscr{L}_{t}}{\partial \mathfrak{c}(k)}=\sum_{t=k+1}^{T} \frac{\partial \mathscr{L}_{t}}{\partial \mathfrak{c}(k)}+\frac{\partial \mathscr{L}_{k}}{\partial \mathfrak{c}(k)} \tag{2.38}
\end{gather*}
$$

where $\sum_{t=k+1}^{T} \frac{\partial \mathscr{L}_{t}}{\partial h(k)}$ and $\sum_{t=k+1}^{T} \frac{\partial \mathscr{L}_{t}}{\partial \mathfrak{c}(k)}$ have been computed in the previous layer as (2.35) and (2.36), respectively.

Now, using (2.37) and (2.38), we find the gradients

$$
\begin{aligned}
\frac{\partial \mathscr{L}}{\partial b_{\bullet}^{(k)}} & =\frac{\partial \mathscr{L}}{\partial \bullet(k)} \phi_{\bullet}^{\prime}\left(A_{\bullet}^{(k)} x(k)+B_{\bullet}^{(k)} h(k-1)+b_{\bullet}^{(k)}\right) \\
\frac{\partial \mathscr{L}}{\partial B_{\bullet}^{(k)}} & =\frac{\partial \mathscr{L}}{\partial b_{\bullet}^{(k)}} \otimes h(k-1) \\
\frac{\partial \mathscr{L}}{\partial A_{\bullet}^{(k)}} & =\frac{\partial \mathscr{L}}{\partial b_{\bullet}^{(k)}} \otimes x(k),
\end{aligned}
$$

where $\bullet=o, f, j, i$ and, respectively, we have:

$$
\begin{aligned}
\frac{\partial \mathscr{L}}{\partial o(k)} & =\frac{\partial \mathscr{L}}{\partial h(k)} \tanh (\mathfrak{c}(k)) \\
\frac{\partial \mathscr{L}}{\partial f(k)} & =\frac{\partial \mathscr{L}}{\partial \mathfrak{c}(k)} \odot \mathfrak{c}(k-1) \\
\frac{\partial \mathscr{L}}{\partial j(k)} & =\frac{\partial \mathscr{L}}{\partial \mathfrak{c}(k)} \odot i(k) \\
\frac{\partial \mathscr{L}}{\partial i(k)} & =\frac{\partial \mathscr{L}}{\partial \mathfrak{c}(k)} \odot j(k)
\end{aligned}
$$

As shown from the computation of the gradients, in the case of an LSTM we do not have a simple multiplication of many terms such as

$$
\frac{\partial h(t)}{\partial h(t-k)}=\frac{\partial h(t)}{\partial h(t-1)} \frac{\partial h(t-1)}{\partial h(t-2)} \cdots \frac{\partial h(t-k+1)}{\partial h(t-k)}
$$

like in an RNN, linking different layers, which makes the gradient vanishing.
Finally, a criticism of the LSTM architecture is its increasing number of components whose purpose is not evident. Moreover it is also not clear whether the LSTM is an optimal architecture [28].

### 2.3.2 Gated Recurrent Unit

One variant of LSTM is the Gated Recurrent Unit (GRU, [8]). It combines the forget and input gates into a single update gate $z$, uses a reset gate $r$ and removes the memory cell, merging it with the hidden state. Formally, a GRU can be modelled as follows

$$
\left\{\begin{array}{l}
r(t)=\phi_{r}\left(A_{r} x(t)+B_{r} h(t-1)+b_{r}\right) \\
z(t)=\phi_{z}\left(A_{z} x(t)+B_{z} h(t-1)+b_{z}\right) \\
\tilde{h}(t)=\phi_{h}\left(A_{h} x(t)+B_{h}(r(t) \odot h(t-1))+b_{h}\right) \\
h(t)=z(t) \odot h(t-1)+(1-z(t)) \odot \tilde{h}(t) \\
y(t)=\phi_{y}(\operatorname{Ch}(t)+c)
\end{array}\right.
$$

where $\tilde{h}$ is a candidate hidden state vector.

According to empirical evaluations [28, 29], both LSTM and GRU architectures yield comparable results in many tasks. Even if GRU may have a faster training, since it has fewer parameters than an LSTM, the greater expressive power of LSTMs may lead to better performances.

A completely different solution to training RNNs was proposed by Jaeger [15], who introduced the Echo State Networks.

### 2.3.3 Echo State Networks

The main idea of ESNs is to drive a random, large, fixed recurrent neural network with the input signal, thereby inducing in each neuron within this "reservoir" network a non-linear response signal, and combine a desired output signal by a trainable linear combination of all of these response signals.

The ESN structure considered in this thesis is shown in Figure 2.6 [18] and we choose the non-linear functions to be $\phi_{h}=\tanh$ and $\phi_{y}$ as the identity operator.


Fig. 2.6 Graphical representation of an echo state network.

Therefore, we can rewrite (2.1) as follows:

$$
\left\{\begin{array}{l}
h(t)=\tanh (A x(t)+B h(t-1)+b)  \tag{2.39}\\
y(t)=\operatorname{Ch}(t)+c
\end{array}\right.
$$

The task of training an RNN, starting form known input/output periodic time sequences $x(t), y(t)$, is solved with the ESN approach by the following steps:

1. Create a dynamical reservoir with initial random weights.
2. Drive the dynamical reservoir with the training data to obtain the hidden units $h(t)$.
3. Compute output weights as the linear regression weights of the outputs $y(t)$ on the reservoir states $h(t)$.

In order to properly train an RNN with the ESN method, the echo state property $[30,31]$ should hold for the considered network.

Definition 2.1 (Echo state property). Assume an infinite stimulus sequence $x=$ $[x(1), x(2), \ldots]$ and two random initial internal states of the system $h_{0}$ and $h_{0}^{\prime}$. To both initial states $h_{0}$ and $h_{0}^{\prime}$, the sequences $h=\left[h_{0}, h(1), \ldots\right]$ and $h^{\prime}=\left[h_{0}^{\prime}, h^{\prime}(1), \ldots\right]$ can be assigned;

$$
\left\{\begin{array}{l}
h(t+1)=F(h(t), x(t)) \\
h^{\prime}(t+1)=F\left(h^{\prime}(t), x(t)\right)
\end{array} .\right.
$$

Then the system is called universally state contracting if independently from the set $x(t)$ and for any $\left(h_{0}, h_{0}^{\prime}\right)$ and all real values $\varepsilon>0$, given a distance metric $d$, there exists an iteration $\tau$ for which

$$
\begin{equation*}
d\left(h(t) ; h^{\prime}(t)\right) \leq \varepsilon, \quad \forall t \geq \tau . \tag{2.40}
\end{equation*}
$$

Intuitively, this property says that the effects of initial network state vanish over time: any random initial state of a reservoir is "forgotten", such that after a washout period the current network state is a function of the driver input [18]. On the other hand, the echo state property is connected to algebraic properties of the weight matrix $B$. Unfortunately, there is no known necessary and sufficient algebraic condition which allows one to decide, given $(A, B)$, whether the network satisfies the echo state property [17]. There is only a sufficient condition for the non-existence of echo states, which is given by the following proposition [32].

Proposition 2.1. Assume an untrained network $(A, B)$ with state update according to (2.39). Let B have a spectral radius $\left|\lambda_{\max }\right|>1$, where $\left|\lambda_{\max }\right|$ is the largest absolute value of an eigenvalue of $B$. Then, the network has no echo states with respect to any input/output interval containing the zero input/output $(0,0)$.

Moreover, there is also a conjecture on the existence of an echo state, which still remains to be shown [17].

Conjecture 2.1. Let $\delta, \varepsilon$ be two small positive numbers. Then there exists a network such that, when the reservoir is randomly constructed by generating a random weight matrix $B_{0}$ by sampling the weights from a uniform distribution over $[-1,1]$, normalizing $B_{0}$ to a matrix $B_{1}$ with unit spectral radius, and scaling $B_{1}$ to $B_{2}=$ $(1-\delta) B_{1}$, whereby $B_{2}$ obtains a spectral radius of $(1-\delta)$, then the network $\left(A, B_{2}\right)$ is an echo state network with probability $1-\varepsilon$.

The main problem with ESNs is that they do not offer theoretical guarantees and are based only on a sufficient condition for the non-existence of echo states and a conjecture that remains to be shown [17, 18]. In general, whereas a mathematical characterization of neural networks would greatly help to understand their behaviour and design better training algorithms, this has always been an elusive goal, all the more so for recurrent networks because of the presence of cycles.

Thus, in Chapter 3, we contribute to the understanding of the dynamics of recurrent neural networks. Specifically, we establish conditions for the existence of stable limit cycles, whose existence is equivalent to the echo state property. We provide sufficient conditions for the convergence to a trajectory that is uniquely determined by the driving input signal, independently of the initial states. Under these conditions, the hidden-to-hidden matrix may have norm larger than one. This result can help extending the memory of recurrent neural networks, since earlier work has shown that large matrix norms in the hidden layer imply longer memory duration. This would also increase the design options for recurrent neural networks.

### 2.4 Applications of Recurrent Neural Networks

In the last decade, machine learning has seen the rise of RNNs methods. As a matter of fact, they are of particular interest since they can deal with a large variety of applications, in many different fields. Here we present the main topics, but there are many other areas where it is possible to apply the RNNs structure.

## Natural Language Processing (NLP)

- Language Modelling

1. RNN based language model with application to speech recognition [6];
2. Neural language model that relies only on character-level inputs and is able to encode both semantic and orthographic information [33];
3. Tree Long Short-Term Memory, a neural network model based on LSTM, which is designed to predict a tree rather than a linear sequence [34].

- Speech Recognition

1. Deep LSTMs on phoneme recognition [7];
2. Attention-mechanism with features needed for speech recognition [35];
3. Accurate model, with fast decoding, for large vocabulary speech recognition [36].

- Machine Translation

1. The RNN Encoder-Decoder consists of two RNNs, one encodes a sequence of symbols into a fixed length vector representation, and the other decodes the representation into another sequence of symbols [8];
2. A multi-layered LSTM maps the input sequence to a vector of a fixed dimensionality, and then another deep LSTM decodes the target sequence from the vector on an English to French translation task [37];
3. Neural machine translation automatically soft-searches for parts of a source sentence that are relevant to predicting a target word, without having to form these parts as a hard segment explicitly [38].

- Conversation Modeling

1. Neural Responding Machine formalizes the generation of response as a decoding process based on the latent representation of the input text, while both encoding and decoding are realized with RNNs [39];
2. Straightforward model, which uses the sequence to sequence framework, predicting the next sentence given the previous sentence or sentences in a conversation [40];
3. Dialogue-based language learning, where supervision is given naturally and implicitly in the response of the dialogue partner during the conversation [41].

- Question Answering

1. Understanding whether a system is able to answer questions via chaining facts, simple induction, deduction [42];
2. Attention based deep neural networks that learn to read real documents and answer complex questions with minimal prior knowledge of language structure [43];
3. Dynamic Memory Network processes input sequences and questions, forms episodic memories, and generates relevant answers [44].

## Computer Vision (CV)

- Object Recognition

1. Convolutional RNN allows to assign a class label to each pixel in an image [9];
2. Convolutional RNN for object recognition by incorporating recurrent connections into each convolutional layer [45];
3. RNN architectures for object-class segmentation, labelling each pixel of an image with the class of the object it belongs to [46].

- Image Generation

1. Deep Recurrent Attentive Writer combines a novel spatial attention mechanism that mimics the fovea of the human eye, with a sequential variational auto-encoding framework that allows for the iterative construction of complex images [47];
2. LSTM are particularly suited for image modelling due to their spatial structure, scaling to images of arbitrary size [48];
3. RNN predicts the pixels in an image along the two spatial dimensions [49].

- Video Analysis

1. Multilayer LSTM to learn representations of video sequences [50];
2. Spatio-temporal video autoencoder, based on a classic spatial image autoencoder and a temporal autoencoder composed of convolutional LSTM cells [51].

## Multimodal (CV + NLP)

- Image Captioning

1. Image captions are generated according to a multimodal RNN modelling the probability distribution of generating a word given previous words and an image [52];
2. A generative model that combines recent advances in computer vision and machine translation can be used to generate natural sentences describing an image [53];
3. Multimodal Recurrent Neural Network architecture that uses Convolutional Neural Networks over image regions, bidirectional RNNs over sentences to generate novel descriptions of image regions [10].

- Visual Question Answering

1. Given an image and a natural language question about the image, the task is to provide an accurate natural language answer [54];
2. Neural-Image-QA is a multi-modal problem where the language output (answer) is conditioned on visual and natural language input (image and question) [55];
3. Combining neural networks and visual semantic embeddings, without object detection and image segmentation, it is possible to predict answers to simple questions about images [56].

- Turing Machines

1. Neural Turing Machines can infer simple algorithms such as copying, sorting, and associative recall from input and output examples [57];
2. Reinforcement Learning algorithm can train a neural network that interacts with discrete interfaces (such as memory Tape, input Tape, and output Tape) to solve simple algorithmic tasks [58].

## Robotics

1. A neural sequence-to-sequence model for direction following is a task essential to realizing effective autonomous agents [59];
2. Learning policies with internal memory for high-dimensional, continuous systems, such as robotic manipulators [60].

## Chapter 3

## Stable Limit Cycles in Recurrent Neural Networks


#### Abstract

Brief - In this chapter, our goal is to contribute to the understanding of the dynamics of recurrent neural networks. Specifically, we establish conditions for the existence of stable limit cycles, whose existence is equivalent to the echo state property. We provide sufficient conditions for the convergence to a trajectory that is uniquely determined by the driving input signal, independently of the initial states. Under these conditions, the hidden-to-hidden matrix may have norm larger than one. This result paves the way for applying training algorithms for echo state networks to a larger number of classes of recurrent neural networks. Moreover, our contribution may help extending the memory of recurrent neural networks, since earlier work has shown that large matrix norms in the hidden layer imply longer memory duration. This would also increase the design options for recurrent neural networks.


In this chapter, we address the mathematical background of echo state networks [61]. In particular, we provide conditions on the random choice of the weight matrices representing the network in order to improve the echo state-based approach. Exploiting the periodicity of the driving input signal, which is propagated to the hidden state, and the Banach fixed-point theorem [62] to guarantee the uniqueness of the solution, we establish the convergence of the hidden state to a trajectory, i.e. a stable limit cycle, which is uniquely determined and independent of the initial state. This means that the periodicity of the input is propagated in the hidden state [63]. Our results allow to relax the conditions on the hidden-to-hidden weight matrix, which were previously thought to require norm lower than one [15]. This relaxation widens, therefore, the cases of RNNs that may be trained as echo state networks. Moreover, our new constraints on the hidden-to-hidden matrix and on the input bias may yield RNNs that display longer memory, since earlier work has shown that large
matrix norms in the hidden layer imply longer memory duration [64]. Finally, we also give a geometrical interpretation of our properties and provide examples both in one-dimensional and multidimensional cases.

### 3.1 Requirements for the Existence of Stable Limit Cycles

In this section, we provide the fundamentals for guaranteeing the existence of a stable limit cycle in the hidden state of a RNN. A limit cycle is a closed trajectory in phase space having the property that at least one other trajectory spirals into it as time approaches infinity.
This concept is closely related to echo states. Let us assume that the hidden state $h(t)$ converges to a stable limit cycle starting from an initial state $h_{0}$. Then, starting from another initial state $h_{0}^{\prime}$, the hidden state $h^{\prime}(t)$ converges approximatively to the same limit cycle, i.e. for every $\varepsilon \in \mathbb{R}^{+}$, there exists an iteration $\tau$ such that, for a distance metric $d$,

$$
d\left(h(t) ; h^{\prime}(t)\right) \leq \varepsilon \quad \forall t \geq \tau
$$

which is the echo state property (2.40).

### 3.1.1 General Properties

Let us consider (2.1), rewritten in the following way:

$$
\begin{equation*}
h(t+1)=\tanh (B h(t)+P(t+1)) \tag{3.1}
\end{equation*}
$$

where $P(t+1)=A x(t+1)+b$.
First of all, we have this trivial result on the periodicity of $P(t)$.
Proposition 3.1 (Periodicity of $\mathrm{A}(\mathrm{t})$ ). If the input sequence $x(t)$ is periodic of period $T_{p}$, then $P(t)$ is also periodic of period $T_{p}$.

Proof.

$$
P\left(t+T_{p}\right)=A x\left(t+T_{p}\right)+b=A x(t)+b=P(t) .
$$

Thus, without loss of generality, we can consider $P(t)$ instead of $x(t)$ as input signal.

Then, we have to prove that there exists a limit cycle.
Proposition 3.2 (Existence of a Cycle of Period $T_{p}$ ). If $P(t)$ is periodic of period $T_{p}$ and $\|B\|_{2}<1$, then $h(t)$ has a limit cycle of period $T_{p}$.

Proof.

$$
\begin{aligned}
& \lim _{t \rightarrow+\infty}\|h(t+T+1)-h(t+1)\|_{2} \\
\leq & \lim _{t \rightarrow+\infty}\|B\|_{2}\left\|h\left(t+T_{p}\right)-h(t)\right\|_{2} \quad \text { if } T=T_{p} \\
\leq & \lim _{t \rightarrow+\infty}\|B\|_{2}^{2}\left\|h\left(t+T_{p}-1\right)-h(t-1)\right\|_{2} \\
\leq & \lim _{t \rightarrow+\infty}\|B\|_{2}^{t}\left\|h\left(T_{p}+1\right)-h(1)\right\|_{2}=0 \quad \text { since }\|B\|_{2}<1 .
\end{aligned}
$$

Moreover, we need the limit cycle to be stable (or attractive), i.e. all the neighbouring trajectories approach the limit cycle as time approaches infinity. Therefore, we want to prove the existence and uniqueness of a fixed-point.

Proposition 3.3 (Existence of a Stable Limit Cycle). If $\|B\|_{2}<1$ and $P(t)$ is periodic of period $T_{p}$, then $h(t)$ has a stable limit cycle.

Proof. Since $P(t)$ is periodic of period $T_{p}$, then we can consider $T_{p}$ different equations in the form

$$
h(t+1)=F(h(t))=\tanh \left(B h(t)+k_{i}\right),
$$

where $k_{i}=P(t+i)$, with $i=1, \ldots, T_{p}$, are constant $N$-length vectors.
We prove that the map $F: h(t) \mapsto h(t+1)$ is a contraction, then by Banach's fixedpoint theorem [62] we can say that $F$ admits a unique fixed-point.
Let us choose two distinct hidden sequences $h(t)$ and $h^{\prime}(t)$ and fix a constant $k$, then

$$
\begin{aligned}
\left\|F(h(t))-F\left(h^{\prime}(t)\right)\right\|_{2} & \leq\left\|B h(t)+k-B h^{\prime}(t)-k\right\|_{2} \\
& \leq\|B\|_{2}\left\|h(t)-h^{\prime}(t)\right\|_{2} .
\end{aligned}
$$

Since $\|B\|_{2}<1$, then $F$ is a contraction map and admits a unique attractive fixedpoint.
Then, since $P(t)$ is periodic of period $T_{p}$, and thus we can consider $T_{p}$ equations, we have $T_{p}$ attractive fixed-points, which are periodically repeated. This means that $h(t)$ has a stable limit cycle of period $T_{p}$.

It is possible to give a geometrical interpretation of the existence of a limit cycle. We provide it for $N=1$, in order to give a graphical representation in a 2 -dimensional space.

### 3.1.2 Geometric Interpretation

In a unidimensional case, if $|B|<1$, the fixed-point can be found with an iterative algorithm solving the system

$$
\left\{\begin{array}{l}
z(t)=\tanh (B h(t)+k)  \tag{3.2}\\
z(t)=h(t)
\end{array}\right.
$$

as shown in Figure 3.1, where the red line corresponds to the updating of the iterative solution.


Fig. 3.1 Iterative algorithm to find the unique fixed-point of $h=\tanh (0.19 h-0.68)$.

Using $P(t)$ instead of $k$, this means that we need to solve $T_{p}$ systems like the one in (3.2), one for every different value of $P(t)$. For example, in Figure 3.2 we consider $P(t)=\sin \left(\frac{2}{3} \pi t\right)-0.68$, thus $T_{p}=3$, which means that we have three fixed-points,
one for each different value of $P(t)$, producing a limit cycle of period $T_{p}=3$.


Fig. 3.2 Iterative algorithm to find the limit cycle of period $T_{p}=3$ of $h=\tanh (0.19 h+$ $\sin (2 / 3 \pi t)-0.68)$.

Finally, the requirement $|B|<1$ can be interpreted as the slope of the hyperbolic tangent not to be greater than the one of $z=h$ : as a matter of fact, Figure 3.3 shows that, if $B=3.78>1$, then there may exist three fixed-points.


Fig. 3.3 $h=\tanh (3.78 h-0.68)$ : since $|B|>1$, then there may exist multiple fixed-points.

We now turn to the following question: Is it possible to give a condition on $b$ that ensures the existence of a unique attractive fixed-point, even if $|B|>1$ ?
Our contribution is to find a new alternative requirement on bias $b$, in order to relax the condition on the weights $B$ and to allow more classes of RNNs to be trained with the echo state approach.

### 3.1.3 Alternative Condition on the Bias Vector

We propose a novel condition, providing bounds on $b$, which guarantee the existence of a stable limit cycle, even though $|B|>1$.

Proposition 3.4 (Alternative Condition for the Existence of a Stable Limit Cycle). Let us assume $|B|>1, x(t)$ periodic of period $T_{p}$, and

$$
\left\{\begin{array}{l}
b<\min \{A x\}+\hat{k}  \tag{3.3}\\
b>\max \{A x\}-\hat{k}
\end{array}\right.
$$

with $\hat{k}=\operatorname{atanh}\left(\sqrt{1-\frac{1}{B}}\right)-W \sqrt{1-\frac{1}{B}}$. Then, the hidden state in (3.1) has a stable limit cycle.

Proof. These bounds on $b$ can be obtained following this procedure:

1. Find limit $h_{1}, h_{2}$ where $z=h$ is tangent to

$$
h=\tanh (B h+k) .
$$

2. Find bounds on $c$ such that

- $h_{1}>\tanh \left(B h_{1}+k\right)$,
- $h_{2}<\tanh \left(B h_{2}+k\right)$.

3. Find $b$, recalling that $k=P(t)=A x(t)+b$.

Below we detail these steps.

1. Find limit $h_{1}, h_{2}$ such that $z=h$ is tangent to
$z=\tanh (B h+k)$.

$$
\begin{align*}
& \frac{d}{d x}[\tanh (B h+k)]=\left[1-\tanh ^{2}(B h+k)\right] B=1 \\
& \tanh ^{2}(B h+k)=1-\frac{1}{B} \quad \text { if } B \neq 0 \\
& \tanh (B h+k)=\sqrt{1-\frac{1}{B}} \quad \text { if } B<0 \vee B \geq 1 \\
& \left\{\begin{array}{l}
h_{1}=\frac{1}{B}\left[\operatorname{atanh}\left(\sqrt{1-\frac{1}{B}}\right)-k\right] \\
h_{2}=\frac{1}{B}\left[\operatorname{atanh}\left(-\sqrt{1-\frac{1}{B}}\right)-k\right]
\end{array} \quad \text { if } B \geq 1 .\right. \tag{3.4}
\end{align*}
$$

For example, in Figure 3.4 we can see the two limit $x_{1}$ and $x_{2}$, for which there are two fixed-points.


Fig. 3.4 Limit $h$, for which the lines are tangent to the hyperbolic tangent with $B=3.78$ and thus, there are two fixed-points.

Thus, referring to Figure 3.4, we allow all the values of $h$ that are on the right of the orange line (i.e. $h_{1}$ ) or on the left of the green one (i.e. $h_{2}$ ).
2. Since we require the existence of a unique fixed-point, we find the bounds for $k$ replacing (3.4) in

$$
\begin{align*}
& h_{1}>\tanh \left(B h_{1}+k\right) \\
& h_{1}-\tanh \left(B h_{1}+k\right)>0 \\
& \frac{1}{B}\left[\operatorname{atanh}\left(\sqrt{1-\frac{1}{B}}\right)-k\right]-\tanh \left(B \frac{1}{B}\left[\operatorname{atanh}\left(\sqrt{1-\frac{1}{B}}\right)-k\right]+k\right)>0 \\
& \frac{1}{B}\left[\operatorname{atanh}\left(\sqrt{1-\frac{1}{B}}\right)-k\right]-\tanh \left(\operatorname{atanh}\left(\sqrt{1-\frac{1}{B}}\right)-k+k\right)>0 \\
& \frac{1}{B}\left[\operatorname{atanh}\left(\sqrt{1-\frac{1}{B}}\right)-k\right]-\tanh \left(\operatorname{atanh}\left(\sqrt{1-\frac{1}{B}}\right)\right)>0 \\
& \frac{1}{B} \operatorname{atanh}\left(\sqrt{1-\frac{1}{B}}\right)-\frac{k}{B}-\sqrt{1-\frac{1}{B}}>0 \\
& k<\operatorname{atanh}\left(\sqrt{1-\frac{1}{B}}\right)-B \sqrt{1-\frac{1}{B}}=\hat{k}, \tag{3.5}
\end{align*}
$$

and, analogously, starting from $h_{2}<\tanh \left(B h_{2}+k\right)$, we obtain

$$
\begin{equation*}
k>-\operatorname{atanh}\left(\sqrt{1-\frac{1}{B}}\right)+B \sqrt{1-\frac{1}{B}}=-\hat{k} . \tag{3.6}
\end{equation*}
$$

3. Finally, recalling that $k=P(t)=A x(t)+b$, we can find the condition on $b$ :

$$
\left\{\begin{array}{l}
b<\min \{A x\}+\hat{k}  \tag{3.7}\\
b>\max \{A x\}-\hat{k}
\end{array} .\right.
$$

Figure 3.5 shows that, even when choosing $B=3.78>1$, if we set $b=-2.97$ according to the bounds in condition (3.7), then there exists a unique fixed-point, which can be found by an iterative algorithm.

This result is obtained in a unidimensional case, but in the same way it is possible to extend Proposition 3.4 to a multidimensional case, providing a condition on $b_{i}$, which guarantees the existence of a stable limit cycle even if $\|B\|_{2}>1$.

Proposition 3.5 (Alternative Condition for the Existence of a Stable Limit Cycle). Let us assume $\|B\|_{2}>1, x(t)$ periodic of period $T_{p}$, and each component $i$ of the


Fig. 3.5 Iterative algorithm to solve $h=\tanh (3.78 h-2.97)$; there is only one fixed-point, even if $B>1$.
bias vector $b$ satisfying the bounds

$$
\left\{\begin{array}{l}
b_{i}<\min \{A x\}+\hat{k}_{i}  \tag{3.8}\\
b_{i}>\max \{A x\}-\hat{k}_{i}
\end{array}\right.
$$

where $\hat{k}_{i}=\operatorname{atanh}\left(\sqrt{1-\frac{1}{\sqrt{s_{i}}}}\right)-\sqrt{s_{i}} \sqrt{1-\frac{1}{\sqrt{s_{i}}}}$ with $s_{i}=\sum_{j=1}^{N} B_{i j}^{2}$. Then, the hidden state in (3.1) has a stable limit cycle.

Proof. Let us assume $N=2$. Without loss of generality, we can consider each equation of

$$
h(t+1)=F(h(t))=\tanh (B h(t)+k)
$$

separately, i.e.

$$
\left\{\begin{array}{l}
f_{1}\left(h_{1}, h_{2}\right)=\tanh \left(B_{11} h_{1}+B_{12} h_{2}+k_{1}\right) \\
f_{2}\left(h_{1}, h_{2}\right)=\tanh \left(B_{21} h_{1}+B_{22} h_{2}+k_{2}\right)
\end{array} .\right.
$$

Let us consider the first equation. Then, the bounds can be computed following a procedure, which is analogous to the one in proof of Proposition 3.4.

1. We look for the tangent plane to the surface
$z=f_{1}(x, y)$ in $\left(x_{0}, y_{0}\right):$

$$
\begin{align*}
z= & f_{1}\left(x_{0}, y_{0}\right)+\left.\frac{\partial f_{1}}{\partial x}\right|_{x=x_{0}}\left(x-x_{0}\right)+\left.\frac{\partial f_{1}}{\partial y}\right|_{y=y_{0}}\left(y-y_{0}\right)  \tag{3.9}\\
= & \tanh \left(B_{11} x_{0}+B_{12} y_{0}+c_{1}\right) \\
& +\left[1-\tanh ^{2}\left(B_{11} x_{0}+B_{12} y_{0}+k_{1}\right)\right] B_{11}\left(x-x_{0}\right) \\
& +\left[1-\tanh ^{2}\left(B_{11} x_{0}+B_{12} y_{0}+k_{1}\right)\right] B_{12}\left(y-y_{0}\right) .
\end{align*}
$$

2. We want a plane such that its normal vector forms an angle of $\pi / 4$ with its projection on the plane $x y$. Say the normal vector and its projection on the plane $x y$, respectively,

$$
n=\left[\begin{array}{c}
f_{x} \\
f_{y} \\
1
\end{array}\right] \quad \text { and } \quad n_{x y}=\left[\begin{array}{c}
f_{x} \\
f_{y} \\
0
\end{array}\right]
$$

where $f_{x}=\frac{\partial f_{1}}{\partial x}$ and $f_{y}=\frac{\partial f_{1}}{\partial y}$ are the partial derivatives of $f_{1}$.
Thus,

$$
\begin{align*}
& \frac{n^{\top} n_{x y}}{\|n\|\left\|n_{x y}\right\|}=\cos (\pi / 4)=\sqrt{2} / 2 \\
& \left(f_{x}^{2}+f_{y}^{2}\right)^{2}=\frac{1}{2}\left(f_{x}^{2}+f_{y}^{2}+1\right)\left(f_{x}^{2}+f_{y}^{2}\right) \\
& f_{x}^{2}+f_{y}^{2}=1 \\
& {\left[1-\tanh ^{2}\left(B_{11} x+B_{12} y+k_{1}\right)\right]^{2}\left(B_{11}^{2}+B_{12}^{2}\right)=1} \\
& \tanh ^{2}\left(B_{11} x+B_{12} y+k_{1}\right)=1 \mp \frac{1}{\sqrt{s}}, \quad \quad \text { where } s=B_{11}^{2}+B_{12}^{2} \\
& B_{11} x+B_{12} y=\operatorname{atanh}( \pm \sqrt{1-1 / \sqrt{s}})-k_{1} . \tag{3.10}
\end{align*}
$$

3. Evaluating (3.10) in $\left(x_{0}, y_{0}\right)$ and substituting it in (3.9), we obtain:

$$
\begin{align*}
& z=\tanh \left(\operatorname{atanh}\left( \pm \sqrt{1-\frac{1}{\sqrt{s}}}\right)-k_{1}+k_{1}\right) \\
& +\left[1-\tanh ^{2}\left(\operatorname{atanh}\left( \pm \sqrt{1-\frac{1}{\sqrt{s}}}\right)\right)\right] B_{11}\left(x-x_{0}\right) \\
& +\left[1-\tanh ^{2}\left(\operatorname{atanh}\left( \pm \sqrt{1-\frac{1}{\sqrt{s}}}\right)\right)\right] B_{12}\left(y-y_{0}\right) \\
& = \pm \sqrt{1-\frac{1}{\sqrt{s}}}+\frac{1}{\sqrt{s}}\left[B_{11} x+B_{12} y-\operatorname{atanh}\left( \pm \sqrt{1-\frac{1}{\sqrt{s}}}\right)+k_{1}\right] . \tag{3.11}
\end{align*}
$$

4. Moreover our desired plane should pass through the origin $(0,0)$, thus:

$$
\begin{equation*}
z=\frac{1}{\sqrt{s}}\left(B_{11} x+B_{12} y\right) \tag{3.12}
\end{equation*}
$$

5. Solving the system of equations (3.11) and (3.12)

$$
\begin{gathered}
\left(B_{11} x+B_{12} y\right)= \pm \sqrt{s} \sqrt{1-\frac{1}{\sqrt{s}}}+\left[B_{11} x+B_{12} y-\operatorname{atanh}\left( \pm \sqrt{1-\frac{1}{\sqrt{s}}}\right)+k_{1}\right] \\
k_{1}=\operatorname{atanh}\left( \pm \sqrt{1-\frac{1}{\sqrt{s}}}\right) \mp \sqrt{s} \sqrt{1-\frac{1}{\sqrt{s}}} \\
k_{1}= \pm \operatorname{atanh}\left(\sqrt{1-\frac{1}{\sqrt{s}}}\right) \mp \sqrt{s} \sqrt{1-\frac{1}{\sqrt{s}}}
\end{gathered}
$$

we obtain the bounds on $k_{1}$ :

$$
\left\{\begin{array}{l}
k_{1}<\operatorname{atanh}\left(\sqrt{1-\frac{1}{\sqrt{s}}}\right)-\sqrt{s} \sqrt{1-\frac{1}{\sqrt{s}}}=\hat{k}  \tag{3.13}\\
k_{1}>-\operatorname{atanh}\left(\sqrt{1-\frac{1}{\sqrt{s}}}\right)+\sqrt{s} \sqrt{1-\frac{1}{\sqrt{s}}}=-\hat{k}
\end{array}\right.
$$

which can be easily converted into conditions on $b_{1}$. The same reasoning can be applied for the second equation and thus obtaining a condition on $k_{2}$ and consequently on $b_{2}$, with $s=B_{21}^{2}+B_{22}^{2}$.

A graphical example on how to obtain the bounds to have two tangent planes is shown in Figure 3.6.


Fig. 3.6 The bounds for $b$ are given by the tangent planes.

Notice that in the case $N=1, s=B^{2}$ and thus (3.13) reduces obviously to (3.5)-(3.6), just substituting $\sqrt{s}=B$. This means that all our reasoning can be extended for a generic $N$, considering

$$
s=s_{i}=\sum_{j=1}^{N} B_{i j}^{2}
$$

for each equation $i$, leading to a condition on $b_{i}$, which guarantees the existence of a stable limit cycle even if $\|B\|_{2}>1$.

Finally, for example, let us consider $N=2$ and scale a random weight matrix $B$ in order to have $\|W\|_{2}=3.78>1$ and $b$ according to our conditions (3.8). Driving a periodic input signal $x(t)$ of period $T_{p}=5$, we propagate this periodicity to the hidden state $h$, which reaches a stable limit cycle. Figure 3.7 shows the phase plot of the hidden state. We can see that, starting from two different initial conditions (blue dots), the trajectory converges approximatively to the same limit cycle (represented in green) after some iterations (red lines).


Fig. 3.7 Phase plot showing approximatively the same limit cycle (green lines) for different initial condition (blue dots).

### 3.2 Discussion

The purpose of this chapter is to provide some conditions to obtain a stable limit cycle for recurrent neural networks. We prove the existence and uniqueness of the limit cycle, which is independent from the initial condition thanks to the notion of attractive fixed-point and the propagation of the periodicity of the input signal to the hidden state.

Moreover, exploiting a geometrical interpretation of the considered system, we provide also a relaxation of the requirements on the weight matrix: we introduce an alternative condition on the bias vector, which guarantees the convergence of the hidden state to a stable limit cycle, even though the hidden-to-hidden matrix norm is greater than one. Thus, our contribution is not only to widen the number of classes of RNNs that can be trained with the ESN approach, but also to extend the memory of RNNs, since large matrix norms imply longer memory duration [64].

## Chapter 4

## Controlling the Gradient of Recurrent Neural Networks

Brief - In this chapter, we address the main problem that makes RNNs really hard to train: the so-called vanishing gradient problem. We propose a novel approach to overcome this problem, exploiting the singular values decomposition of the specific factor in the gradient we identify to be the cause of the vanishing phenomenon. Following a probabilistic approach, based on the random matrices theory, we provide tight bounds to the singular values and provide conditions about their root mean square, making the gradient not to vanish even for very deep networks.

In learning based on gradient descent, the parameters $\theta$ are updated iteratively by moving in a direction opposite to the (estimated) gradient of an error function (2.26). If the estimated gradient with respect to the coefficients in early layers approaches zero before a minimum is reached, then learning for these layers actually stops - this phenomenon is known as the vanishing gradient problem. If the gradient becomes enormous, then the parameter is likely to be moved to a value that is very far from the optimum. This is known as the exploding gradient problem.

The goal of this chapter is to quantify and control the norm of the gradient of the loss function

$$
\left\|\nabla_{\theta} \mathscr{L}\right\|=\left\|\sum_{t=t_{0}}^{T} \nabla_{\theta} \mathscr{L}_{t}\right\|,
$$

such that the gradient neither vanishes nor explodes.
As is known from the literature $[11,65,66]$, and as will be seen in what follows, the norm of the gradient of the loss function (with respect to the parameters of the
layer $k \theta(k))$ across network depth $k$ is exponentially bounded above

$$
\begin{equation*}
\left\|\nabla_{\theta(k)} \mathscr{L}\right\| \leq c_{1} \alpha^{k} \tag{4.1}
\end{equation*}
$$

With increasing depth, these bounds may either tend to zero or grow without limits, depending on the values of the positive constant $c_{1}$ and $\alpha$.

By the triangle inequality we have that

$$
\begin{equation*}
\left\|\nabla_{\theta} \mathscr{L}\right\| \leq \sum_{t=t_{0}}^{T}\left\|\nabla_{\theta} \mathscr{L}_{t}\right\| \tag{4.2}
\end{equation*}
$$

so an upper bound to the error gradient norm may be found by summing the single terms. Unfortunately, a lower bound cannot be found in the same way, since terms that are not small may cancel each other so the sum has a norm near zero. However, we do not however expect that cancellations dominate, since the terms tend to be correlated such that most terms contribute in roughly the same direction. We will therefore still examine lower bounds to the single terms and take their sum simply as a good indication of the norm of the error gradient. By the same assumptions, we expect that the upper bound in (4.2) does not exaggerate the true value.

To control the constants $\alpha$ in (4.1), we will assign a variable cost $\mathscr{K}$ whenever they exceed predefined limits, in proportion to the amount of deviation from these limits. This cost will be added to the original error function, such that the update rule becomes

$$
\theta \leftarrow \theta-\mu \nabla_{\theta}(\mathscr{L}+\lambda \mathscr{K}),
$$

where $\lambda>0$ is a regularization factor.
This chapter is organized as follows: in the first Section we explain how to bound the norm of the gradient of the loss function. However, this bound is too weak, thus, in Section 4.2, we propose new conditions to avoid the gradient to vanish in a very deep network, exploiting singular values and singular vectors and random singular matrices. Then, in Sections 4.3 and 4.4, we provide bounds for the singular values and their root mean square, respectively. Finally, we analyse some experimental results in Section 4.5 and give some concluding remarks in Section 4.6. Notice also that most of the proofs for this chapter are provided in Appendix B.

### 4.1 Loose power law bound

We demonstrate that the gradient of any single term of the error function indeed follows an inequality such as (4.1).

As shown in Section 2.2, the gradient of the loss function (with respect to the bias vector $b^{(k)}$ ) may be written as the product of three factors $r^{\top}$ (a row vector), $P$ and $Q$ (matrices),

$$
\nabla_{b^{(k)}} \mathscr{L}_{t}=r^{\top} P Q,
$$

where

$$
\begin{align*}
r^{\top} & =\frac{\partial \mathscr{L}_{t}}{\partial \hat{y}(t)} \phi_{y}^{\prime}(C h(t)+c) C \\
P & =\prod_{m=0}^{k-1} \phi_{h}^{\prime}\left(z_{h}(t-m)\right) B^{(m)}  \tag{4.3}\\
Q & =\phi_{h}^{\prime}\left(z_{h}(t-k)\right) .
\end{align*}
$$

The factors $r^{\top}, P, Q$ are functions of time, but we omit this in the notation. We also use the shorthand

$$
z_{h}(t-m)=A^{(m)} x(t-m)+B^{(m)} h(t-m-1)+b^{(m)} .
$$

The gradients with respect to the matrices $A^{(k)}$ and $B^{(k)}$ have a very similar factorization. For each, a matrix is post-multiplied as

$$
\begin{aligned}
\nabla_{A^{(k)}} \mathscr{L}_{t} & =\nabla_{b^{(k)}} \mathscr{L} f(x(t-k)) \\
\nabla_{B^{(k)}} \mathscr{L}_{t} & =\nabla_{b^{(k)}} \mathscr{L} g(h(t-k-1)),
\end{aligned}
$$

where the matrices $f$ and $g$ are functions of the input at time $t-k$ and previous state at time $t-k-1$, respectively. The exponential factors in the bounds to the norm in Equation (4.1) are the same, so we proceed with the common factor of the gradient, $\nabla_{b^{(k)}} \mathscr{L}_{t}$.

In the following, we let $\sigma_{1}(\cdot)$ denote the largest singular value of a matrix. The largest singular value of the matrix $P Q$ provides an upper bound to its relative amplification,

$$
\left\|\nabla_{b^{(k)}} \mathscr{L}\right\| \leq\|r\| \sigma_{1}(P Q) .
$$

Furthermore, the largest singular value of the product $P Q$ is bounded by

$$
\sigma_{1}(P Q) \leq \sigma_{1}(P) \sigma_{1}(Q)
$$

therefore

$$
\begin{equation*}
\left\|\nabla_{b^{(k)}} \mathscr{L}\right\| \leq\|r\| \sigma_{1}(P) \sigma_{1}(Q) . \tag{4.4}
\end{equation*}
$$

The number of factors of $P$ grows with depth $k$ (see Equation (4.3)), and it is this matrix that yields the power law seen in the inequality of Equation (4.1). Let $J(m)$ denote one factor in $P$ of Equation (4.3)

$$
J(m)=\phi_{h}^{\prime}\left(z_{h}(t-m)\right) B^{(m)}
$$

For singular values of products of matrices we have that

$$
\sigma_{1}\left(\prod_{m=0}^{k-1} J(m)\right) \leq \prod_{m=0}^{k-1} \sigma_{1}(J(m))
$$

so combining this with Equation (4.4) yields

$$
\begin{equation*}
\left\|\nabla_{b^{(k)}} \mathscr{L}_{t}\right\| \leq\|r\| \sigma_{1}(Q) \prod_{m=0}^{k-1} \sigma_{1}(J(m)) . \tag{4.5}
\end{equation*}
$$

If we replace the products of singular values by the obvious upper bound provided by the largest factor, we obtain the power law of Equation (4.1) with

$$
\begin{aligned}
c_{1} & =\|r\| \sigma_{1}(Q), \\
\alpha & =\max _{m} \sigma_{1}(J(m)) .
\end{aligned}
$$

Thus, if $\max _{m} \sigma_{1}(J(m))<1$, then the gradient diminishes exponentially with depth and, even if more computing power can help, anyway it does not solve the problem. Otherwise, if $\max _{m} \sigma_{1}(J(m))>1$, the gradient may grow exponentially. Moreover, the gradient could be zero also if it is stuck in a flat zone or in a saddle-point. For this reason, we shall see that it is indeed possible to control the singular values and that one may find better constraints, in a way that eliminates or al least greatly reduces the vanishing/exploding gradient problem.

### 4.2 Conditions for non-vanishing gradients

The bound to the gradient norm in (4.5) is very loose, and only in very special cases this bound is reached. By taking a probabilistic approach, it becomes possible to study what is expected to happen, what happens in the large majority of cases, or even what happens almost always.

As we shall see, the gradient norm usually remains in a much narrower interval. Our goal is to define a procedure that avoids that the gradient vanishes across a very deep network.

### 4.2.1 Singular values and vectors

The key is to consider the singular value decomposition (SVD) of each of the matrices $J(0), \ldots, J(k-1)$

$$
J(m)=U^{(m)} \Sigma^{(m)} V^{(m)^{\top}}
$$

where

$$
U^{(m)}=\left[\begin{array}{lll}
u_{1}^{(m)} & \ldots & u_{N}^{(m)}
\end{array}\right], V^{(m)}=\left[\begin{array}{lll}
v_{1}^{(m)} & \ldots & v_{N}^{(m)}
\end{array}\right], \Sigma^{(m)}=\left[\begin{array}{lll}
\sigma_{1}^{(m)} & & \\
& \ddots & \\
& & \sigma_{N}^{(m)}
\end{array}\right] .
$$

The norm of the product $P$ is bounded by

$$
\begin{aligned}
\|P\| & =\|J(0) \cdots J(k-1)\| \\
& =\left\|\Sigma^{(0)} V^{(0)}{ }^{\top} \cdots U^{(k-1)} \Sigma^{k-1}\right\| \\
& \leq \max \Sigma^{(0)}\left\|V^{(0)^{\top}} \cdots U^{(k-1)}\right\| \max \Sigma^{k-1} \\
& \leq \max \Sigma^{(0)} \max \Sigma^{(1)} \cdots \max \Sigma^{(k-1)} .
\end{aligned}
$$

This upper bound is reached in the very unlikely case that a dominant principal component is projected entirely onto the following dominant principal component, i.e. $v_{1}^{(0)}= \pm u_{1}^{(1)}, v_{1}^{(1)}= \pm u_{1}^{(2)}, \ldots, v_{1}^{(k-2)}= \pm u_{1}^{(k-1)}$.

Analysing by components the product

$$
P=\prod_{m=0}^{k-1} J(m)=\left(\sum_{n_{0}=1}^{N} \sigma_{n_{0}}^{(0)} u_{n_{0}}^{(0)} v_{n_{0}}^{(0)^{\top}}\right) \cdots\left(\sum_{n_{k-1}=1}^{N} \sigma_{n_{k-1}}^{(k-1)} u_{n_{k-1}}^{(k-1)} v_{n_{k-1}}^{(k-1)^{\top}}\right),
$$

where $\sigma_{n_{m}}^{(m)}$ is the $n_{m}^{\text {th }}$ largest singular value of $J(m)$, and $u_{n_{m}}^{(m)}, v_{n_{m}}^{(m)}$ are the associated singular vectors, it may be rewritten as

$$
\begin{align*}
P & =\sum_{n_{0}=1}^{N} \sigma_{n_{0}}^{(0)} \sum_{n_{1}=1}^{N} \sigma_{n_{1}}^{(1)} \cdots \sum_{n_{k-1}=1}^{N} \sigma_{n_{k-1}}^{(k-1)} u_{n_{0}}^{(0)} v_{n_{0}}^{(0)^{\top}} u_{n_{1}}^{(1)} v_{n_{1}}^{(1)^{\top}} \cdots u_{n_{k-1}}^{(k-1)} v_{n_{k-1}}^{(k-1)^{\top}}  \tag{4.6}\\
& =\sum_{n_{0}=1}^{N} \sum_{n_{k-1}=1}^{N} \sigma_{n_{0}}^{(0)} \sigma_{n_{k-1}}^{(k-1)} \underbrace{\left(\sum_{n_{1}=1}^{N} \sigma_{n_{1}}^{(1)} \cdots \sum_{n_{k-2}=1}^{N} \sigma_{n_{k-2}}^{(k-2)} v_{n_{0}}^{(0)^{\top}} u_{n_{1}}^{(1)} v_{n_{1}}^{(1)^{\top}} \cdots u_{n_{k-1}}^{(k-1)}\right)}_{\text {scalar }} u_{n_{0}}^{(0)} v_{n_{k-1}}^{(k-1)^{\top}} .
\end{align*}
$$

We observe that the quantity contained within parentheses is a scalar. This is so, because all the singular vectors involved in these sums form scalar products: $\left(v_{n_{0}}^{(0)^{\top}} u_{n_{1}}^{(1)}\right),\left(v_{n_{1}}^{(1)^{\top}} u_{n_{2}}^{(2)}\right)$, and so on. Equation (4.6) may, thus, be written in matrix form

$$
P=U^{(0)} \Sigma^{(0)} G \Sigma^{(k-1)} V^{(k-1)^{\top}},
$$

where $U^{(0)}$ contains the left singular vectors of $J(0), V^{(k-1)}$ contains the right singular vectors of $J(k-1)$, and $\Sigma^{(0)}, \Sigma^{(k-1)}$ contain the singular values of $J(0)$ and $J(k-1)$, respectively, and the $\left(n_{0}, n_{k-1}\right)^{\text {th }}$ element of the matrix $G$ is the scalar observed above, i.e.

$$
\begin{equation*}
G\left(n_{0}, n_{k-1}\right)=\left(\sum_{n_{1}=1}^{N} \sigma_{n_{1}}^{(1)} \cdots \sum_{n_{k-2}=1}^{N} \sigma_{n_{k-2}}^{(k-2)} v_{n_{0}}^{(0)}{ }^{\top} u_{n_{1}}^{(1)} v_{n_{1}}^{(1)} \cdots u_{n_{k-1}}^{(k-1)}\right) . \tag{4.7}
\end{equation*}
$$

If we write the inner products as

$$
\begin{aligned}
& z_{01}\left(n_{0}, n_{1}\right)=\left(v_{n_{0}}^{(0)^{\top}} u_{n_{1}}^{(1)}\right) \\
& z_{12}\left(n_{1}, n_{2}\right)=\left(v_{n_{1}}^{(1)^{\top}} u_{n_{2}}^{(2)}\right)
\end{aligned}
$$

where each factor $z$ is formed by singular vectors for different matrices, then Equation (4.7) becomes

$$
G\left(n_{0}, n_{k-1}\right)=\sum_{n_{1}=1}^{N} \cdots \sum_{n_{k-2}=1}^{N} \sigma_{n_{1}}^{(1)} \cdots \sigma_{n_{k-2}}^{(k-2)} \cdot z_{01}\left(n_{0}, n_{1}\right) \cdots z_{k-2, k-1}\left(n_{k-2}, n_{k-1}\right) .
$$

In order to characterize the norm of the product of Jacobians, we should quantify the norm of the matrix $G$, modelling the singular values $\sigma_{n_{1}}^{(1)} \ldots \sigma_{n_{k-2}}^{(k-2)}$ as constant and the inner products $z_{01}\left(n_{0}, n_{1}\right) \cdots z_{k-2, k-1}\left(n_{k-2}, n_{k-1}\right)$ as random. The following subsection discusses and justifies this approach.

### 4.2.2 Random singular matrices

In this paragraph we explain why the singular values can be considered as constants and why the internal products can be considered stochastic and even independent.

If we consider the input $x(t-m), m=0,1, \ldots$ as random vectors, then

$$
q(m)=A x(t-m)+B h(t-m-1)+b
$$

is a random vector, so

$$
J(m)=\Phi^{\prime}(q(m)) B
$$

is also random. Under a certain condition, the singular matrices are sensitive to changes in the elements of $J(m)$, caused by the random variation in $q(m)$. In that case, the inner products $\left(v_{n_{i}}^{(i)^{\top}} u_{n_{i+1}}^{(i+1)}\right)$ vary by chance.

A motivation to this can be found in [67], where it is proved that the gradient of the singular values with respect to the Jacobians are

$$
\frac{\partial \sigma_{n}}{\partial J_{i j}}=U_{i n} V_{j n} \in[-1,1],
$$

but it is mostly close to 0 . Moreover the derivative of $U$ and $V$ with respect to the Jacobians are

$$
\frac{\partial U}{\partial J_{i j}}=\sqrt{\sum_{k=1}^{N} \sum_{l=1}^{N} v_{k l}^{i 2^{2}}} \quad \text { and } \quad \frac{\partial V}{\partial J_{i j}}=\sqrt{\sum_{k=1}^{N} \sum_{l=1}^{N} \omega_{k l}^{i j^{2}}}
$$

where $v_{k l}^{i j}$ and $\omega_{k l}^{i j}$ are solutions of the linear system

$$
\underbrace{\left[\begin{array}{cc}
\sigma_{k} & \sigma_{l} \\
\sigma_{l} & \sigma_{k}
\end{array}\right]}_{S_{k l}}\left[\begin{array}{c}
v_{k l}^{i j} \\
\omega_{k l}^{i j}
\end{array}\right]=\left[\begin{array}{c}
U_{i k} V_{j l} \\
-U_{i l} V_{j k}
\end{array}\right] .
$$

However, the condition number of this system is

$$
\begin{equation*}
\operatorname{cond}\left(S_{k l}\right)=\frac{\sigma_{k}+\sigma_{l}}{\left|\sigma_{k}-\sigma_{l}\right|}, \tag{4.8}
\end{equation*}
$$

which means that if $\sigma_{k} \approx \sigma_{l}$, then $v_{k l}^{i j}, \omega_{k l}^{i j}$ are very sensitive to changes in $J_{i j}$, and therefore also $\left\|\frac{\partial U}{\partial J_{i j}}\right\|,\left\|\frac{\partial V}{\partial J_{i j}}\right\|$. For this reason, many singular values should be close and thus we keep them in a narrow interval. Moreover, as shown in Appendix B.1, this also provides independence of the inner products $z_{i}\left(n_{i}, n_{i+1}\right)=\left(v_{n_{i}}^{(i)^{T}} u_{n_{i+1}}^{(i+1)}\right)$.


Fig. 4.1 Singular values exponentially decaying (on the left side) and respective logarithm of the condition number for every $k, l$ (on the right side).

In Figures 4.1-4.2, we test two different choices for the singular values of the Jacobians. We first set the singular values to decay exponentially (left side of Fig. 4.1) and we observe the condition number (4.8) for $k, l=1, \ldots, 64$ which is in the order of magnitude of 10 . Otherwise, if we set the singular values to be bounded in a narrow interval, such as $[0.9,1.1]$ (left side of Fig. 4.2), then the condition number is
much greater (order of magnitude of $10^{5}-10^{6}$ ), which implies that $v_{k l}^{i j}, \omega_{k l}^{i j}$ might be numerically large, amplifying the changes in $J_{i j}$.


Fig. 4.2 Singular values chosen in a narrow interval (on the left side) and respective logarithm of the condition number for every $k, l$ (on the right side).

### 4.2.3 The expected norm of the product of Jacobians

Having established that the matrix $G$ is random, we need to show that its elements all have the same mean and variance. This will be sufficient to establish bounds for its norm, as given by the following proposition.

Proposition 4.1. The expected norm of a random matrix $M$ with $N \times N$ elements of $s^{2}$ variance and zero mean lies between the extremes:

$$
\begin{equation*}
s \sqrt{N} \leq \mathbb{E}\left[\|M\|_{2}\right] \leq s N \tag{4.9}
\end{equation*}
$$

In particular, if the elements are i.i.d. $\mathscr{N}\left(0, s^{2}\right)$, then

$$
\begin{equation*}
\mathbb{E}\left[\|M\|_{2}\right] \leq 2 s \sqrt{N} \tag{4.10}
\end{equation*}
$$

Proof. The proof is provided in Appendix B.2.

Therefore, in order to estimate the norm of the matrix $G$, we need to find the two first statistical moments of its elements. In order to find the variance, we note that

$$
\begin{equation*}
\operatorname{Var}\left(G\left(n_{0}, n_{k-1}\right)\right)=\mathbb{E}\left[G\left(n_{0}, n_{k-1}\right)^{2}\right]-\mathbb{E}\left[G\left(n_{0}, n_{k-1}\right)\right]^{2} \tag{4.11}
\end{equation*}
$$

First of all we evaluate the expectation of the square of the matrix $G$

$$
\begin{aligned}
& \mathbb{E}\left[G\left(n_{0}, n_{k-1}\right)^{2}\right] \\
& =\sum_{n_{1}, \ldots, n_{k-2}, m_{1}, \ldots, m_{k-2}=1}^{N} \sigma_{n_{1}}^{(1)} \cdots \sigma_{m_{k-2}}^{(k-2)} \mathbb{E}\left[z_{0}\left(n_{0}, n_{1}\right) z_{0}\left(m_{0}, m_{1}\right) z_{1}\left(n_{1}, n_{2}\right) z_{1}\left(m_{1}, m_{2}\right) \cdots\right] \\
& =\sum_{n_{1}, \ldots, n_{k-2}, m_{1}, \ldots, m_{k-2}=1}^{N} \sigma_{n_{1}}^{(1)} \cdots \sigma_{m_{k-2}}^{(k-2)} \mathbb{E}\left[z_{0}\left(n_{0}, n_{1}\right) z_{0}\left(m_{0}, m_{1}\right)\right] \mathbb{E}\left[z_{1}\left(n_{1}, n_{2}\right) z_{1}\left(m_{1}, m_{2}\right)\right] \cdots,
\end{aligned}
$$

by linearity of the expectation and independence of $z_{i}$ and $z_{j}$ (see Appendix B.1). Moreover, as shown in Appendix B. 5

$$
\mathbb{E}\left[z_{i}\left(n_{i}, n_{i+1}\right) z_{i}\left(m_{i}, m_{i+1}\right)\right]=\delta_{n_{i}, m_{i}} \delta_{n_{i+1}, m_{i+1}}\left(\frac{1}{N}\right),
$$

where $\delta$ is the Kronecker delta function, it follows that

$$
\begin{align*}
\mathbb{E}\left[G\left(n_{0}, n_{k-1}\right)^{2}\right] & =\sum_{n_{1}, \ldots, n_{k-2}=1}^{N} \sigma_{n_{1}}^{(1)^{2}} \cdots \sigma_{n_{k-2}}^{(k-2)^{2}}\left(\frac{1}{N}\right)^{k-1} \\
& =\left(\sum_{n_{1}=1}^{N} \sigma_{n_{1}}^{(1)^{2}}\right) \cdots\left(\sum_{n_{k-2}=1}^{N} \sigma_{n_{k-2}}^{(k-2)^{2}}\right)\left(\frac{1}{N}\right)^{k-1} \\
& =\left(\frac{1}{N} \sum_{n_{1}=1}^{N} \sigma_{n_{1}}^{(1)^{2}}\right) \cdots\left(\frac{1}{N} \sum_{n_{k-2}=1}^{N} \sigma_{n_{k-2}}^{(k-2)^{2}}\right) \frac{1}{N} \tag{4.12}
\end{align*}
$$

Then, we compute the expectation of the elements of the matrix $G$ :

$$
\begin{align*}
\mathbb{E}\left[G\left(n_{0}, n_{k-1}\right)\right] & =\sum_{n_{1}, \ldots, n_{k-2}=1}^{N} \sigma_{n_{1}}^{(1)} \cdots \sigma_{n_{k-2}}^{(k-2)} \mathbb{E}\left[z_{0}\left(n_{0}, n_{1}\right) \cdots z_{k-2}\left(n_{k-2}, n_{k-1}\right)\right] \\
& =\sum_{n_{1}, \ldots, n_{k-2}=1}^{N} \sigma_{n_{1}}^{(1)} \cdots \sigma_{n_{k-2}}^{(k-2)} \mathbb{E}\left[z_{0}\left(n_{0}, n_{1}\right)\right] \cdots \mathbb{E}\left[z_{k-2}\left(n_{k-2}, n_{k-1}\right)\right] \\
& =0 \tag{4.13}
\end{align*}
$$

by linearity of the expectation, independence of $z_{i}$ and $z_{j}$ (see Appendix B.1), and since $\mathbb{E}\left[z_{i}\left(n_{i}, n_{i+1}\right)\right]=0$, as shown in Appendix B.3.

Thus, combining (4.12) and (4.13), we can rewrite (4.11) as

$$
\operatorname{Var}\left(G\left(n_{0}, n_{k-1}\right)\right)=\left(\frac{1}{N} \sum_{n_{1}=1}^{N} \sigma_{n_{1}}^{(1)^{2}}\right) \cdots\left(\frac{1}{N} \sum_{n_{k-2}=1}^{N} \sigma_{n_{k-2}}^{(k-2)^{2}}\right) \frac{1}{N} .
$$

If the singular values have the same mean square $\mu$, then

$$
\begin{equation*}
\operatorname{Var}\left(G\left(n_{0}, n_{k-1}\right)\right)=\mu^{k-2} \frac{1}{N} \tag{4.14}
\end{equation*}
$$

We can notice that, if $\mu=1$, then $\operatorname{Var}\left(G\left(n_{0}, n_{k-1}\right)\right)=\frac{1}{N}$, independently from the depth $k$ of the network.

Moreover, if we replace the variance of (4.14) in our Proposition 4.1, for (4.9) we have

$$
\begin{equation*}
\mu^{\frac{k-2}{2}} \leq \mathbb{E}\left[\|G\|_{2}\right] \leq \sqrt{N} \mu^{\frac{k-2}{2}} \tag{4.15}
\end{equation*}
$$

and, in case of independence, for (4.10)

$$
\begin{equation*}
\mathbb{E}\left[\|G\|_{2}\right] \leq 2 \mu^{\frac{k-2}{2}} \tag{4.16}
\end{equation*}
$$

Thus, the norm of the product of the Jacobians is

$$
\|P\|=\left\|\prod_{m=0}^{k-1} J(m)\right\|=\left\|U^{(0)} \Sigma^{(0)} G \Sigma^{(k-1)} V^{(k-1)^{\top}}\right\|=\left\|\Sigma^{(0)} G \Sigma^{(k-1)}\right\|,
$$

which can be bound using (4.15) or (4.16) respectively

$$
\begin{aligned}
\mu^{\frac{k-2}{2}} \sigma_{1}^{(0)} \sigma_{1}^{(k-1)} \leq \mathbb{E}\left[\|P\|_{2}\right] & \leq \sqrt{N} \mu^{\frac{k-2}{2}} \sigma_{1}^{(0)} \sigma_{1}^{(k-1)} \\
\mathbb{E}\left[\|P\|_{2}\right] & \leq 2 \mu^{\frac{k-2}{2}} \sigma_{1}^{(0)} \quad \text { in case of independence. }
\end{aligned}
$$

The ideal case is obtained when the root mean square (RMS) of the singular values is one,

$$
\begin{equation*}
R M S\left(\sigma_{n_{i}}^{(i)}\right)=\sqrt{\frac{1}{N} \sum_{n_{i}=1}^{N} \sigma_{n_{i}}^{(i)^{2}}}=\mu^{1 / 2}=1, \forall i \tag{4.17}
\end{equation*}
$$

and the biggest singular values are the same for all layers,

$$
\sigma_{1}^{(0)}=\ldots=\sigma_{1}^{(k-1)}=\sigma_{1} .
$$

Then the norm of the product of the Jacobians can be bounded

$$
\begin{aligned}
\sigma_{1}^{2} \leq \mathbb{E}\left[\|P\|_{2}\right] & \leq \sqrt{N} \sigma_{1}^{2} \\
\mathbb{E}\left[\|P\|_{2}\right] & \leq 2 \sigma_{1}^{2} \quad \text { in case of independence },
\end{aligned}
$$

independently from the depth $k$ of the network. This means that regardless of depth of the network, the product of Jacobians will never cause the gradient to approach zero.

The only possible remaining causes for a zero gradient must be found in the factors $r$ and $Q$ of Equation (4.3). The factor $Q$ is the Jacobian of the non-linearity of the $k^{\text {th }}$ layer; if the non-linearity is not completely saturated, this factor should never become zero. This leaves the factor $r$, which is proportional to the gradient of the loss (i.e. the error committed by the network); it is zero when a lower loss cannot be found at any nearby point in the output space.

### 4.3 Bounding the singular values to an interval

The previous paragraph presented a new and additional optimality condition for RNNs. This condition alone does not imply how such a network should be trained. However, it is possible to incorporate the condition in a regularization term that may be added to the cost function, such that gradient descent can be applied as before.

In this paragraph, therefore, we propose a technique that will push the singular values of $J$ into some admissible interval. This will be done by adding a regularization term to the error function. The term assigns a cost to those singular values that are outside the admissible interval. The more a singular value exceeds a bound, the higher the cost is going to be, and a good choice for a cost term is the sum of squared excesses. For the lower bound $\rho$, the cost term is the sum with contributions from all $\sigma_{n}$ below it

$$
\begin{equation*}
\mathscr{K}_{l o}\left(\sigma_{1}, \ldots, \sigma_{N}\right)=\frac{1}{2} \sum_{\sigma_{n}<\rho}\left(\sigma_{n}-\rho\right)^{2} \tag{4.18}
\end{equation*}
$$

For the upper bound $\tau$, the cost term is the sum with contributions from all $\sigma_{n}$ above it

$$
\mathscr{K}_{u p}\left(\sigma_{1}, \ldots, \sigma_{N}\right)=\frac{1}{2} \sum_{\sigma_{n}>\tau}\left(\sigma_{n}-\tau\right)^{2} .
$$

A cost zero is reached when all singular values are within the bounds

$$
\begin{gathered}
\rho \leq \sigma_{n} \leq \tau, \quad n=1, \ldots, N \\
\Downarrow \\
\mathscr{K}_{l o}+\mathscr{K}_{u p}=0 .
\end{gathered}
$$

Finding the gradient requires the following lemma.
Lemma 4.1. Suppose that a matrix $M$ has the SVD $M=U \Sigma V^{\top}$, and that its singular values are $\sigma_{1} \geq \ldots \geq \sigma_{N}$. Let $C$ be a cost function as in Equation (4.18), with a lower bound of $\rho$. The gradient of $C$ with respect to the elements in $M$ is then

$$
\frac{\partial \mathscr{K}}{\partial M}=\sum_{\sigma_{n}<\rho}\left(\sigma_{n}-\rho\right) U_{:, n} V_{:, n}^{\top},
$$

where $U_{:, n}$ and $V_{:, n}$ are the $n^{\text {th }}$ columns of $U$ and $V$. In matrix form, the gradient is

$$
\begin{equation*}
\frac{\partial \mathscr{K}}{\partial M}=U v(\Sigma-\rho I) V^{\top} \tag{4.19}
\end{equation*}
$$

where $v(\cdot)$ sets the positive elements to zero and leaves the negative ones unchanged:

$$
v(x)=\left\{\begin{array}{ll}
x & \text { if } x<0 \\
0 & \text { if } x \geq 0
\end{array} .\right.
$$

Proof. A proof can found in Appendix B.6.

To enforce the upper bound $\sigma \leq \tau$, Equation (4.19) is replaced by

$$
\frac{\partial \mathscr{K}_{u p}}{\partial M}=U \kappa(\Sigma-\tau I) V^{\top}
$$

where $\kappa(\cdot)$ sets the negative elements to zero and leaves the positive ones unchanged

$$
\kappa(x)=\left\{\begin{array}{ll}
x & \text { if } x>0 \\
0 & \text { if } x \leq 0
\end{array} .\right.
$$

The gradient of the cost function with respect to the elements in $B$ can be written as in the following proposition.

Proposition 4.2. Let the matrix $J$ be a product

$$
J=\Phi^{\prime}(A x+B h+b) B
$$

where $\Phi^{\prime}(A x+B h+b)$ is a diagonal matrix with the vector $\phi^{\prime}(A x+B h+b)$ on the diagonal, and $B$ is a square matrix. Let $J=U \Sigma V^{\top}$ be the $S V D$ of $J$, and let $\mathscr{K}(J)$ be the cost function of Equation (4.18) where $\rho$ is a lower bound for the singular values. The derivatives of $\mathscr{K}(J)$ with respect to a single element in $A, B, b$ are

$$
\begin{align*}
& \frac{\partial \mathscr{K}}{\partial A_{i j}}=U_{i} v(\Sigma-\rho I) \sum_{n=1}^{N} V_{n}^{\top} \frac{\partial J_{i n}}{\partial A_{i j}} \\
& \frac{\partial \mathscr{K}}{\partial B_{i j}}=U_{i} v(\Sigma-\rho I) \sum_{n=1}^{N} V_{n}^{\top} \frac{\partial J_{i n}}{\partial B_{i j}}  \tag{4.20}\\
& \frac{\partial \mathscr{K}}{\partial b_{i}}=U_{i} v(\Sigma-\rho I) \sum_{n=1}^{N} V_{n}^{\top} \frac{\partial J_{i n}}{\partial b_{i}},
\end{align*}
$$

where $U_{i}$ and $V_{n}$ are respectively the $i^{\text {th }}$ and $n^{\text {th }}$ rows of $U$ and $V$.

Proof. A proof can be found in Appendix B. 7
The partial derivatives of $J$ are as follows. If the two elements $J_{i n}, B_{i j}$ are in different columns ( $n \neq j$ ), then

$$
\begin{equation*}
\frac{\partial J_{i n}}{\partial B_{i j}}=\frac{\partial}{\partial B_{i j}} \phi^{\prime}\left(A_{i} x+B_{i} h+b_{i}\right) B_{i n}=\phi^{\prime \prime}\left(A_{i} x+B_{i} h+b_{i}\right) h_{j} B_{i n}, \tag{4.21}
\end{equation*}
$$

by the chain rule. If the two elements $J_{i n}, B_{i j}$ are in the same column $(n=j)$, then

$$
\begin{align*}
\frac{\partial J_{i j}}{\partial B_{i j}} & =\frac{\partial}{\partial B_{i j}} \phi^{\prime}\left(A_{i} x+B_{i} h+b_{i}\right) B_{i j} \\
& =\frac{\partial}{\partial B_{i j}} \phi^{\prime}\left(A_{i} x+B_{i} h+b_{i}\right) B_{i j}+\phi^{\prime}\left(A_{i} x+B_{i} h+b_{i}\right) \frac{\partial B_{i j}}{\partial B_{i j}} \\
& =\phi^{\prime \prime}\left(A_{i} x+B_{i} h+b_{i}\right) h_{j} B_{i j}+\phi^{\prime}\left(A_{i} x+B_{i} h+b_{i}\right), \tag{4.22}
\end{align*}
$$

which is similar to Equation (4.21) but with an additional term. Equations (4.21) and (4.22) may be combined as

$$
\begin{equation*}
\frac{\partial J_{i n}}{\partial B_{i j}}=\phi^{\prime \prime}\left(A_{i} x+B_{i} h+b_{i}\right) h_{j} B_{i n}+\delta_{n j} \phi^{\prime}\left(A_{i} x+B_{i} h+b_{i}\right), \tag{4.23}
\end{equation*}
$$

for $j=1, \ldots, N$. By the same reasoning,

$$
\begin{aligned}
\frac{\partial J_{i n}}{\partial A_{i j}} & =\phi^{\prime \prime}\left(A_{i} x+B_{i} h+b_{i}\right) x_{j} B_{i n}, \\
\frac{\partial J_{i n}}{\partial b_{i}} & =\phi^{\prime \prime}\left(A_{i} x+B_{i} h+b_{i}\right) B_{i n} .
\end{aligned}
$$

The full expressions of the derivative of the cost function are now

$$
\begin{aligned}
\frac{\partial C}{\partial A_{i j}} & =U_{i} v(\Sigma-\rho I) \sum_{n=1}^{N} V_{n}^{\top} \phi^{\prime \prime}\left(A_{i} x+B_{i} h+b_{i}\right) x_{j} B_{i n}, \\
\frac{\partial C}{\partial B_{i j}} & =U_{i} v(\Sigma-\rho I) \sum_{n=1}^{N} V_{n}^{\top}\left(\phi^{\prime \prime}\left(A_{i} x+B_{i} h+b_{i}\right) h_{j} B_{i n}+\delta_{n j} \phi^{\prime}\left(A_{i} x+B_{i} h+b_{i}\right)\right), \\
\frac{\partial C}{\partial b_{i}} & =U_{i} v(\Sigma-\rho I) \sum_{n=1}^{N} V_{n}^{\top} \phi^{\prime \prime}\left(A_{i} x+B_{i} h+b_{i}\right) B_{i n} .
\end{aligned}
$$

### 4.4 Setting the RMS of the singular values

A fundamental requirement from the previous sections is that the root mean square of the singular values of any layer-to-layer Jacobian has to be constrained to 1 or just below (see Equation (4.17)).

We will use the following error function to quantify how far the RMS is from a chosen constant $h$

$$
\begin{aligned}
f\left(\sigma_{1}, \ldots, \sigma_{N}\right) & =\left(\sqrt{\frac{1}{N} \sum_{n=1}^{N} \sigma_{n}^{2}}-h\right)^{2} \\
& =\left(\frac{\|\Sigma\|_{F}}{\sqrt{N}}-h\right)^{2}
\end{aligned}
$$

The derivative of this error with respect to a singular value is

$$
\frac{\partial f}{\partial \sigma_{n}}=2 \frac{\|\Sigma\|_{F}-h \sqrt{N}}{N\|\Sigma\|_{F}} \sigma_{n}
$$

Now, we recall that the Jacobian for a layer is

$$
J(m)=U^{(m)} \Sigma^{(m)} V^{(m)^{\top}}=\Phi^{\prime}(z(t-m)) B,
$$

where $z(t-m)=A x(t-m)+B h(t-m-1)+b$.
The derivative of the error $f$ with respect to an element in the Jacobian $J(m)$ can be expanded by the chain rule in terms of the singular values

$$
\begin{equation*}
\frac{\partial f}{\partial J_{k l}}=\sum_{n=1}^{N} \frac{\partial f}{\partial \sigma_{n}} \frac{\partial \sigma_{n}}{\partial J_{k l}} \tag{4.24}
\end{equation*}
$$

where we write $J$ for $J(m)$. By Equation (B.8) in Appendix B.6,

$$
\begin{equation*}
\frac{\partial \sigma_{n}}{\partial J_{k l}}=U_{k n} V_{l n} \tag{4.25}
\end{equation*}
$$

By Equations (4.24) and (4.25), the derivative becomes

$$
\begin{aligned}
\frac{\partial f}{\partial J_{k l}} & =2 \frac{\|\Sigma\|_{F}-h \sqrt{N}}{N\|\Sigma\|_{F}} \sum_{n=1}^{N} \sigma_{n} U_{k n} V_{l n} \\
& =2 \frac{\|\Sigma\|_{F}-h \sqrt{N}}{N\|\Sigma\|_{F}} J_{k l}
\end{aligned}
$$

We repeat Equation (B.10)

$$
\frac{\partial J_{k l}}{\partial B_{i j}}=\delta_{k i} \frac{\partial J_{k l}}{\partial B_{i j}}
$$

and combine these to obtain the derivative of the RMS error $f$ with respect to an element in the matrix $B$

$$
\begin{aligned}
\frac{\partial f}{\partial B_{i j}} & =\sum_{k=1}^{N} \sum_{l=1}^{N} \frac{\partial f}{\partial J_{k l}} \frac{\partial J_{k l}}{\partial B_{i j}} \\
& =\sum_{k=1}^{N} \delta_{k i} \sum_{l=1}^{N} \frac{\partial f}{\partial J_{k l}} \frac{\partial J_{k l}}{\partial B_{i j}} \\
& =\sum_{l=1}^{N} \frac{\partial f}{\partial J_{i l}} \frac{\partial J_{i l}}{\partial B_{i j}}
\end{aligned}
$$

Now, inserting Equation (4.23) we finally obtain

$$
\frac{\partial f}{\partial B_{i j}}=2 \frac{\|\Sigma\|_{F}-h \sqrt{N}}{N\|\Sigma\|_{F}} \sum_{l=1}^{N} J_{i l}\left(\phi^{\prime \prime}\left(A_{i} x+B_{i} h+b_{i}\right) h_{j} B_{i l}+\delta_{l j} \phi^{\prime}\left(A_{i} x+B_{i} h+b_{i}\right)\right) .
$$

For the derivatives with respect to elements in $A$ and $b$, we have that

$$
\begin{aligned}
\frac{\partial J_{k l}}{\partial A_{i j}} & =\delta_{k i} \Phi^{\prime \prime}\left(A_{i} x+B_{i} h+b_{i}\right) B_{i l} x_{j} \\
\frac{\partial J_{k l}}{\partial b_{i}} & =\delta_{k i} \Phi^{\prime \prime}\left(A_{i} x+B_{i} h+b_{i}\right) B_{i l}
\end{aligned}
$$

Accordingly, the derivative of the RMS error $f$ with respect to coefficients in $A$ and $b$ are

$$
\frac{\partial f}{\partial A_{i j}}=2 \frac{\|\Sigma\|_{F}-h \sqrt{N}}{N\|\Sigma\|_{F}} \phi^{\prime \prime}\left(A_{i} x+B_{i} h+b_{i}\right) \sum_{l=1}^{N} J_{i l} B_{i l} x_{j}
$$

and

$$
\frac{\partial f}{\partial b_{i}}=2 \frac{\|\Sigma\|_{F}-h \sqrt{N}}{N\|\Sigma\|_{F}} \phi^{\prime \prime}\left(A_{i} x+B_{i} h+b_{i}\right) \sum_{l=1}^{N} J_{i l} B_{i l} .
$$

### 4.5 Experimental results

In this section, we propose two different experiments: a so-called teacher-student, where we have to train a student RNN in order to make it replicate the teacher one, and a subsequence detection problem, where the network should give as output an alarm signal when it recognize a specific pattern in the input data.

## Teacher-student problem

In order to test our technique, we employ a teacher-student experiment. We define a teacher RNN such that the lower and upper bounds of the singular values are set to $\rho=0.9$ and $\tau=1.1$, respectively. We consider a hidden state of dimension stateDim $=64$ with $\phi_{h}=\phi_{y}=$ tanh as non-linear functions. Then, using this teacher network we generate 64-length output vectors $y(t)$ for $t=1, \ldots, T$, with $T=2000$, starting from random input $x(t)$ of the same length as the output:

$$
\left\{\begin{array}{l}
h(t)=\tanh \left(A_{\text {teacher }} x(t)+B_{\text {teacher }} h(t-1)+b_{\text {teacher }}\right) \\
y(t)=\tanh \left(C_{\text {teacher }} h(t)+c_{\text {teacher }}\right)
\end{array} .\right.
$$

Thus, we can use these pairs for both training and testing sets. As we can see in Figure 4.3, the teacher network we built (blue line) has good properties, since the product of Jacobians does not vanish even after a thousand of time-steps, which correspond to the depth of the unfolded network.

Then, our aim is to train a new network, the student one, which resembles the teacher starting from a random initialization of the parameters and using the training data $x(t), y(t)$ :

$$
\left\{\begin{array}{l}
h(t)=\tanh \left(A_{\text {student }} x(t)+B_{\text {student }} h(t-1)+b_{\text {student }}\right) \\
y(t)=\tanh
\end{array}\left(C_{\text {student }} h(t)+c_{\text {student }}\right) .\right.
$$

We compare our regularized BPTT algorithm (REG, violet line) with the classical BPTT scheme (red line), minimizing the mean square error (MSE, see Equation (2.3)) as loss function $\mathscr{L}_{t}$ for every time step $t$. Analysing the norm of the product of Jacobians, we can see that the network trained using our method follows better the teacher's trend, since the gradient is not exploding and vanishes only after 600 time-steps, while the classical BPTT algorithm produces a network with a gradient that vanishes in less than 100 iterations.

Then, we perform some tests for different number of neurons in the hidden state, i.e. we choose stateDim $=\{16,32,64,128\}$. The trends of the norm of the product of Jacobians, which is the reason of the vanishing gradient phenomenon, are shown


Fig. 4.3 Trend of the norm of the product of the Jacobians $J(m)$ for stateDim $=64$.
in Figures 4.4-4.6. Our method (REG, violet line) manage to replicate the teacher (blue line) with an higher accuracy than classical BPTT (red line), producing student networks with a memory of 400 iterations for stateDim $=16,32$ and even a norm that does not go to zero after a thousand iteration for stateDim $=128$.


Fig. 4.4 Trend of the norm of the product of the Jacobians $J(m)$ for stateDim $=16$.


Fig. 4.5 Trend of the norm of the product of the Jacobians $J(m)$ for stateDim $=32$.


Fig. 4.6 Trend of the norm of the product of the Jacobians $J(m)$ for stateDim $=128$.

Moreover, we report the results in terms of MSE in Table 4.1, where we can notice an improvement of the performance with our new method on both training and testing set for the different values of stateDim.

Table 4.1 MSE between the estimated output and the desired one for different dimensions of the hidden state.

|  | BPTT |  |  | REG |  |
| :--- | :---: | :---: | :--- | :--- | :--- |
| stateDim | Training | Testing |  | Training | Testing |
| 16 | 0.0899 | 0.1243 |  | $\mathbf{0 . 0 6 3 2}$ | $\mathbf{0 . 0 9 5 6}$ |
| 32 | 0.2499 | 0.3271 |  | $\mathbf{0 . 0 8 6 7}$ | $\mathbf{0 . 2 7 4 2}$ |
| 64 | 0.7588 | 1.4484 |  | $\mathbf{0 . 4 5 6 8}$ | $\mathbf{1 . 1 1 6 2}$ |
| 128 | 1.4519 | 1.8083 |  | $\mathbf{1 . 4 2 9 4}$ | $\mathbf{1 . 7 2 2 6}$ |

Finally, for each value of stateDim, we set a teacher RNN and run 50 experiments training student networks, starting from different random initialization of the parameters and using different input/output data. Figure 4.7 and Table 4.2 represent the results with average MSEs and their standard deviations for both REG and BPTT methods on the testing set. As we can notice, for every value of stateDim, our REG method trains better student networks, since the average MSEs are lower and also their variation, computed in terms of standard deviation, are less relevant.


Fig. 4.7 Box-plot of MSEs for 50 experiments on the testing set.

Table 4.2 Mean and standard deviation of the MSE between the estimated output and the desired one on the testing set over 50 experiments for different dimensions of the hidden state.

|  | BPTT |  |  | REG |  |
| :--- | :---: | :---: | :--- | :--- | :--- | :---: |
| stateDim | Mean | Std |  | Mean | Std |
| 16 | 0.1319 | 0.0297 |  | $\mathbf{0 . 0 5 9 6}$ | $\mathbf{0 . 0 1 4 3}$ |
| 32 | 0.3237 | 0.1819 |  | $\mathbf{0 . 2 6 6 5}$ | $\mathbf{0 . 1 3 0 2}$ |
| 64 | 0.7008 | 0.0333 |  | $\mathbf{0 . 5 7 7 6}$ | $\mathbf{0 . 0 1 1 6}$ |
| 128 | 0.3382 | 0.0166 |  | $\mathbf{0 . 2 9 0 3}$ | $\mathbf{0 . 0 0 7 4}$ |

Thus, it is useful to regularize the cost function bounding the singular values, to a narrow interval and with RMS equal (or really close) to 1 , since in this way it is possible to extend the memory of the network, which can remember a large number of previous time steps.

## Subsequence detection problem

We propose another experiment in order to test the memory of a network trained with our regularization technique. We want the network to detect a specific behaviour of an input signal and to give as output an alarm signal that switches its components from 0 to 1 after the detected sequence. In order to generate these data, we build a unidimensional input signal of length $T=2 \mathrm{e} 4$ and a 10 -element-length subsequence, extracting their components randomly from a Gaussian distribution with zero mean and variance equal to one. Then, we insert the subsequence in the input many times randomly with an average interval of meanSpacing $=40$. Finally, the output is a zero signal, except for the 10 components after the subsequence, which are equal to one, meaning that the subsequence has been detected and an alarm should be sent. A graphical representation of input and output signals is provided in Figure 4.8, where we can notice that the output (i.e the second row) goes from 0 to 1 after the repeated subsequence.


Fig. 4.8 Graphical representation of input (first row) and output (second row) signals.

We compare our regularization (REG), imposing the singular values to be bounded in $[0.9,1.1]$ and their RMS to be close to one, to a simple RNN and an LSTM, choosing an hidden state of 20 neurons and a one-hot representation of the output in order to use a LogSoftMax output function and an NLL minimization criterion. Moreover, we use the RMSprop (2.31) optimization scheme to update the parameters for 50 epochs.


Fig. 4.9 Comparison of alarm signals: the expected output in blue, a simple RNN in red (multiplied by 0.7 ), an LSTM in yellow (multiplied by 0.8 ), and an RNN trained with our regularization (REG, multiplied by 0.9 ).

In Figure 4.9 we represent the output alarm signals for the three methods (RNN in red, LSTM in yellow, and REG in violet), which have been multiplied by 0.7 , 0.8 , and 0.9 factors respectively in order to help the visualization, and the expected one (blue line) with meanSpacing $=40$. As we can see, the REG matches better the true output in correspondence of the alarm, providing also the right duration of the alarm, with an NLL error of 0.1851 for the training set and 0.2186 for the testing set, while for RNN (which is the worst one) and for LSTM we have $0.3645,0.3647$ and $0.3615,0.3625$, respectively. We also compute precision and recall values, as the sum of the true positives detected over the number of retrieved alarm (i.e. the sum of true positive and false positives) and over the number of true alarms (i.e. the sum of true positives and false negatives): we obtain a precision and a recall of 0.7755 and 0.7748 , respectively, for our regularized network, while 0.4852 and 0.4849 for the simple RNN and 0.5448 and 0.5442 for the LSTM.


Fig. 4.10 Precision of the compared methods for different values of meanSpacing.

Finally, we vary the average interval between two consecutive subsequences meanSpacing $=\{10,20,30,40,50,60,70,80\}$. As we can see in Figure 4.10, where we represent the precision of the three methods, and in Table 4.3, where we reported all the values of precision and recall for different values of meanSpacing, our technique outperforms both the simple RNN and the LSTM architecture.

Table 4.3 Comparison of precision and recall for different values of meanSpacing.

|  | RNN |  |  | LSTM |  |  | REG |  |
| :--- | :---: | :---: | :--- | :--- | :--- | :--- | :--- | :--- |
| meanSpacing | Precision | Recall |  | Precision | Recall |  | Precision | Recall |
| 10 | 0.8110 | 0.8108 |  | 0.8393 | 0.8390 |  | $\mathbf{0 . 9 4 5 5}$ | $\mathbf{0 . 9 4 5 3}$ |
| 20 | 0.6890 | 0.6888 |  | 0.7005 | 0.7003 |  | $\mathbf{0 . 8 6 6 0}$ | $\mathbf{0 . 8 6 5 7}$ |
| 30 | 0.5924 | 0.5919 |  | 0.6440 | 0.6435 |  | $\mathbf{0 . 8 0 1 0}$ | $\mathbf{0 . 8 0 0 4}$ |
| 40 | 0.4852 | 0.4849 |  | 0.5448 | 0.5442 |  | $\mathbf{0 . 7 7 5 5}$ | $\mathbf{0 . 7 7 4 8}$ |
| 50 | 0.4498 | 0.4493 |  | 0.5378 | 0.5375 |  | $\mathbf{0 . 7 4 9 5}$ | $\mathbf{0 . 7 4 9 1}$ |
| 60 | 0.3711 | 0.3706 |  | 0.4899 | 0.4895 |  | $\mathbf{0 . 7 3 3 4}$ | $\mathbf{0 . 7 3 2 9}$ |
| 70 | 0.3527 | 0.3524 |  | 0.3892 | 0.3889 |  | $\mathbf{0 . 6 9 7 3}$ | $\mathbf{0 . 6 9 6 7}$ |
| 80 | 0.3265 | 0.3259 |  | 0.3512 | 0.3509 |  | $\mathbf{0 . 7 2 1 8}$ | $\mathbf{0 . 7 2 1 1}$ |

### 4.6 Discussion

Summing up, in this chapter we developed a new method to extend the memory of a simple RNNs, avoiding the so-called vanishing gradient problem.

We addressed this problem from a theoretical point of view and thanks to our study we found conditions not to make the gradient going fast to zero when increasing the depth (or the number of time steps) of the network. We exploit the random matrices theory and a singular values analysis, imposing constraints on the vanishing factors in the gradients. We showed that if the singular values of the product of Jacobians are bounded in a narrow interval, then independence hypothesis of the inner products is satisfied.

Moreover, we also showed that if the RMS of the singular values is equal to one, the upper bound to the norm of the gradient is independent on the depth of the network, which implies that the gradient does not vanish. Practically, it is not feasible to constrain the RMS of the singular values exactly to one, so we require it to be close to one, which means that the gradient will go to zero, but only after a large number of time-steps.

In the near future, we will carry on this study on the vanishing gradient and we will apply our conditions to solve problems, which require a lot of memory (such as the subsequence detection explained in previous section) and thus they are hard to be solved with a simple RNN.

## Chapter 5

## Speed-up in the Training using Least Squares Initialization


#### Abstract

Brief - In this chapter, we introduce a new method to modify the parameters of a recurrent neural network. We develop an initialization of the parameters based on a least square regularization, in order to start the training closer to the solution and, therefore, to accelerate the training process, running few epochs of classical training algorithms. Moreover, we notice that our method gets really close to the solution, reaching almost the same performance as classical training algorithms, and thus it can be used a fast training algorithm itself. Finally, thanks to its speed, it can be used also as a real-time training algorithm, updating the parameters every time new data are available.


Deep neural networks can represent in a compact way non-linear and highly varying functions. Until around 2007, it was not clear how to train such deep networks, since gradient-based optimization starting from random initialization appeared to often get stuck in poor solutions, see Bengio et al. [68] and Bengio et al. [69]. Then, a novel training strategy was introduced by Hinton et al. [70], exploiting the pre-training of one layer at a time in a greedy way. This algorithm helps the optimization, if the weights are initialized in a region near a good local minimum, see Bengio et al. [71].

Thus, starting from this idea, we propose a new method to accelerate the training of RNNs, which can be represented as very deep networks, initializing the parameters according to a least square approximation, similar to the one used for training multilayer neural networks as a cascading structure, see Li and Rad [72], or multi-layer perceptrons in blocks, as presented by Navia-Vasquez and Figueiras-Vidal [73].

This chapter shows how an adaptation of layer-wise least squares training to recurrent networks may speed up training and even improve the performance of the resulting networks.

### 5.1 Initialization of the Network's Parameters

We start considering the general form of a simple RNN (2.1):

$$
\left\{\begin{array}{l}
h(t)=\phi_{h}(A x(t)+B h(t-1)+b) \\
y(t)=\phi_{y}(C h(t)+c)
\end{array} .\right.
$$

Since during the training phase the input/output pairs $x(t), y(t)$ are available, using a initial random configuration of the parameters $A, B, b, C, c$, we can compute the hidden state $h(t)$ normally, using the first equation of (2.1), or proceeding backward inverting the second one. We will refer to $h_{\text {forw }}(t)$ and $h_{\text {back }}(t)$, respectively, as follows:

$$
\left\{\begin{array}{l}
h_{\text {forw }}(t)=\phi_{h}(A x(t)+B h(t-1)+b)  \tag{5.1}\\
h_{\text {back }}(t)=C^{\dagger}\left(\phi_{y}^{-1}(y(t))-c\right)
\end{array} \quad, \quad \forall t=1, \ldots, T\right.
$$

where ${ }^{\dagger}$ represents the pseudo-inverse of a matrix and $\phi_{y}^{-1}$ is the inverse of the non-linear output function.

Let us start with the first equation of (2.1). We can write it in matrix form considering the time-steps all together and inverting the hidden non-linear function $\phi_{h}$ :

$$
\left[\begin{array}{lll}
A & B & b
\end{array}\right]\left[\begin{array}{cccc}
x(1) & x(2) & \ldots & x(T)  \tag{5.2}\\
h(0) & h(1) & \ldots & h(T-1) \\
1 & 1 & \ldots & 1
\end{array}\right]=\phi_{h}^{-1}\left[\begin{array}{llll}
h(1) & h(2) & \ldots & h(T)
\end{array}\right] .
$$

Then, we compute the transpose of (5.2)

$$
\left[\begin{array}{cccc}
x(1) & x(2) & \ldots & x(T)  \tag{5.3}\\
h(0) & h(1) & \ldots & h(T-1) \\
1 & 1 & \ldots & 1
\end{array}\right]^{\top}\left[\begin{array}{c}
A^{\top} \\
B^{\top} \\
b^{\top}
\end{array}\right]=\phi_{h}^{-1}\left[\begin{array}{c}
h(1)^{\top} \\
h(2)^{\top} \\
\vdots \\
h(T)^{\top}
\end{array}\right]
$$

recalling that the transpose of the product of two matrices $M_{1}, M_{2}$ is

$$
\left(M_{1} M_{2}\right)^{\top}=M_{2}^{\top} M_{1}^{\top} .
$$

Now, we can solve the linear system (5.3) through a least square method to find the estimated parameters $\hat{A}, \hat{B}, \hat{b}$, using, instead of $h$, its backward definition $h_{\text {back }}$ from (5.1), and finally update the parameters of the recurrent layer as

$$
\left\{\begin{array}{l}
A=A-\lambda(A-\hat{A})  \tag{5.4}\\
B=B-\lambda(B-\hat{B}) \\
b=b-\lambda(b-\hat{b})
\end{array}\right.
$$

where $\lambda$ is a step parameter, which plays the role of the learning rate.
Similarly, we can write the equation of the output layer (i.e. the second one of (2.1)) in matrix form considering all time-steps together and inverting the output non-linear function $\phi_{y}$ :

$$
\left[\begin{array}{ll}
C & c
\end{array}\right]\left[\begin{array}{cccc}
h(1) & h(2) & \ldots & h(T)  \tag{5.5}\\
1 & 1 & \ldots & 1
\end{array}\right]=\phi_{y}^{-1}\left[\begin{array}{llll}
y(1) & y(2) & \ldots & y(T)
\end{array}\right]
$$

Then, we compute the transpose of (5.5)

$$
\left[\begin{array}{cc}
h(1)^{\top} & 1  \tag{5.6}\\
h(2)^{\top} & 1 \\
\vdots & \\
h(T)^{\top} & 1
\end{array}\right]\left[\begin{array}{c}
C^{\top} \\
c^{\top}
\end{array}\right]=\phi_{y}^{-1}\left[\begin{array}{c}
y(1)^{\top} \\
y(2)^{\top} \\
\vdots \\
y(T)^{\top}
\end{array}\right]
$$

obtaining a linear system with $C, c$ unknowns. We can solve (5.6), using $h_{\text {forw }}$ from the first equation of (5.1), in order to obtain the estimated parameters $\hat{C}$ and $\hat{c}$, and
update also the parameters of the output layer as

$$
\left\{\begin{array}{l}
C=C-\lambda(C-\hat{C})  \tag{5.7}\\
c=c-\lambda(c-\hat{c})
\end{array}\right.
$$

Thus, we can sum up our initialization method following this iterative procedure:

1. using the current configuration of parameters, compute $h_{\text {forw }}(t)$ and $h_{\text {back }}(t)$, for every time-step $t$, according to (5.1);
2. solve the linear systems (5.3) and (5.6), in order to obtain the estimated parameters $\hat{A}, \hat{B}, \hat{b}$ and $\hat{C}, \hat{c}$, respectively;
3. update the parameters of recurrent and output layers, as in (5.4) and (5.7), respectively;
4. repeat this procedure from point 1 . using the updated parameters.

### 5.2 Advantages in using our Initialization

The initialization technique presented here may be advantageous in three aspects: before training, during training and after training.

It can be employed as a fast method to reach a configuration of parameters closer to the best one before running classical training algorithm, such as BPTT. Moreover, by running more iterations of our algorithm it is possible to obtain a performance which is comparable to the one reached by BPTT. Finally, it can be also used during the testing phase, exploiting its speed to adapt the parameters to the latest data, exactly as a real-time learning algorithm.

In order to test our method, we set up a teacher-student experiment, where the teacher network is defined with all the parameters extracted from a Normal distribution and an hidden state with 128 neurons. Then, we generate a random input sequence $x(t)$ of dimension 64 , for $t=\{1, \ldots, T=2000\}$, and compute the corresponding output $y(t)$ driving the input signal through the network with nonlinear functions $\phi_{h}(\cdot)=\phi_{y}(\cdot)=\tanh (\cdot)$. The student network has to resemble the
teacher one, starting from another random initialization of the parameters and using the generated input/output pairs during the training.

The first result is shown in Figure 5.1.
Running 7 iterations of our initialization (violet line), we can provide an initial configuration of parameters, leading to a solution that is closer to the expected output (blue line) than starting from a random initialization of the parameters (red line). Moreover, running 10 epochs of BPTT, the solution obtained starting with the initialized parameters (green line) gets almost overlapped to the expected solution, while the one obtained with a random initialization (yellow line) is even worse than initialization itself.


Fig. 5.1 Estimated output using a random initialization or our least square method, followed by BPTT: starting from a good initialization of the parameters, it is possible to reach a more accurate solution.


Fig. 5.2 Estimated output running more epochs of BPTT.

However, it is possible to obtain a good solution also applying BPTT scheme to a random parameters initialization. As a matter of fact, Figure 5.2 shows that running BPTT for 17 epochs, which is the sum of the 7 iterations of initialization and the 10 epochs of BPTT, the estimated output (yellow line) is close to expected one (blue line).

Anyway, this helps us thinking to increase the number of iterations for our initialization method, in order to use it as a full training algorithm. The results reported in Figure 5.3 are very promising, since if we run only 10 iterations of our scheme, the estimated output (violet line) really approaches the exact one.

Finally, we represented the results in Figures 5.1-5.3 for one channel of the 64length output signal, in order to be able to represent it as a 2 D graph. Nevertheless, the same trend can be noticed for all the other channels, and to provide a complete analysis we collect the MSEs in Table 5.1, where we compare our initialization (INIT) followed or not by some epochs of BPTT and classical BPTT with a random initialization of parameters, both on the training and the testing set.


Fig. 5.3 Estimated output running more iterations of the initialization technique: this result shows that it can be employed as a training algorithm itself.

Table 5.1 Comparison of MSEs in a teacher-student experiment.

|  | Training Set | Testing Set |
| :--- | :---: | :---: |
| BPTT (10 iter) | $22.5125 \mathrm{e}-3$ | $23.5832 \mathrm{e}-3$ |
| INIT (7 iter) | $9.0098 \mathrm{e}-3$ | $9.1434 \mathrm{e}-3$ |
| INIT + BPTT (17 iter) | $\mathbf{0 . 9 9 3 4 e - 3}$ | $\mathbf{1 . 0 0 2 7 e - 3}$ |
| BPTT (17 iter) | $4.0690 \mathrm{e}-3$ | $4.5098 \mathrm{e}-3$ |
| INIT (10 iter) | $3.3425 \mathrm{e}-3$ | $3.4286 \mathrm{e}-3$ |

Thus, classical training algorithms such as BPTT can benefit a lot from our least square initialization.

### 5.3 Update of the Parameters in Real-Time Training

Another key feature of our initialization technique is the efficiency in terms of time speed. As a matter of fact, our method (INIT) is more than 20 times faster than classical BPTT, for the dimensions considered in the teacher-student experiment of
previous section. The time elapsed ${ }^{1}$ to run one epoch (or iteration) is reported in Table 5.2, which means that for 10 iteration of our method (violet line in Figure 5.3) we need 6.5 seconds, while for 17 epochs of BPTT starting from a random initialization (yellow line in Figure 5.2) we have to wait almost 4 minutes, and the accuracy is better with our method as well (see Table 5.1).

Table 5.2 Comparison between BPTT and our initialization in terms of time speed.

|  | Time Elapsed per Iteration [s/iter] |
| :--- | :---: |
| BPTT | 13.97 |
| INIT | $\mathbf{0 . 6 5}$ |

This suggests us that our method can give results almost in real-time. In particular, there are many problems where it is necessary to provide information as soon as possible. Moreover, real-time situations are usually more influenced by latest timesteps. Thus, the long-time dependence is not so relevant, while the latest time-steps are the most significant. Thus, in these situations, we can apply our initialization method as a real-time algorithm, which modifies the parameters as soon as new data are available running a couple of iterations in few seconds. This technique provides a model that fits better the latest data, adapting the parameters during the testing phase. We will show that this can be effectively useful in Chapter 7.2, where we will apply our initialization after the classical BPTT scheme, in order to predict the flow of distribution of mobile users in a region during days.
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## Chapter 6

# Prediction of Numerical Sequences with Recurrent Neural Networks 


#### Abstract

Brief - In this chapter, we test recurrent neural networks performing non-linear prediction of numerical sequences. Given the beginning values of the sequence as inputs, then the network is left to continue the sequence using as input the output predicted at previous time-step. We apply this to the generation of written text, where every character is associated to a number, noticing that the network is able to learn the style of a specific author. Moreover, we also predict the paths of mobile users moving in a city center as a sequence of numbers corresponding to road intersections crossed by the walking users, which brings several applications in the smart cities framework.


With Chapter 6, we begin the second part of this thesis, dedicated to the application of RNNs to non-linear prediction problems.

Since a RNN is a generative model, we expect it can be successfully used for prediction. We propose different kind of RNN, opportunely tailored to the specific problem, finding the best alternative architecture. In Section 6.1, we train a network implementing a character-level generation of written text comparing a simple RNN, an LSTM and our regularized RNN using the method presented in Chapter 4. On the other hand, in Section 6.2, we predict the movement of mobile users as a sequence of crossroads, which is a problem that does not require a lot of memory, but needs to communicate quickly the information to the user. Therefore, for this specific problem, we prefer a faster RNN rather than an LSTM.

Then, in Chapter 7, we extend the prediction of numerical sequences to higher dimensions, i.e. video frames sequences. In Section 7.1 we train the network to learn the physical laws of colliding balls, comparing classical RNN and LSTM structure
to our regularization approach of Chapter 4 to make the gradient not to vanish and extend the memory of the network. This method turns to be very useful to improve the prediction of the movement of the bouncing balls. Then, in Section 7.2, we want the network to predict the distribution of mobile user over a region hourly. In this situation, the latest data are the more relevant than the past ones. Therefore, we do not need to extend the memory of the network and, on the contrary, we need to communicate the prediction as soon as possible. Thus, we apply our fast least square initialization of Chapter 5 and use it as an on-line adaptative method, obtaining impressive results.

Finally, in Chapter 8, we design both RNN and LSTM for restoring audio signal with incomplete spectrograms, which is a well-known problem in literature. We demonstrate via numerical experiment that a performance improvement can be achieved using neural networks with respect to the state-of-the-art methods.

### 6.1 Text Generation

In order to perform prediction of characters in the generation of written text, we map the list of all possible characters, e.g. the whole alphabet in capitol and small letters, all the numbers and many other symbols (including the blank and the new line), into a vector of indices, where each element represent a character. Then, we use a one-hot representation [74] of the input text, building a matrix as follows: each column, representing a letter of the text sequence, is filled with zeros, except for the position corresponding to the current character, where we have 1 . For example, as shown in Figure 6.1, if our alphabet consists of $[\mathrm{h}, \mathrm{e}, \mathrm{l}, \mathrm{o}$ ] , a one-hot representation of the word hello is $\left[\begin{array}{lllll}1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1\end{array}\right]$.

Then, if we want our recurrent network to write hello, we have to split it into input $x$ and output $y$ sequences. Since we want the output at time $t$ to be the following


Fig. 6.1 Visual matrix form of hello using the one-hot representation.
input, i.e. at time $t+1$, we set

$$
\left\{\begin{array}{l}
x=\left[\begin{array}{llll}
\mathrm{h}, & \mathrm{e}, & \mathrm{l}, & \mathrm{l}
\end{array}\right]=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0
\end{array}\right] \\
y=\left[\begin{array}{llll}
\mathrm{e}, & 1, & 1, & \circ
\end{array}\right]=\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
\end{array}\right.
$$

We choose three neurons in the hidden state, due to the small dimensionality of this problem, and train a small network, where the non-linear function of the output layer $\phi_{y}$ is the LogSoftMax function, using the NLL criterion (2.6). Since we want to find a probability distribution function for the output, which tells us the following most probable character, we compute the exponential of the output, obtaining the probability distribution shown in Figure 6.2. Taking the maximum, we obtain $\hat{y}=[\mathrm{e}, 1,1, \mathrm{o}]=y$, which means that our RNN has learnt to write the word hello.


Fig. 6.2 Probability distribution for the output of a network generating the word hello.

We obtain the probability distribution represented in Figure 6.2 training a RNN with the regularization conditions of Chapter 4 (REG): we bound the singular values in the interval $[0.9,1.1]$ and impose the constraint that the RMS of the singular values is close to 1 . We also choose Adagrad optimization method (2.29) for the update step.


Fig. 6.3 NLL errors generating the word hello.

Thanks to our conditions, as shown in Figure 6.3, we outperform both the classical BPTT on a simple RNN and the LSTM architecture. At the end of the training, after running 40 epochs, we find an NLL error of 0.026 (blue line), which is slightly better not only than the best performance obtained by BPTT at epoch 5 (green line), i.e. NLL=0.8864, because then it explodes (NLL=3.42 after the last
epoch) and does not arrive to convergence, but also than LSTM (red line), which arrives to NLL=0.0831, and it is always above (higher error) our method. On the other hand, the classical BPTT algorithm applied to a simple RNN produces the word hllll, which means that the network has learnt only that 1 is the most frequent letter and thus it repeats always that one.

This was only a simple example of how to generate text, as sequence of characters using an RNN. The same principle can be applied widening the number of symbols used in the alphabet. Here, we present the results of a bigger training performed on a collection of Sir William Shakespeare plays. We train a network using input/output vectors with 65 different characters, for a total of $T=1 \mathrm{e} 6$ characters, and an hidden state of 128 neurons. Then, we let the network generate its own sequence:

## ROMEO:

To dew I leave thee can thou shall little man
Is sore-pairs of own be prevail a quamiofh
Crunk of and then must do everfillly you;
And fore your grace.
Kills you were in beither so thee,
Bray to bears this crown that five married.
O, Green, that's no lesterally,-

## WARWICK:

Do youth; I have spoke his valeity,
Whom it swillget plinks of all heably
Direct my destail to victory.

## GREMIO:

In a mother, nurse, have you bud, here in the men, and hardly wind more frial'd eyes, And leave him? Now she perspace.

## KING EDWARD IV:

Roun your mistress
Interdails their save and honests to be.

Of course the neural network produces a meaningless play, but it is amazing to notice that it has learnt some words typical of Shakespeare's ages, such as "thee" or 'thou", and also the structure of a Shakespearian play, with the name of the character (all in capitol letters) before its speech. We want to highlight also the fact that many names are really names of characters of Shakespeare's works, which successively alternate in the performance, creating dialogues between, for example, Warwick and Gremio, which appear in "Henry VI" and "The Taming of the Shrew", respectively. Moreover, even if some generated words does not exist, at least it is possible to define them as "plausible", and also their length is not too long, which means that the network has learnt where to insert properly a blank space.

Finally, using the same settings as in the previous example, we also "gave the network to read" the cookbook by the famous Pellegrino Artusi, who wrote La scienza in cucina e l'arte di mangiar bene ("The Science of Cooking and the Art of Fine Dining"), and asked our network to produce a recipe on its own. The result is impressive:
750. Crostate per ridotto staccarsi.

Farina d'Ungheria, grammi 300.
Burro, grammi 40.
Parmigiano grattato, grammi 30.
Parmigiano, cucchiaiate n. 5.
Peperato tra convitella di vainiglia.
L'ora.
Prendete o tritate il sale al composto una pobe può bastire per dieci moditi. Tuco bianco come versatelo in Italia in genemmo, un po' di sugo sufficientelo nel burro in padella della vedrete tratti sul granelmo a questo.
Cucchiaiate dal fuoco con qualche cucchiaiata, due cucchiaiate di reso cerdo con sale e pepe, dopo ossersto, perché sarabbario.
Farina di farma di magro grossi, grammi 30.
Prosciutto grasso e uno spicchio d'aglio amalito. La trigle, nettate unite il tagiame onde non sono dirante lunghe rimuscono e per compresa di un piattoccino 'osprazione

This recipe has a sort of title at the beginning, then the list of the ingredients and finally the description of the preparation process, and a part from some meaningless
words, in which anyway can notice an Italian-style sequence of vowels and consonants, there are many right ones, even very long such as "cucchiaiate" or groups of words that are used together, such as "Farina d'Ungheria", "Parmigiano grattato", or "spicchio d'aglio".
Finally, just for fun, we propose another recipe if an interested reader wants to try it:

Pezzettini di filettina n. 31.
Principii. Sformato pinetta col brodo.
Un pizzico di farina, grammi 200.
Dette, foglie di pollo. Fate bollire vannia colla lunetta sulla carne mezza e pasta di latta in cui neranti e dopo col mestolo ove fare la due persone. Contonuta fanno famallo fatelo calde.
387. Pavoli frutta ci'nosca, grammi 500.

Latte, spacciate in mandorle, l'olio, grammi 40.
Panna di zucchino, grammi 45.
Uova, n. 1.
Diecime, cucchiaiate e mettete il riso e intinto allunga comune passato in una spino per farà il cucino con la Gulattera da marsa per tantella mezza noccuccuo restano aggiandoli, fatelo soltanto, asciatto e alquanto più succo la loro bianco, il coltello e fategli una teglia e sciogliendo la conserva e quanto basta.

### 6.2 Path Prediction of Mobile Users

Another interesting problem that can be addressed making predictions with RNNs is the study of the paths covered by walking mobile users. These data were provided us by the Joint Open Lab SWARM of TIM. In order to preserve the privacy of the users, TIM refers to the users with an ID, which changes every day, but for our purpose it is not important to know who covered a specific path. These data were given us as a sequence of indices, each of them corresponding to a crossing in the center of Turin (we will refer to them as nodes). We have a total of 531 possible crossings, plus one that refers to the end of a path and the beginning of a new one, and so we build the input/output vectors using a one-hot representation. Again, we set the number of hidden neurons to 128 and choose the LogSoftMax as output non-linearity, coupled with a NLL criterion to minimize the cost function.

After using these data to train the network, we perform some tests giving the initial nodes to the network and then letting the network predict the next ones. We represented the results on the map of Turin center: we compare Figures 6.4 and 6.5, where we show the actually covered paths and the ones predicted by our RNN.


Fig. 6.4 Ground truth of the test paths.


Fig. 6.5 Predicted paths with RNN.

As we can see, the paths in the two figures can be mainly overlapped, except of a couple of nodes that the RNN failed to predict, such as the one in via San Quintino for the darkgreen path or the one in via Santa Teresa for the lightgreen one, but even in this case the network recovers the true path after the wrong node.

Since when the RNN fails to predict the right node it is not a node near to the previous one, we decided to "help" the RNN giving the adjacency matrix of the graph built on the map, so that the network has to choose only between the near crossings. This increases the performance, and we report the results obtained exploiting the adjacency matrix in Table 6.1, where we also study how much the number of initial nodes affects the results. As we can notice, with few initial nodes the network hesitates and repeats some node, but then it finds the right path, which is only shifted in time, while with 6 or more nodes the path is exactly the same as the ground truth one. On the other hand, if we use the adjacency matrix to choose randomly the following node, but avoiding loops in the graph, we obtain a path that initially can look like the true one, but then it diverges on wrong roads.

Table 6.1 Path prediction varying the number of nodes used as initial seed.

| Time step | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ground Truth | 509 | 526 | 525 | 524 | 527 | 4 | 73 | 76 | 77 | 86 | 87 | 93 | 94 | 170 | 215 | 217 | 223 | 224 | 229 |
| 2 nodes for seed | 509 | 526 | 509 | 526 | 527 | 526 | 527 | 45 | 73 | 76 | 77 | 86 | 87 | 93 | 94 | 170 | 215 | 217 | 223 |
| 3 nodes for seed | 509 | 526 | 525 | 526 | 527 | 526 | 527 | 45 | 73 | 76 | 77 | 86 | 87 | 93 | 94 | 170 | 215 | 217 | 223 |
| 4 nodes for seed | 509 | 526 | 525 | 524 | 527 | 45 | 73 | 76 | 77 | 86 | 87 | 93 | 94 | 170 | 215 | 217 | 223 | 224 | 229 |
| 5 nodes for seed | 509 | 526 | 525 | 524 | 527 | 45 | 73 | 76 | 77 | 86 | 87 | 93 | 94 | 170 | 215 | 217 | 223 | 224 | 229 |
| 6 nodes for seed | 509 | 526 | 525 | 524 | 527 | 4 | 73 | 76 | 77 | 86 | 87 | 93 | 94 | 170 | 215 | 217 | 223 | 224 | 229 |
| Random choice | 509 | 526 | 42 | 524 | 527 | 45 | 458 | 46 | 44 | 43 | 32 | 38 | 48 | 50 | 51 | 54 | 56 | 80 | 65 |

This kind of problem is important because it has a large variety of applications, especially in a smart-city framework. As a matter of fact, it is useful to foresee the path of a mobile user in order to suggest or ask him/her to change the way in case of necessity. For example, if some garbage cans or street lights are not covered by any wireless connection and may need to communicate to their corresponding operations center that they are stuffed with rubbish or a breakdown, we can ask the user to go on a specific street, close to the one he/she is, in order to let the garbage cans or street lights to use the mobile connection in exchange of some special offer for the mobile user. Moreover, it can be possible to advise the user to move to the next street if there is some kind of accident, such as traffic jam or men at work.

Thus, an important aspect of the prediction is to communicate promptly with the users, which implies the use of faster RNN rather than the LSTM architecture, and moreover we do not need a large memory of previous time-steps to predict the following one, so we used a simple RNN for the prediction of mobile users' paths.

## Chapter 7

## Prediction of Video Sequences using Recurrent Neural Networks


#### Abstract

Brief - In this chapter, we present how to predict video frames with recurrent neural networks. We show performance on three datasets. We start from the literature bouncing balls problem, where the network has to learn the physical laws of colliding balls, without having knowledge about the physical characteristics of problem such as the velocity and the direction of the moving balls. On the other hand, the network is able to predict correctly the movement of the balls only exploiting the visual information from the video frames. Then, we train our network on bigger scale problems: thanks to the dataset provided by TIM, we study the distribution of mobile phones in the city of Turin and over a wider area, such as the whole Piedmont region, which is a problem with many applications in different fields.


### 7.1 Bouncing Balls Problem

Since in previous chapter we explained how to predict numerical sequences with RNNs, here we introduce the natural extension to two-dimensional sequences prediction, corresponding to video predictions, where each frame is an image and thus it can be represented as a matrix.

Since RNNs can be associated to dynamical systems, they are suitable to face physical problems. One problem faced in literature is the bouncing balls problem [75, 76], where a RNN is trained to learn the physical laws of colliding balls.
We generate a $18 \times 18$ video with two or three balls, whose position is defined by the coordinates of the centres. The balls bounce among each other and off the walls,
considering their radius and their velocity. Then, we give as input to the RNN each video frame, which can be represented as a matrix with ones, where there are the balls, and zeros elsewhere. The network has to predict the following frame, so, exactly as in the text generation problem, the output at time $t$ is the input at time $t+1$, i.e. $x(t+1)=y(t)$, as shown in Figure 7.1.


Fig. 7.1 A three bouncing balls sequence: input sequence in the first line, prediction of the following input frame with RNN in the second one.

Unlike the generation of text, where we need a probability distribution as output in order to predict the most probable character, here we need the image representing the balls position at each time-step. For this reason, we change the output non-linear function $\phi_{y}$ to the logistic sigmoid function

$$
\phi_{y}(z)=\frac{1}{1+\exp ^{-z}},
$$

which bounds the values of $z$ between 0 and 1 , so we have to apply a threshold to obtain the next $0 / 1$ input matrix. Therefore, we need also to change the criterion for computing the error to the MSE (2.3), because now we do not have a classification problem but a regression problem. We trained both a simple RNN, an LSTM and an RNN with our regularization to extend its memory (REG) for 20 epochs, using the Adam optimization scheme to update the parameters. The results are reported in Table 7.1. We can see that our method, where we bound the singular values between 0.9 and 1.1 with the additional condition on their RMS to be close to 1 , outperforms the others, both on the training set and on the testing set, in all the cases of two and three bouncing balls.

Table 7.1 MSE for two and three bouncing balls on training and testing sets.

|  | Two balls |  |  | Three balls |  |
| :--- | :---: | :---: | :--- | :---: | :---: |
|  | Training | Testing |  | Training | Testing |
| BPTT | 5.8002 | 6.7410 |  | 6.8348 | 7.4344 |
| LSTM | 6.9431 | 8.0639 |  | 6.1513 | 6.5897 |
| REG | $\mathbf{5 . 5 3 0 8}$ | $\mathbf{6 . 5 2 3 4}$ |  | $\mathbf{5 . 9 9 0 3}$ | $\mathbf{6 . 5 8 4 2}$ |

Moreover, if we analyse the trend of the error for all the epochs, we can notice from Figure 7.2 that, especially in the case of three bouncing balls (right image), our method (blue line) reaches the convergence value much earlier than the others (BPTT with a simple RNN in green, and BPTT for LSTM in red).


Fig. 7.2 MSE trends of different methods for two (left) and three (right) bouncing balls.

### 7.2 Mobile Users Distribution over a Region

In this Section, we deal with bigger images than the one considered for the bouncing balls problem, using data provided TIM about the distribution of mobile users over a region. Each image of the video sequence is represented with a $1927 \times 1556$ presence matrix, where in each pixel, referring to an area of about $17 \mathrm{e} 3 \mathrm{~m}^{2}$, we have the number of active mobile phones. Each image is generated every 15 minutes, but, since the variation are not so relevant in that time lapse, we sample the data every hour. In Figure 7.3, we represent a video frame of the Piedmont region (on the left side) and a zoom in the area of Turin (on the right side) through a colormap, where
the red pixels refers to a more crowded area and the blue ones to an empty zone, and, since the Piedmont has not a rectangular shape, the value of the pixels outside the region are set to -1 .


Fig. 7.3 Example of distribution of mobile users in Piedmont region (left) and a zoom in the Turin area (right), represented in a logarithmic scale.

Moreover, in order to enhance the values, we display the natural logarithm of the presence matrix, and thus we can notice that the image highlights the residential areas and the main streets, as shown in Figure 7.4, where we overlapped our data to a map of the Piedmont region.


Fig. 7.4 Overlap between analysed data and a map of Piedmont.

Since the dimensionality of the data is really high, i.e. we have about 3e6 pixels for $T=2880$ time-steps, which corresponds to the period between April and July 2016, we exploit the SVD of the input images, building a low-rank approximation of them . Let us consider the collection of input images in a big matrix $X$ of dimension $2880 \times 2998412$, where each row corresponds to one time-step vectorized image. We compute an low-rank incremental SVD $[77,78]$ for this matrix while loading the data. At the end of this process, we obtain the matrices $U, S$, and $V$ such that

$$
U S V^{\top} \approx X, \quad \text { where } \quad\left\{\begin{array}{l}
U \text { is } 2880 \times k  \tag{7.1}\\
S \text { is } k \times k \\
V \text { is } 2998412 \times k
\end{array}\right.
$$

with $k$ rank of the approximation.
We test the accuracy of this approximation for $k=100,200$ in three specific zones: a pixel in the center of Turin, which is subject to high fluctuation and might become very crowded, a pixel in the suburb of Turin, where there are fewer people, and one in a Alessandria, a smaller town of Piedmont. As shown in Figure 7.5, we


Fig. 7.5 Absolute error of the SVD reduction in three different zones, i.e. Turin center (top-left), Turin suburb (top-right) and Alessandria (bottom-left), and SNR considering the whole Piedmont region (bottom-right).
compare the absolute error committed each hour during a day in these three areas, along with the signal to noise ratio (SNR) on the whole Piedmont. As expected, the approximation with rank $k=200$ gives a better performance, which means lower absolute error and higher SNR, than the one with $k=100$. Anyway, both of them provides interesting results, since, if we compute the mean of the absolute error, we obtain at most, as reported in Table 7.2, an error of two people for $k=100$ in the center of Turin and of 1.3 for $k=200$. Moreover, we obtain also high values of the SNR: 36.4927 dB and 37.5608 dB for $k=100,200$, respectively, over the whole Piedmont region.

Table 7.2 Absolute mean error of the SVD approximation.

|  | Turin Center | Turin Suburb | Alessandria |
| :--- | :---: | :---: | :---: |
| SVD $k=100$ | 2.1304 | 0.5652 | 1.3043 |
| SVD $k=200$ | 1.3043 | 0.5217 | 0.7826 |

These results encourage us to exploit the SVD low-rank approximation in order to reduce the dimensionality of the data. Therefore, we use as input $x(t)$ each column of the matrix obtained by multiplying $(U S)^{\top}$ of (7.1), which means that our inputs are $k$-length vectors. We choose an hidden state of 128 neurons and an output non-linear function $\phi_{y}$ as the identity function, since we do not have any requirements on the output values. Then, once computed the outputs $y(t), \forall t$, it is used as next input $x(t+1)$, or we multiply it by $V^{\top}$ of (7.1), in order to obtain back again the image representing the distribution of mobile phones. In the following, for the experiments, we choose $k=200$.

The prediction of mobile users in future time-steps is a particularly interesting problem for its application fields. The security force could benefit from this knowledge to predict the movement of the population in the near future, for example in case of events such as a football match or a concert or a festival. Public transport agency could enhance their supply in case of sudden increasing flow of people. On the other hand, also TIM could have a tool to dispense further services, such as applications to provide users information about crowded places or traffic jams on streets. Moreover, these predictions could furnish details on the usage of the mobile network, increasing the signal where needed.

Therefore, as the promptness of the prediction is essential, we do not use LSTM architecture. Moreover, latest pieces of information are more relevant than other in
the past, so we do not use our regularization to extend the memory of the network either, but we can apply our least square initialization of Chapter 5 (INIT) and use it also as on-line adaptative method to update the parameters (UPDATE) as soon as new data are available.

The results are reported in the following. Figure 7.6 shows three matrices, one next to the other, with the true distribution at a specific instant of time in the left side, the estimated one using an RNN trained starting with initialized parameters and using our update method, and the absolute error between them in the right side. As we can see, in the right side the matrix is totally coloured in blue, which corresponds


Fig. 7.6 From left: real distribution, predicted one and absolute error between them.


Fig. 7.7 From left: real distribution, predicted one and absolute error between them, all filtered with a logarithm.
to a small error and an high SNR ( 32.3355 dB , for $k=200$ ). In Figure 7.7, we repeat the same images as the one in Figure 7.6 filtered with a natural logarithm in order to enhance the values, recognizing the shape of Piedmont and the main cities and streets, and also to better view the absolute error on the right side. As shown in Table 7.3, using a neural network approach to predict the future time-steps outperforms a bare prediction such as the replication (REPL) of previous time-step. Moreover, our initialization is helpful in this experiment, since it improves the results of classical BPTT, especially using it also in an adaptative way, running 2 iterations in order to update the parameters according to the latest time steps.

Table 7.3 Signal to noise ratio of the prediction of mobile users in Piedmont region.

|  | Piedmont (SNR [dB]) |
| :--- | :---: |
| REPL | 27.9337 |
| BPTT | 30.3370 |
| INIT | 32.2833 |
| INIT+UPDATE | $\mathbf{3 2 . 3 3 5 5}$ |

Then, we focus our attention on three characteristic pixels, one in the center of Turin, one in the suburb of Turin, and one in a Alessandria, showing the trend of the distribution of mobile users and the absolute error during a day, in Figures 7.8-7.9-7.10, respectively. Even in these pixels starting with initialized parameters and updating them continuously with new data produces a relative absolute error around $2-3.5 \%$, which translate into an prediction error of 2-6 people, while classical BPTT is between $3.5 \%$ and $7 \%$ and the replica even between $5 \%$ and $9 \%$, i.e. it can fail by 20 people in average. The mean absolute errors are reported in Table 7.4.

Table 7.4 Mean absolute error of the prediction of mobile users.

|  | Turin Center | Turin Suburb | Alessandria |
| :--- | :---: | :---: | :---: |
| REPL | 13.5909 | 8.6818 | 5.8182 |
| BPTT | 10.3043 | 5.6522 | 3.9565 |
| INIT | 6.6957 | 3.5217 | 2.4783 |
| INIT+UPDATE | $\mathbf{6 . 2 1 7 4}$ | $\mathbf{3 . 3 0 4 3}$ | $\mathbf{2 . 0 8 7 0}$ |



Fig. 7.8 Number of mobile users and absolute error in the center of Turin during a day.


Fig. 7.9 Number of mobile users and absolute error in the suburb of Turin during a day.


Fig. 7.10 Number of mobile users and absolute error in Alessandria during a day.

### 7.3 Discussion

In this chapter we analysed the prediction of video sequences using RNNs.
We started with the literature problem of bouncing balls, where the network had to learn the physical laws of two or three colliding balls only from the visual information of the video. We compared our regularization method explained in Chapter 4 with a simple RNN and an LSTM architecture. The results showed an improvement in the performance using our method, both in case of two and three balls and both on training and testing sets (see Table 7.1).

Then, we considered data provided by TIM about the distribution of mobile users over a region. We addressed the huge amount of data in this problem exploiting an incremental SVD of the data as soon as new ones are available. This is an very interesting problem with a great number of different application fields: in security scenarios, in public transport for increasing the buses supply, or for the mobile company to provide a tool to its users with information about crowded places and traffic jams. Since the promptness of the prediction is fundamental in this problem, we did not use LSTM networks neither the regularization to extend the memory because the latest data are more relevant. Therefore we apply our least square initialization (see Chapter 5) using it also as an real-time learning method. The results, reported in Table 7.4, show that we can predict the distribution of mobile users with an error from 2 to 6 people in a less or more crowded area respectively.

## Chapter 8

# Missing Data Imputation in Audio Spectrograms via Recurrent Neural Networks 


#### Abstract

Brief - This chapter proposes the use of neural networks to restore audio signals with incomplete spectrograms, that is, with missing time-frequency data. An approximate recovery of the missing data is often possible, since redundancies and fixed structures repetitions are very common in music and speech. For this long-standing problem, different deterministic and probabilistic models and algorithms have been proposed in the literature, which generally assume some prior knowledge on the structure of the spectrogram, namely on its rank or some probabilistic distribution on its columns. Neural networks, instead, can learn the structure of the data with no prior assumption and hence provide a better adaptation for missing data imputation. We design recurrent and long short-term memory neural networks specifically tailored to audio signals, and we demonstrate via numerical experiments that a performance improvement can be achieved with respect to the state-of-the-art methods.


Missing data imputation refers to the problem of recovering portions of signals that have been lost or occluded by noise or by competing signals. This is a pervasive problem in image and audio processing [79, 80], in particular in speech recognition [81, 82]. Audio signals are usually represented as spectrograms, that is, time-frequency distributions of acoustic power. Visually, a spectrogram is a twodimensional matrix in which each entry represents the signal power at a given time and frequency. It is often the case that the spectrogram is incomplete, for example due to noise, interferences, filtering operation in signal transmission, aggressive compression (such as MP3) or audio editing. This may remove some time-frequency data or make them unreliable, which makes the audio signal unusable. On the other
hand, spectrograms generally have significant time-frequency correlations which can be exploited to assign reasonable values to the missing data. In the literature, several approaches have been proposed that process the available data to discover fixed structures and redundancies that allow to impute the missing values. On one hand, deterministic models like $k$ nearest neighbours or singular value decomposition have been explored for interpolation; on the other hand, probabilistic models have been proposed to build a statistics, based on available data, and then estimate the missing values [80].

In this chapter, we propose a new approach to missing data imputation for timefrequency representation of audio signals using neural networks. As in [80], we consider a spectrogram with gaps, which we try to recover by learning the spectral structure of the signal from the available spectrogram cells. We take into account a particular kind on neural network, known as recurrent neural network (RNN, [83, Chapter 10]), which exploits a temporal dependency of the data. Moreover, we consider the extension to long short-term memory networks (LSTMs, [14]), which can store information of long time sequences and have been applied successfully in various domains, e.g. handwriting recognition [84], speech recognition [7], and image captioning [10].

In the last years, neural networks have been largely explored as methods to patch data sequences with gaps, as they naturally provide an interpolation strategy that is able to take into account the data structure with no prior information or predetermined model. In audio signal processing, neural networks have been proposed to predict and recover music [85, 86], but more classical probabilistic schemes are still preferred in the recent literature [80, 87-90]. Probabilistic methods typically assume some prior structure. For example, in [80], the columns of the spectrogram are considered as histograms drawn from a mixture multinomial process, similarly to the model used in probabilistic latent semantic analysis (PLAS, [91]), while in [90] wider compositional models have been analysed, based on which a spectrogram is a linear combinations of atoms, and both atoms and coefficients of the linear combination have to be estimated. Well-known mathematical methods like Expectation-Maximization (EM) and convex optimization are used to perform the estimation. Experiments show that such methods achieve satisfactory performance. However, different parameters need to be priorly set, e.g., the number of atoms and the number of bases of the mixture.

Our rationale is that neural networks may overcome such a tricky presetting and modelling by learning the specific features directly from data, employing a powerful non-linear model. A suitably designed neural network, in fact, has the capability to learn and adapt promptly to the considered signals, which reveals a significant potential for audio signal processing [12]. The aim of this chapter is to start to draw from such potential, by designing neural networks able to be trained over a small dataset and to outperform the state-of-the-art methods for incomplete audio spectrograms recovery.

### 8.1 Background on State-of-the-art Methods

As already mentioned, deterministic ad probabilistic schemes have been evaluated in the literature for audio imputation. The most popular deterministic schemes for matrices (e.g., spectrograms) with missing entries are $k$ nearest neighbours ( $k-\mathrm{NN}$ ) and singular value decomposition (SVD) [92]. Given an incomplete matrix, $k$-NN search for the $k$ columns closer to the incomplete columns and uses their mean for imputation. The SVD method, instead, iteratively computes a least squares SVD approximation of the incomplete matrix, having priorly set a certain rank. SVD is generally more accurate than $k$ - NN , but its complexity is higher.

Deterministic methods have been recently outperformed by probabilistic methods. In [80], a model similar to PLSA model has been exploited. Each spectral vector $S_{t}$ is considered as a scaled histogram: given a random variable $f$ over the frequencies $\{1, \ldots, F\}$, at time $t, S_{t}$ is generated according to the mixture multinomial distribution $P_{t}(f)=\sum_{z=1}^{Z} P_{t}(z) P(f \mid z)$, where $P(f \mid z)$ are the "bases" of the mixture (not dependent on time), and $P_{t}(z)$ the weights. The number $Z$ of bases has to be set a priori. The EM algorithm is then used to learn the parameters of the distribution from available data and impute the missing data.

In [88] a variant has been proposed that recasts the model into a non-negative hidden Markov model (N-HMM). PLSA in fact considers each time frame independently, while N-HMM envisages also the dynamics in time. More precisely, while PLSA build a unique dictionary of spectral vectors, N-HMM builds different dictionaries for different frequency sub-bands. As shown in [88], this is the right choice in case of audio clipping, that is, when some some frequencies are cut off and then totally missing.

### 8.2 Proposed Neural Network Design

RNNs, and in particular LSTMs, have been largely explored for speech and music learning purposes. Above all, pop music is often a combination of few melodic and harmonic patterns, repeated in time. Such simple structures, which can be easily learned and remembered by a human brain, are good candidates to be learned by a neural network. Repeated patterns require to store some past information. This suggests the feed-forward neural networks, which exploit only the present information to predict the future, are not enough for this purpose. This is why researchers addressed much effort towards RNNs, and in particular LSTMs, which are able to store long-time patterns.

Experiments on music learning, reproduction, generation, and event detection via RNN/LSTMs have attracted a lot of attention in the last decades (see [93] and the references therein). In particular, RNNs/LSTMs have been designed to reveal acoustic novelties (e.g., for surveillance applications) [94], and to learn structures from a particular music genre to predict melodies [95]. Besides, a huge number of more audacious experiments have been documented, which attempt to compose music after training on a specific genre or composer discography.

Our contribution differs from these previous works at least for two aspects. First, we do not perform a training over a large dataset of correlated music, but only on the part of song which is available, which dramatically reduces the training time. Second, we dot not process the song itself, but its spectrogram, which represents the evolution of the frequencies in time. The audio signal evolution and the spectrogram are clearly closely correlated, but the analysis on the spectrogram is more sophisticated as both correlation in time and in frequency can be used. This could be suitable for example to recover lost sub-bands, e.g., after aggressive MP3 compression.

In order to apply a neural network approach to tackle the audio imputation problem, we set the inputs $x(t)$ to be the columns of the spectrogram for each time step $t$, while the expected output is the following time step, i.e., $y(t)=x(t+1)$. Thus, each input/output pair is a 129 -column vector.

For what concerns the non-linearities, on the one hand, in the RNN we set $\phi_{h}=\tanh$, which bounds the values of the hidden state between -1 and 1 [83, Section 10.2], and $\phi_{y}$ as the identity function, i.e., we do not impose constraints on the output values. On the other hand, for the LSTM we set $\phi_{i}=\sigma, \phi_{j}=\tanh , \phi_{f}=\sigma, \phi_{o}=\sigma$,
where $\sigma(z)=1 /\left(1+e^{-z}\right)$ is the standard logistic sigmoid function, which shrinks the values between 0 and 1 [14]. As for the RNN, $\phi_{y}$ is the identity function.

We train both our RNNs and LSTMs on the available data (i.e., the columns of the spectrogram before and after the gap) with the back-propagation algorithm, employing the Adam optimization method [27] to update the parameters of the network. We choose an hidden state $h(t)$ of 129 units, which is equal to the number of the frequencies in the spectrogram, and, during the training, we unfold the network for 45 time steps and using 20 mini-batches to be trained in parallel. We run the training phase for 10 epochs, starting with a learning rate of $1 \mathrm{e}-3$, which decays by a factor of 0.97 each epoch starting after the 5th one. All these hyper-parameters have been tuned on the basis of several experiments. Finally, once the network has been trained, we fill the gaps running the network with input $y(t-1)$ at time $t$.

### 8.3 Experiments

In this section, we present some tests of reconstruction of audio signals with incomplete spectrograms. We consider the setting where spectrogram values are totally or partially missing in a given interval of time, and we compare our RNN and LSTM recovery to EM [80] and SVD methods [92]. We point out that EM can be applied only if some frequencies are still available in the incomplete interval. Moreover, we do not compare to N-HMM [88] which, as we said, is oriented to clipping problems.

### 8.3.1 Setup

As in [80], we formulate the problem in terms of minimization of the mean-square error on the spectrogram, which is the most common metric. In [90], other metrics have been studied (i.e., Kullback-Leibler and Itakur-Saito divergences), which according to some authors are more suitable for audio performance evaluation: this is a point that we will investigate further in our future work. The spectrogram that we consider is the magnitude of the short-time Fourier transform (STFT) of the audio signal. Finally we assume that the "spectrographic mask" that determines which spectrogram cells are unreliable or missing is known.

We show two performance metrics. The first one is the spectrogram relative error (RE), defined as

$$
\mathrm{RE}:=\frac{\|\widehat{S}-S\|_{F}}{\|S\|_{F}},
$$

where $S$ and $\widehat{S}$ respectively represent the true and the estimated spectrograms, while $\|\cdot\|_{F}$ is the Frobenius norm. The second one is the signal-to-noise ratio (SNR) on the audio signal, that is:

$$
\operatorname{SNR}:=\frac{\|z\|_{2}}{\|z-\widehat{z}\|_{2}},
$$

where $z$ and $\widehat{z}$ respectively represent the true and the estimated audio signals.
For EM and SVD, we respectively set the number of mixture atoms $Z=10$ and the rank $=10$ on the basis of preliminary tests: beyond these values, accuracy does not increase significantly, while complexity becomes critical. The EM distribution parameters are learned from the complete data (with no gaps), which slightly favours EM.

### 8.3.2 Results

For our experiments, we consider six music pieces of different genres: (I) Black Night, by Deep Purple; (II) If, by Pink Floyd; (III) Walk on the Wild Side, by Lou Reed; (IV) Satellite of Love, by Lou Reed; (V) 16 Shades of Blue, by Tori Amos; (VI) Polonaise A flat Op. 53, by Chopin.

For all of them, we consider a central gap of width equal to $\frac{1}{4}$ of the spectrogram time range. In this interval, we assume that only 2,4 , or 16 frequencies over 129 (starting from the lowest ones) are available, or that all the frequencies are missing (in which case, EM cannot be applied).

The results are collected in the Tables I-IV, respectively considering the cases with $0,2,4$, or 16 available frequencies. The best performance for each experiment is highlighted in bold. As expected, by increasing the number of available frequencies the performance is generally improved. Notice that, in almost all our experiments, our neural network-based approach outperforms SVD or EM methods. We notice that with 16 available frequencies the RE is always below the $10 \%$, and the corresponding SNRs are high, for all the methods. With fewer available frequencies, instead, LSTM and RNN have the best performance, except for (VI); this can be due to sophisticated
structure of this piece if compared to the others. Finally, comparing only RNN and LSTM performances, LSTM has a general better performance (except for a couple of instances) since it characterized by a longer memory thanks to the overcoming of the "vanishing gradient" problem [14].

Finally, we graphically illustrate the recovery test on (IV) by depicting the spectrograms in Figure 8.1. In the first row, we show the original and the incomplete spectrograms, while in the second and third row we show the recovered spectrograms, respectively SVD, EM, RNN, and LSTM. While the SVD and the EM methods tends to fill the gaps with a combination of the other columns, our approaches predict the following columns providing an horizontal evolution in time. This horizontal correlation, which is significant in the images, helps improving the performance in the audio recovery.

### 8.4 Discussion

In this chapter, we showed how to address the missing data problem for audio spectrograms using recurrent neural networks. We experimentally proved that it is possible to fill the gaps with RNNs and LSTM networks improving the performance of state-of-the-art methods. Moreover, unlike EM, RNNs can recover the spectrogram even in case of time intervals in which all frequencies are missing. Next step would be to improve RNN/LSTMs performance exploiting the two-directional correlations in the spectrogram.

Table 8.1 Complete gap (no available frequencies)

| Song | RE |  |  | SNR (dB) |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SVD | RNN | LSTM | SVD | RNN | LSTM |
| (I) | 0.32 | $\mathbf{0 . 2 8}$ | 0.29 | 10.62 | $\mathbf{1 1 . 5 2}$ | 11.33 |
| (II) | 0.31 | 0.37 | $\mathbf{0 . 2 8}$ | 10.98 | 8.83 | $\mathbf{1 1 . 7 7}$ |
| (III) | 0.95 | 0.49 | $\mathbf{0 . 3 7}$ | 2.11 | 6.10 | $\mathbf{9 . 0 8}$ |
| (IV) | 0.43 | 0.39 | $\mathbf{0 . 2 8}$ | 7.11 | 8.68 | $\mathbf{9 . 8 9}$ |
| (V) | 0.53 | $\mathbf{0 . 3 1}$ | 0.40 | 6.09 | $\mathbf{1 0 . 8 4}$ | 8.10 |
| (VI) | $\mathbf{0 . 3 5}$ | 0.41 | 0.37 | $\mathbf{9 . 6 9}$ | 7.99 | 8.48 |

Table 8.22 available frequencies

| Song |  |  |  |  | RE |  |  |  |  | SNR (dB) |  |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SVD | EM | RNN | LSTM | SVD | EM | RNN | LSTM |  |  |  |  |  |
| (I) | 0.22 | 0.24 | 0.19 | $\mathbf{0 . 1 8}$ | 13.17 | 12.71 | 14.28 | $\mathbf{1 4 . 5 7}$ |  |  |  |  |  |
| (II) | 0.17 | 0.14 | 0.15 | $\mathbf{0 . 1 4}$ | 16.38 | 17.72 | 17.59 | $\mathbf{1 7 . 8 4}$ |  |  |  |  |  |
| (III) | 0.16 | 0.17 | 0.28 | $\mathbf{0 . 1 6}$ | 15.08 | 14.96 | 10.81 | $\mathbf{1 5 . 2 1}$ |  |  |  |  |  |
| (IV) | 0.33 | 0.28 | 0.41 | $\mathbf{0 . 2 1}$ | 9.26 | 11.73 | 7.97 | $\mathbf{1 3 . 2 7}$ |  |  |  |  |  |
| (V) | 0.28 | 0.31 | 0.28 | $\mathbf{0 . 2 8}$ | 9.45 | 9.11 | 9.48 | $\mathbf{1 0 . 3 1}$ |  |  |  |  |  |
| (VI) | 0.34 | $\mathbf{0 . 3 2}$ | 0.36 | 0.35 | 9.85 | $\mathbf{1 0 . 1 9}$ | 8.57 | 8.89 |  |  |  |  |  |

Table 8.34 available frequencies

| Song |  |  |  |  | RE |  |  |  |  | SNR (dB) |  |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SVD | EM | RNN | LSTM | SVD | EM | RNN | LSTM |  |  |  |  |  |
| (I) | 0.16 | 0.15 | 0.15 | $\mathbf{0 . 1 3}$ | 15.59 | 16.64 | 16.61 | $\mathbf{1 7 . 3 9}$ |  |  |  |  |  |
| (II) | 0.05 | 0.05 | $\mathbf{0 . 0 4}$ | 0.04 | 26.64 | 26.64 | $\mathbf{2 7 . 5 7}$ | 27.50 |  |  |  |  |  |
| (III) | 0.08 | 0.08 | 0.11 | $\mathbf{0 . 0 7}$ | 21.05 | 21.50 | 18.44 | $\mathbf{2 1 . 8 6}$ |  |  |  |  |  |
| (IV) | 0.21 | 0.17 | 0.38 | $\mathbf{0 . 1 6}$ | 12.98 | 15.22 | 8.40 | $\mathbf{1 5 . 7 9}$ |  |  |  |  |  |
| (V) | 0.25 | 0.23 | 0.24 | $\mathbf{0 . 2 2}$ | 10.78 | 11.66 | 11.23 | $\mathbf{1 1 . 9 3}$ |  |  |  |  |  |
| (VI) | 0.24 | 0.22 | 0.25 | $\mathbf{0 . 2 1}$ | 13.12 | 13.58 | 12.18 | $\mathbf{1 3 . 6 2}$ |  |  |  |  |  |

Table 8.416 available frequencies

| Song | RE |  |  |  |  | SNR (dB) |  |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SVD | EM | RNN | LSTM | SVD | EM | RNN | LSTM |  |
| (I) | 0.09 | 0.07 | 0.07 | $\mathbf{0 . 0 6}$ | 20.61 | 21.18 | 23.40 | $\mathbf{2 4 . 1 8}$ |  |
| (II) | 0.02 | 0.02 | $\mathbf{0 . 0 2}$ | 0.02 | 33.45 | 33.35 | $\mathbf{3 3 . 5 2}$ | 33.17 |  |
| (III) | 0.04 | 0.04 | 0.04 | $\mathbf{0 . 0 4}$ | 27.76 | 27.80 | 26.42 | $\mathbf{2 7 . 9 0}$ |  |
| (IV) | 0.08 | 0.07 | 0.09 | $\mathbf{0 . 0 7}$ | 21.34 | 22.41 | 19.92 | $\mathbf{2 2 . 5 8}$ |  |
| (V) | 0.06 | 0.04 | 0.06 | $\mathbf{0 . 0 4}$ | 23.90 | 26.97 | 24.17 | $\mathbf{2 7 . 1 2}$ |  |
| (VI) | 0.03 | 0.03 | 0.03 | $\mathbf{0 . 0 3}$ | 30.01 | 29.34 | 28.99 | $\mathbf{3 0 . 6 7}$ |  |



Fig. 8.1 Recovery of spectrogram of (IV). From top to bottom, and left to right: (a) original spectrogram; (b) incomplete spectrogram; recovered spectrograms by (c) SVD, (d) EM, (e) RNN, (f) LSTM.

## Chapter 9

## Conclusions and Future Developments

In this thesis, we studied a particular class of artificial neural networks, which is specific for analysing time sequences and is characterized by a feedback loop of the hidden state to link the current time step to the previous one. It is known as recurrent neural network (RNN, [5]).

Despite RNNs are known to be suitable to solve many tasks in several fields (e.g. language modelling [6], speech recognition [7], video analysis [9], image captioning [10], and so on), they are difficult to train, especially on long-range temporal structure problems, due to the so-called vanishing gradient problem [16, 11]. Therefore, our work focussed both on a theoretical understanding of RNNs and on their application to a wide range of non-linear prediction problems.

As regards the theoretical part, we addressed the weaknesses of state-of-theart models and contributed to improve the performance of RNNs. First of all, we analysed echo state networks (ESN, [15]), which do not have to deal with vanishing gradients and do not require prohibitive computational costs, but they do not have any theoretical guarantees, since they are based on a conjecture that remains to be shown [17, 18].
Specifically, we established conditions for the existence of stable limit cycles, whose existence is equivalent to the echo state property. We provided sufficient conditions for the convergence to a trajectory that is uniquely determined by the driving input
signal, independently on the initial states, thanks to the notion of attractive fixed-point and the propagation of the periodicity of the input signal to the hidden state.

Then, we proposed an alternative solution to the vanishing gradient problem, which does not involve a modification in the architecture, such as long short-term memory (LSTM, [14]) networks, nor ESNs and stable limit cycles. Our new method allows us to train a very simple RNN, exploiting the singular value decomposition of the vanishing factors in the gradient and the random matrices theory. We found that the singular values have to be confined in a narrow interval and derive conditions about their root mean square value, which should be equal (or really close) to one.

Moreover, we developed a novel approach for accelerating the training process of an RNN. Thanks to a least square regularization, we can initialize the parameters of the network, in order to start the training closer to the solution and, therefore, to speed up the training process, running fewer epochs of classical training algorithms. We also noticed that our method gets really close to the solution, so we can run more iterations and use it as a fast training algorithm. Finally, thanks to its speed, it can be also used as a real-time training algorithm, in particular in situations where the promptness of the information is a critical requirement and the latest data are the most relevant one.

In the last part of this thesis, we applied RNNs to non-linear prediction problems. We considered prediction of numerical sequences, estimating the following output choosing from a probability distribution the next input of the sequence. We tested the generation of written text, where we need to predict the following character, which is associated to a number, in order to compose words and sentences. We also predicted the path of walking mobile users in the city center as a sequence of crossroads, which brings several applications in terms of a smart cities framework.

Then, we presented how to predict video frames, starting from the literature bouncing balls problem [75, 76], where the network had to learn the physical laws of colliding balls only analysing the visual information. We showed that our regularization method can improve the results of both a simple RNN and an LSTM both in case of two and three bouncing balls. We also considered data provided by TIM about the distribution of mobile users over a region and, for this specific problem, we compared our initialization method to a classical RNN, since the latest data are the most relevant and so we did not need long memory. As a matter of fact, we used it as
a real-time learning algorithm, obtaining an absolute error of 2 or at most 6 people in very crowded areas.

Finally, we showed how to address the problem of missing data for audio spectrograms [80] with RNNs. We restored audio signals with missing time-frequency data, designing RNNs and LSTMs specifically tailored to audio signals, and demonstrated via numerical experiments that a performance improvement can be achieved with respect to the state-of-the-art methods. Moreover, unlike state-of-the-art methods [80], RNNs can recover the spectrogram even in case of time intervals in which all frequencies are missing.

As future work, we are going to carry on our study on the vanishing gradient phenomenon, solving hard problems which require a lot of memory. We are also going to find stronger conditions on the parameters involved in our regularization method and to develop new approaches to address the problem.

Moreover, we are going to apply our methods to other prediction problems. For example, we are going to test them in the challenging dataset from NASA (https://eosweb.larc.nasa.gov), where meteorological data are available all over the Earth. At each coordinate, for a period of time from the 1st of July in 1983 to the 30th of June in 2005 (i.e. 22 years, for a total of $T=8036$ time-steps), the following 19 meteorological parameters are sampled daily:

| 1-3. Year | 4. Average insolation |
| :--- | ---: | ---: |
| incident $\left[\mathrm{kWh} / \mathrm{m}^{2} / \mathrm{day}\right]$ |  | | 5. Average insolation |
| ---: |
| clearness index |
| Month |
| Day | (from 0 to 1.0)



Fig. 9.1 Average insolation incident on a horizontal surface $\left[\mathrm{kWh} / \mathrm{m}^{2} / \mathrm{day}\right]$.


Fig. 9.2 Average air temperature at 10 m above the surface on the Earth $\left[{ }^{\circ} \mathrm{C}\right]$.


Fig. 9.3 Average specific humidity at 10 m above the surface on the Earth $[\mathrm{kg} / \mathrm{kg}]$

We can use them as numerical sequence, analysing one single point on the map for all the meteorological parameters, exploiting the intra-correlation between them. On the other hand, we can also use them in a video prediction problem, taking into account each meteorological parameter separately over the whole Earth, or a smaller area.

Finally, we are going to improve RNN/LSTMs performance in missing data imputation problems, exploiting the two-directional correlation in the spectrogram, which mean we will not only consider the spectrogram as a time sequence of frequencies, but also as a frequency sequence of time steps.
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## Appendix A

## Computation of the Jacobian of the loss function

In order to update the parameters of the network, we have to compute the gradient of the loss function w.r.t. these parameters. Thanks to chain rule, as seen in Section 2.2, it is possible to split the gradient into a product of different terms. The first one is always the derivative of the loss function w.r.t. the estimated output. Since in Section 2.1 we showed different choices for the loss function $\mathscr{L}$, here we present its possible derivatives: if we choose
(a) the $\operatorname{MSE}$ (2.3), then

$$
\begin{equation*}
J_{\mathscr{L}}(\hat{y}(t), y(t))=\frac{\partial \mathscr{L}_{t}}{\partial \hat{y}(t)}=\frac{2}{N}(\hat{y}(t)-y(t)) ; \tag{A.1}
\end{equation*}
$$

(b) the ABS (2.4), then

$$
J_{\mathscr{L}}(\hat{y}(t), y(t))=\frac{1}{N} \operatorname{ones}(N, 1)
$$

where ones $(N, 1)$ is a unitary column vector;
(c) the CE (2.5), then

$$
J_{\mathscr{L}}(\hat{y}(t), y(t))=\frac{1}{N}(\hat{y}(t)-y(t)),
$$

which is proportional to (A.1), but with a slightly different meaning;
(d) the NLL (2.6), then

$$
J_{\mathscr{L}}(\hat{y}(t), y(t))=-y(t)+\exp (\hat{y}(t)) ;
$$

(e) the $\mathrm{BCE}(2.7)$

$$
J_{\mathscr{L}}(\hat{y}(t), y(t))=\frac{1}{N}\left(\hat{y}(t)-y_{n}(t)\right) .
$$

## Appendix B

## Proofs for Chapter 4

## B. 1 Hypothesis test for the independece of inner products

Generate

$$
B=\tilde{U}\left[\begin{array}{lll}
\sigma_{1} & & \\
& \ddots & \\
& & \sigma_{N}
\end{array}\right] \tilde{V}^{\top},
$$

with different choices for $\sigma_{m}$.
Generate $U^{(m)}, V^{(m)}, m=1,2,3$ as

$$
\begin{aligned}
& Y(m)=\Phi^{\prime}\left(q_{m}\right) B \\
& U^{(m)} \Sigma^{(m)} V^{(m)^{\top}}=Y(m),
\end{aligned}
$$

where $q_{m}$ has i.i.d. elements $\mathscr{N}(0, \beta)$.
Generate for all $n_{1}, n_{2}, n_{3}$

$$
z_{12}\left(n_{1}, n_{2}\right)=\left(v_{n_{1}}^{(1)^{\top}} u_{n_{2}}^{(2)}\right) \text { and } z_{23}\left(n_{2}, n_{3}\right)=\left(v_{n_{2}}^{(2)^{\top}} u_{n_{3}}^{(3)}\right)
$$

Estimate marginal and joint probabilities (by 1D and 2D histograms)

$$
\hat{p}_{z_{12}}, \hat{p}_{z 23}, \hat{p}_{z_{12}, z_{23}} .
$$

$z_{12}, z_{23}$ are independent if

$$
\hat{p}_{z_{12}, z_{23}}=\hat{p}_{z_{12}} \cdot \hat{p}_{z_{23}} .
$$

As we can see in Figure B. $1, z_{12}$ and $z_{23}$ are likely to be independent, since the product of the marginal probabilities (on the left side) is almost equal to the joint probability (in the middle) and their difference is close to zero (right side).


Fig. B. 1 Product of the marginal probabilities $\hat{p}_{z 12}, \hat{p}_{z 23}$ text to the joint one $\hat{p}_{z 12, z_{23}}$ and the difference between them.

Thus, we would like to test $\begin{array}{ll}H_{0} & \text { 'dependence' } \\ H_{1} & \text { 'independence' } .\end{array}$
We perform a Gretton and Gyorfi L1 Test [96] in order to validate this hypothesis test. If the test statistic is greater than the test threshold for level alpha test, then we reject hypothesis $H_{0}$ holds, which means the inner products are independent. On the other hand, if the test statistic is below the test threshold, we do not have enough evidence to abandon hypothesis $H_{0}$, which implies the dependence of inner products.

The results are reported in Table B.1: if we bound the singular values to a narrow interval, such as in $[0.9,1.1]$, then the inner products are independent, while if we impose an exponential decreasing of the singular values, the dependence assumption passes the test.

Table B. 1 Results of the Gretton and Gyorfi hypothesis test.

| Singular values | Test Statistic | Threshold | Result |
| :--- | :---: | :---: | :--- |
| Bounded in [0.9,1.1] | 0.0019 | 0.0016 | Independence |
| Exponential decay | 0.0012 | 0.0016 | Dependence |

## B. 2 Proof of Proposition 4.1

Let $M$ be a random $N \times N$ matrix with zero mean and $s^{2}$ variance.
Then, its expected Frobenius norm is

$$
\begin{align*}
\mathbb{E}\left[\|M\|_{F}^{2}\right] & =\mathbb{E}\left[\left\|\sum_{i, j=1}^{N} M_{i j}^{2}\right\|_{F}\right] \\
& =\sum_{i, j=1}^{N} \mathbb{E}\left[\left\|M_{i j}^{2}\right\|_{F}\right] \\
& =N^{2} s^{2} . \tag{B.1}
\end{align*}
$$

On the other hand it is possible to compute expected Frobenius norm also considering the singular values of $M$, i.e. $\sigma_{1} \leq \sigma_{2} \leq \ldots \leq \sigma_{N}$, as

$$
\begin{equation*}
\mathbb{E}\left[\|M\|_{F}^{2}\right]=\mathbb{E}\left[\sigma_{1}^{2}+\ldots+\sigma_{N}^{2}\right] . \tag{B.2}
\end{equation*}
$$

We can distinguish two cases: when the expected norm of the matrix $M$, i.e. $\mathbb{E}\left[\|M\|_{2}\right]=\mathbb{E}\left[\sigma_{1}\right]$, is minimum or when it is maximum.

When the expected norm of the matrix $M$ is minimum, it follows that

$$
\sigma_{1}=\sigma_{2}=\ldots=\sigma_{N}=\sigma
$$

This means that we can write (B.2) as

$$
\begin{aligned}
\mathbb{E}\left[\|M\|_{F}^{2}\right] & =\mathbb{E}[\underbrace{\sigma^{2}+\ldots+\sigma^{2}}_{N \text { times }}] \\
& =N \mathbb{E}\left[\sigma^{2}\right]=N \mathbb{E}\left[\|M\|_{2}^{2}\right] .
\end{aligned}
$$

Exploiting (B.1), we obtain

$$
\mathbb{E}\left[\|M\|_{2}^{2}\right]=\frac{1}{N} \mathbb{E}\left[\|M\|_{F}^{2}\right]=\frac{1}{N} N^{2} s^{2}=N s^{2} .
$$

This is equivalent to

$$
\begin{equation*}
\mathbb{E}\left[\|M\|_{2}\right]=s \sqrt{N} \tag{B.3}
\end{equation*}
$$

which is the lower bound of (4.9) in Proposition 4.1.
On the other end, the expected norm of the matrix $M$ is maximum when

$$
\sigma_{1}=\sigma, \quad \sigma_{2}=\ldots=\sigma_{N}=0
$$

This means that we can write (B.2) as

$$
\mathbb{E}\left[\|M\|_{F}^{2}\right]=\mathbb{E}\left[\sigma^{2}\right]=\mathbb{E}\left[\|M\|_{2}^{2}\right]
$$

and, exploiting (B.1), we obtain

$$
\mathbb{E}\left[\|M\|_{2}^{2}\right]=\frac{1}{N} \mathbb{E}\left[\|M\|_{F}^{2}\right]=N^{2} s^{2}
$$

This is equivalent to

$$
\begin{equation*}
\mathbb{E}\left[\|M\|_{2}\right]=s N, \tag{B.4}
\end{equation*}
$$

which is the upper bound of (4.9) in Proposition 4.1.
In Figure B. 2 we represent the expected norm of a random matrix $M$, whose elements have zero mean and $s^{2}=1$ variance (blue line), and which is bounded above by (B.4) and below by (B.3) (red and yellow lines, respectively).

Moreover, in the case that the elements of $M$ are i.i.d. $\mathscr{N}\left(0, s^{2}\right)$, then following Theorem 2.6 in [97], it is possible to find a tighter upper bound for the expected
norm of $M$

$$
\mathbb{E}\left[\|M\|_{2}^{2}\right] \leq 2 s \sqrt{N}
$$

as shown in Figure B.3, where this upper bound is represented in red, while the expected norm of $M$ in blue and the lower bound in yellow as in Figure B.2.


Fig. B. 2 The expected norm a random matrix is bounded.


Fig. B. 3 Tighter upper bound for the expected norm of a random matrix with elements i.i.d. $\mathscr{N}\left(0, s^{2}\right)$.

## B. 3 Expectation of $v^{\top} u$

Lemma B.1. Let $U$ and $V$ be the right and left singular matrices of two independent random matrices of $N \times N$ elements. Let $u$ and $v$ be columns in $U$ and $V$, respectively. Let $Z$ be their inner product,

$$
Z=u^{\top} v
$$

Then,

$$
\mathbb{E}[Z]=0
$$

Proof. Since $V^{(m)^{\top}} U^{(m+1)}$ has orthonormal rows and columns, then it is uniformly distributed over the sphere [98], which means that

$$
\begin{aligned}
\mathbb{E}\left[v^{\top} u\right] & =\lim _{M \rightarrow \infty} \frac{1}{M} \sum_{m=1}^{M} \frac{1}{N^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} v_{i}^{(m)^{\top}} u_{j}^{(m+1)} \\
& =\frac{1}{N^{2}} \lim _{M \rightarrow \infty} \frac{1}{M} \sum_{m=1}^{M} \mathbf{1}^{\top} V^{(m)^{\top}} U^{(m+1)} \mathbf{1} \\
& =0 .
\end{aligned}
$$

## B. 4 Variance of $v^{\top} u$

Lemma B.2. Let $U$ and $V$ be the right and left singular matrices of two independent random matrices of $N \times N$ elements. Let $u$ and $v$ be columns in $U$ and $V$, respectively. Let $Z$ be their inner product,

$$
Z=u^{\top} v
$$

Then,

$$
\operatorname{Var}(Z)=\frac{1}{N}
$$

Proof.

$$
\begin{aligned}
\operatorname{Var}(Z) & =\mathbb{E}\left[\left(v^{\top} u\right)^{2}\right]-\mathbb{E}\left[\left(v^{\top} u\right)\right]^{2} \\
& =\mathbb{E}\left[\left(v^{\top} u\right)^{2}\right]
\end{aligned}
$$

since for Lemma B. $1 \mathbb{E}\left[v^{\top} u\right]=0$.
Ergodicity, which means that averages over column indices ('time') in the singular matrices equal expected values [99], in the variance of inner products implies that

$$
\mathbb{E}\left[\left(\mathbf{v}^{(m)^{\top}} \mathbf{u}^{(m+1)}\right)^{2}\right]=\lim _{M \rightarrow \infty} \frac{1}{M N^{2}} \sum_{m=1}^{M} \sum_{k=1}^{N} \sum_{l=1}^{N}\left(v_{k}^{(m)^{\top}} u_{l}^{(m+1)}\right)^{2}
$$

In this case, the cross-correlation can be estimated by considering only two consecutive matrices (i.e. one index $m$ ), since

$$
\frac{1}{N^{2}} \sum_{k=1}^{N} \sum_{l=1}^{N}\left(v_{k}^{(m)^{\top}} u_{l}^{(m+1)}\right)^{2}=\frac{1}{N^{2}}\left\|V^{(m)^{\top}} U^{(m+1)}\right\|_{F}^{2}=\frac{1}{N}
$$

since the squared Frobenius norm of any product $V^{\top} U$ is equal to the sum of squared singular values, which are all 1 . We may therefore state that the covariance of of inner products is

$$
\mathbb{E}\left[\left(\mathbf{v}^{\top} \mathbf{u}\right)^{2}\right]=\frac{1}{N}
$$

where we have omitted the indices that denote position in the sequence of matrices. Thus, the variance of the inner products is

$$
\begin{aligned}
\operatorname{Var}\left(v^{\top} u\right)=\mathbb{E}\left[\left(v^{\top} u\right)^{2}\right] & =\lim _{M \rightarrow \infty} \frac{1}{M} \sum_{m=1}^{M} \frac{1}{N^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N}\left(v_{i}^{(m)^{\top}} u_{j}^{(m+1)}\right)^{2} \\
& =\lim _{M \rightarrow \infty} \frac{1}{M} \sum_{m=1}^{M} \frac{1}{N^{2}}\left\|V^{(m)^{\top}} U^{(m+1)}\right\|_{F}^{2} \\
& =\lim _{M \rightarrow \infty} \frac{1}{M} M \frac{1}{N^{2}} N \\
& =\frac{1}{N}
\end{aligned}
$$

## B. 5 Expectation of $v^{\top} u v^{\top} u$

Lemma B.3. Let $U$ and $V$ be the right and left singular matrices of two independent random matrices of $N \times N$ elements. Let $u_{n_{i+1}}^{(i+1)}, u_{m_{i+1}}^{(i+1)}$ and $v_{n_{i}}^{(i)}, v_{m_{i}}^{(i)}$ be columns in $U$
and $V$, respectively. Let $z_{i}\left(n_{i}, n_{i+1}\right), z_{i}\left(m_{i}, m_{i+1}\right)$ be their inner products,

$$
\begin{aligned}
& z_{i}\left(n_{i}, n_{i+1}\right)=v_{n_{i}}^{(i)}{ }^{\top} u_{n_{i+1}}^{(i+1)} \\
& z_{i}\left(m_{i}, m_{i+1}\right)=v_{m_{i}}^{(i)^{\top}} u_{m_{i+1}}^{(i+1)} .
\end{aligned}
$$

Then,

$$
\mathbb{E}\left[z_{i}\left(n_{i}, n_{i+1}\right) z_{i}\left(m_{i}, m_{i+1}\right)\right]=\delta_{n_{i}, m_{i}} \delta_{n_{i+1}, m_{i+1}}\left(\frac{1}{N}\right)
$$

where $\delta$ is the Kronecker delta function.

Proof. In order to simplify the notation, let us write

$$
\mathbb{E}\left[v_{n_{i}}^{(i)^{\top}} u_{n_{i+1}}^{(i+1)} v_{m_{i}}^{(i)^{\top}} u_{m_{i+1}}^{(i+1)}\right]=\mathbb{E}\left[v_{i}^{\top} u_{j} v_{k}^{\top} u_{l}\right],
$$

so that $v_{i}, v_{k}$ are columns in $V$, while $u_{j}, u_{l}$ are columns in $U$. We can define four cases:
(A) if $i=k$ and $j=l$;
(B) if $i \neq k$ and $j \neq l$;
(C) if $i=k$ and $j \neq l$;
(D) if $i \neq k$ and $j=l$, which actually is equivalent to (C).

For case (A), i.e. $i=k, j=l$, as shown in Lemma B.2,

$$
\begin{equation*}
E\left[v_{i}^{\top} u_{j} v_{i}^{\top} u_{j}\right]=E\left[\left(v_{i}^{\top} u_{j}\right)^{2}\right]=\frac{1}{N} . \tag{B.5}
\end{equation*}
$$

For case (B), i.e. $i \neq k, j \neq l$, we will write permutations $k=q(i), l=p(j)$ (matrix form $Q, P$ ) and, thanks to [98], we obtain

$$
\begin{align*}
\mathbb{E}\left[v_{i}^{\top} u_{j} v_{k}^{\top} u_{l}\right] & =\frac{1}{N^{2}} \mathbb{E}_{q, p}\left[\sum_{i} \sum_{j} v_{i}^{\top} u_{j} u_{p(j)}^{\top} v_{q(i)}\right] \\
& =\frac{1}{N^{2}} \mathbb{E}_{q, p}\left[\sum_{i} v_{i}^{\top}\left(\sum_{j} u_{j} u_{p(j)}^{\top}\right) v_{q(i)}\right] \\
& =\frac{1}{N^{2}} \mathbb{E}_{q, P}\left[\sum_{i} v_{i}^{\top} U(U P)^{\top} v_{q(i)}\right] \\
& =\frac{1}{N^{2}} \mathbb{E}_{Q, P}\left[\mathbf{1}^{\top}\left(V^{\top} U P^{\top} U^{\top} V Q\right) \mathbf{1}\right] \\
& =0 \tag{B.6}
\end{align*}
$$

For case (C), i.e. $i=k, j \neq l$, or equivalently for case (D), we find

$$
\begin{align*}
\mathbb{E}\left[v_{i}^{\top} u_{j} v_{i}^{\top} u_{l}\right] & =\frac{1}{(N-1) N^{2}} \mathbb{E}\left[\sum_{i} \sum_{k} \sum_{j \neq l} v_{i}^{\top} u_{j} v_{i}^{\top} u_{l}\right] \\
& =\frac{1}{(N-1) N^{2}} \mathbb{E}\left[\sum_{j} \sum_{j \neq l} u_{j}^{\top}\left(\sum_{i} v_{i} v_{i}^{\top}\right) u_{l}\right] \\
& =\frac{1}{(N-1) N^{2}} \mathbb{E}\left[\sum_{j} \sum_{j \neq l} u_{j}^{\top} V V^{\top} u_{l}\right] \\
& =\frac{1}{(N-1) N^{2}} \mathbb{E}\left[\sum_{j} \sum_{j \neq l} u_{j}^{\top} u_{l}\right] \\
& =0 \tag{B.7}
\end{align*}
$$

Combining Equations (B.5),(B.6) and (B.7), and exploiting the Kronecker function $\delta$, we obtain

$$
\mathbb{E}\left[v_{i}^{\top} u_{j} v_{k}^{\top} u_{l}\right]=\delta_{i, k} \delta_{j, l}\left(\frac{1}{N}\right)
$$

## B.6 Proof of Lemma 4.1

The cost function is $\mathscr{K}$ in Equation 4.18. Its gradient is

$$
\frac{\partial \mathscr{K}(M)}{\partial M}=\sum_{\sigma_{n}<\rho}\left(\sigma_{n}-\rho\right) \frac{\partial \sigma_{n}}{\partial M} .
$$

Following Papadopoulo and Lourakis [67], the derivative of the $n^{\text {th }}$ singular value with respect to the $(i, j)^{\text {th }}$ element in $B$ is

$$
\begin{equation*}
\frac{\partial \sigma_{n}}{\partial M_{i j}}=U_{i n} V_{j n} \tag{B.8}
\end{equation*}
$$

The derivative of $\sigma_{n}$ with respect to all elements in $B$ can therefore be written as the outer product of the $n^{\text {th }}$ column of $U$ and the $n^{\text {th }}$ column of $V$, such that Equation B. 6 becomes

$$
\frac{\partial \mathscr{K}(M)}{\partial M}=\sum_{\sigma_{n}<\rho}\left(\sigma_{n}-\rho\right) U_{:, n} V_{:, n}^{\top}
$$

## B. 7 Proof of Proposition 4.2

Essentially, the proof is about finding the derivative of a function like $g(f(z) z)$ with respect to $z$, which is quite straightforward. The proof is somewhat complicated by the fact that the involved quantities are matrices and vectors.

The derivative of the cost function with respect to the element $B_{i j}$ is

$$
\begin{equation*}
\frac{\partial \mathscr{K}}{\partial B_{i j}}=\sum_{m=1}^{N} \sum_{n=1}^{N} \frac{\partial \mathscr{K}}{\partial J_{m n}} \frac{\partial J_{m n}}{\partial B_{i j}} . \tag{B.9}
\end{equation*}
$$

This double sum is reduced to a single sum, as will be seen by considering the derivatives of $J$. We will write the $m^{\text {th }}$ rows of $A$ and $B$ as $A_{m}, B_{m}$ such that the $m^{\text {th }}$ row of $J$ is

$$
J_{m}=\phi_{h}^{\prime}\left(A_{m} x+B_{m} h+b_{m}\right) B_{m},
$$

where $\phi_{h}$ is the scalar non-linearity. The derivative of an element in $J$ with respect to an element in $B$ is then

$$
\frac{\partial J_{m n}}{\partial B_{i j}}=\frac{\partial}{\partial B_{i j}} \phi^{\prime}\left(A_{m} x+B_{m} h+b_{m}\right) B_{m n} .
$$

If the two elements are in different rows ( $m \neq i$ ), then

$$
\frac{\partial}{\partial B_{i j}} \phi^{\prime}\left(A_{m} x+B_{m} h+b_{m}\right) B_{m n}=0 .
$$

We may therefore write

$$
\begin{equation*}
\frac{\partial J_{m n}}{\partial B_{i j}}=\delta_{m i} \frac{\partial J_{m n}}{\partial B_{i j}} \tag{B.10}
\end{equation*}
$$

and the double sum in Equation (B.9) becomes a single sum

$$
\begin{equation*}
\frac{\partial \mathscr{K}}{\partial B_{i j}}=\sum_{m=1}^{N} \delta_{m i} \sum_{n=1}^{N} \frac{\partial \mathscr{K}}{\partial J_{m n}} \frac{\partial J_{m n}}{\partial B_{i j}}=\sum_{n=1}^{N} \frac{\partial \mathscr{K}}{\partial J_{i n}} \frac{\partial J_{i n}}{\partial B_{i j}} . \tag{B.11}
\end{equation*}
$$

Combining Equation (4.19) (the cost as a function of the SVD factors of $J$ ) and Equation (B.11),

$$
\frac{\partial \mathscr{K}}{\partial B_{i j}}=U_{i} v(\Sigma-\rho I) \sum_{n=1}^{N} V_{n}^{\top} \frac{\partial J_{i n}}{\partial B_{i j}},
$$

which is Equation (4.20). The partial derivatives w.r.t. $A_{i j}$ and $b_{i}$ follow the same scheme.
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