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Recent Advances in the Modeling of the Impact of
Non-Linear Fiber Propagation Effects on
Uncompensated Coherent Transmission Systems

P. Poggiolini and Y. Jiang

(Tutorial Review)

Abstract—The last few years have seen a wealth of new non- recently, various limitations and shortcomings of the GN-
linear propagation modeling results appear in the literature, model have been pointed out. In particular, certain peculiar
especially regarding coherent systems operating in the absence Of‘specific aspects’ of non-linearity generation are not resolved

optical dispersion compensation. One of the most prolific lines of
research, though not the only one, has been that of improvements by the GN-model, or are not accurately accounted for. Among

and upgrades to the GN-model, which have also led to the so- them, format-dependence of non-linearity generation, long-
called EGN-model. In addition, many specific aspects of non- correlated nonlinear phase and polarization noise, non-linearity

linear propagation, including format and symbol-rate dependence mitigation by Symbol Rate Optimization (SRO), the impact of
of non-linearity generation, long-correlated nonlinear phase and co-propagating Amplified Spontaneous Emission (ASE) noise,

polarization noise, the effect of co-propagating amplified spon- . ; .
taneous emission noise and distributed amplification, and still the depletion of signal power, some aspects of distributed

others, have been focused on and several new related results@mplification, and yet others.
have been published. To address the GN-model limitations and better account for

This has been a very positive trend but, from the viewpoint of the effects listed above, sophisticated new models have been
the end-users, such as system and network designers, this 'argeproposed. As a whole, a wealth of modeling results have been

body of new knowledge may have been found difficult to sort out. . .
Theyquestion of whengand V\)//hether more sophisticated models are p.ubllshed especially over the last three years (see all references

truly needed in any given system/network scenario, for a given Since 2013 to d_ate, at the end of this paper) and this strong
set of accuracy and computational complexity constraints, then trend is continuing.
naturally arises. This paper tries to address this practical issue  Such large body of new knowledge on modeling is very

and provide indit’:ation_s regarding possible effective solution to important and constitutes very substantial progress. At the
varied end-users’ requirements. same time, from the viewpoint of the end-users, like for in-
Index Terms—coherent systems, uncompensated transmission, stance system and network designers, the many new modeling
non-linear effects, GN-model, EGN-model solutions may appear difficult to sort out. Also, the adoption of
more powerful models typically implies loss of ease of use and
greater computational complexity. This leads to the question
of when and whether more sophisticated models are truly
HE availability of effective models to assess the im-needed in any given system/network scenario, for any given
pact of non-linear fiber propagation on coherent opticagt of accuracy and computational complexity constraints.
communications systems is a key facilitating element in tihis paper tries to address these general emerging issues
planning, design and management of such systems and ofithed comprehensive way, from the viewpoint of the end-
networks hosting them. For a model to be ‘effective’, it has tasers’ practical need for an effective solution to their specific
fulfill essentially two requirements: acceptable computationglodeling requirements.
complexity and sufficient accuracy. Our general approach was to first identify very broad,
In recent years various models have been proposed €iacompassing sets of reference test system configurations.
an effort to comply with these requirements. An extensivd/e considered five modulation formats (PM-QPSK, and PM-
b|b||ography on mode”ng can be found in [1]' [2] Focusin&AM with 8, 16, 32 and 64 constellation pOintS), three fiber
on uncompensated transmission (UT) systems (i.e., systelifiges (SMF, PSCF and NZDSF), three channel spacings,
not usingoptical chromatic dispersion compensation), amon@nd both terrestrial-type and submarine-type span-lehgiihs
the many proposals the Gaussian-Noise model (or GN-modégse reference configurations we assessed the effectiveness of
has enjoyed Widespread adoption and utilization in maWriOUS mOdeling solutions, in terms of their CompleXity VS.
different contexts, ranging from System ana|ysis and desi@p’curacy trade-off. In the same Scenarios, or suitable subsets
to network optimization and control. On the other handhereof, the impact of the many previously listed ‘specific
aspects’ of non-linear propagation, was also appraised, and

P. Poggiolini is with Politecnico di Torino, Dipartimento di Elettronica ep0Sssible modeling solutions discussed.
Telecomunicazioni (DET), Corso Duca degli Abruzzi 24, 10129, Torino, ltaly.
Website: www.optcom.polito.it, e-mail: pierluigi.poggiolini@polito.it. Y. Jiang All acronyms and definitions appearing in the paper are defined in a
is with Dalian University, College of Information Engineering, Str. Xuefucomprehensive list reported at the end, as Appendix A. The less common
Dajie 10, 116622, Dalian, China, e-mail jiangyanchao@dlu.edu.cn . are also defined where they appear for the first time.

I. INTRODUCTION
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To the best of our knowledge, this paper represents one
the most extensive and encompassing such studies to d
with one important limitation: we focused chiefly on the GM
and EGN-models, and recent evolutions and variants there e
The reason of this choice was the GN-model widespread u === <7 2 } "N model”
which definitely commanded an in-depth critical re-testing ¢ for OFDM here for the
it, carried out to a substantially wider and deeper extent th / firsttime
previously done. The EGN-model is a direct upgrade to tt 1P Foggin o3, PTL YA i T T
GN-model but, besides this circumstance, it truly represer . S
very significant progress over the GN-model. So it seemi. ™ , ST S e
appropriate to concentrate on it, too. At the end of the pap - - -
we briefly discuss other modeling approaches, which ha L e aen v s
emerged and may be advantageous or better suited, depending -
on specific modeling requirements. Fig. 1. Some of the main papers proposing GN-model-like approaches, till

In detail, Sect. Il is devoted to the GN model. It contains %};g{:&;'i@g F‘lt]thé]mp to most recent at the bottom. For a more complete
brief note on its origins, and a summary of its main equations ' o
and features for its various versions, including approximate
closed-form ones. Following, an in-depth accuracy test is
performed on the reference scenarios.

T, vol.20, no.7,
p. 1095, 2002. }

The GN-model ‘family’ of Fig. 1 is just one of many non-
In Sect. lll theenhancedGN model, or EGN model, is "T‘ea”ty m°d’?' families th_at have appeared throughout the
: . . istory of optical communications (see [2] for an extended
dealt with, following a similar pattern as for the GN-mode] .~ . )
. s o L ibliography, and Sect. VIl of this paper). Some of those many
in Sect. Il. In addition, a specific subsection is devoted to the " A
. . : . models are more sophisticated and intrinsically more accurate
dependence of non-linearity generation on modulation format

and symbol rate, a context in which, differently from the GN ' the GN-model. What may tentatively justify the GN-
model, the EGN model provides highly accurate resuts. model current widespread adoption is that perhaps it strikes a

; favorable balance between accuracy, complexity and ease of
In Sect. IV, the topic of long-correlated phase and polar- g .
o L . . .use. Whether such balance is indeed favorable, is one of the
ization noise is confronted with. The actual impact of this . . . .

issues that this paper tries to address in the following.

specific aspect of NLI generation on the reference scenarios L )

is assessed and its possible modeling solutions are discusself! e general classification of models, the GN-model is a
Sect. V examines two further NLI generation specific adirst-order regular-perturbation model, based on the Manakov

pects which are often considered ‘second-order’ ones, ham -PMD equation, that is Eq. (12) in [15] with the right-

the impact of co-propagating ASE noise and signal powQ nd side set to zero. What is distinctive about the GN-
depletion. model, and both represents an asset and a liability, is the

Sect. VI looks at modeling NLI in distributed-ampliﬁcation"’lSSumption that each WDM channel can be treated as Gaussian

systems, an important emerging topic given the increasi@'se (spectrally shaped as the signal). The justification of

adoption of Raman amplifiers. either in hybrid solutions with''S approximation is pictorially provided by Fig. 2. A 32-
EDFpAls or alone Pt ! n hybrt H W Baud 16QAM signal (left plot) is launched into SMF and,

Sect. VIl discusses other modeling approaches than c‘;’ﬁsu”?""g uT (uncqmpgnsatgd transmission_, thatis the absence
or EGN-related ones. also in relation to the the issue optical chromatic dispersion compensation), already after

specifically singling-out phase and polarization noise, and 0 km the signal con.st'ellano.n has peen transformed into the
short links using very-high-cardinality formats right plot, whose statistical distribution is found to be very

. close to Gaussian.
Comments and conclusion follow. ) ] )

On the other hand, as it has been pointed out in [20], the
dispersed signal is only first-order Gaussian, whereas multiple
samples of the signalo not have a jointly-Gaussian distri-

A comprehensive tutorial presentation on the GN-modbution. The GN-model neglects this aspect and assumes that
can be found in [1]. For the readers’ convenience, here Wee signal is a jointly-Gaussian process. This approximation
summarize some background information. is an asset because it makes the model very simple. It is a

Regarding bibliography, a diagram of the main GN-modeliability because it causes some error, whose extent needs to
related papers till 2013 is shown in Fig. 1, with oldest d1e assessed.
the top and most recent at the bottom. The denominationAs a final introductory remark, it is useful to provide
GN-model was first proposed in [9], but the first instanceome retrospective context. It was not until 2007-2008 that it
of a similar model can be traced back to the 1994 ECOé2came clear that the ‘coherent revolution” would definitely
paper [3], shown at the top of the diagram. Note that thake place. It then soon turned out that, surprisingly, the
general ideas underpinning the GN-model appear to hawetimum dispersion management for coherent systemswwas
emerged repeatedly and likely independently over the yeapgtical dispersion compensatipor UT. This was new and
at least until 2011. Afterwards, publications are all related anohcharted territory. It could have been explored using split-
extensively reference each other. step simulations but, especially back then, with limited effec-

II. THE GN-MODEL
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GWDM (f)
32 GBaud
400 km SMF A
l Fig. 3. A possible instance of the WDM signal power specti@a(f),
which appears in the GN-model reference formula Eq. (3).
is quite accurate:
Fig. 2. Left: a 32-GBaud 16QAM signal at launch (a small amount of noise R./2
was added in the simulation to make the constellation points clearly visible). Pyur &~ GNLI(f) df (2)
Right: the same signal after simulated propagation through 400 km of SMF, —R./2

in Iineqr!ty, Wi_thout any dispersion compensation. Color coding is decreasio\%eref:o coincides with the center frequency of the CUT.
probability going from red to blue. . .
In the following, we will always look at low-roll-off systems
(set to 0.05) and hence we will make use of Eq. (2).
tiveness. To make sense of this new situation, a practical and '°M EG. (2), it is clear that the primary quantity that the
manageable non-linearity estimation tool was urgently needéd\-model must provide is therefor@xur (f).
Its accuracy should be good, but perfection was not required
and could be traded off for effectiveness. It is this urgent ne€d The GN-model equations
that explains why the GN-model rapidly caught on, when As discussed previously, by applying a first-order pertur-
it was proposed for UT coherent optical systems in [8]-[%)ation approach towards resolving the Manakov (non-PMD)
supported by substantial simulative validation. Incidentallgquation, and using the signal-Gaussianity assumption, the
the main reason why its earlier versions [3]-[5] had not beaBN-model expression afxr; (f), often called the GN-model
equally successful in the community is that the GN-modeéference formula, or GNRF, can be found as:
simply did not work well with the dispersion-managed IM/DD 0o oo
systems of the time, being UT an essential pre-requisite for Gxui(f) =3 [ [ Gwom(f1) Gwom(/f2) -
the GN model to perform satisfactorily. Too e 9
-Gwom(fi1 + fa = f) [ (f1, f2, /)7 dfadfe
. In the equationGwpwnm(f) is the WDM signal spectrum,
A. The non-linear OSNR such as shown for instan(cs)z in Fig. 3. It is an always-positive
Even though the so-called non-linear OSNR is not stricthyox-like’ function which poses no problem to possible numer-
a part of the GN-model, it is the key tool through which thécal integration. The factofu|? is the non-degenerate-FWM

®)

GN-model is put to use. The NL-OSNR is written as: efficiency of the overall link, from input to output. As such,
Py it depends on the specific link layout. For a general analytical
OSNRnp, = =————— (1) expression ofu|? covering arbitrary links, see [2], Appendix
PasE + Pyrr

A.1.2. Here we focus on the case of all identical spans, which
whereP,, is the power of the channel under test (CUP)\sg  we call thomogenous links’, with lumped amplification, under
is the power of ASE noise anéyy; is the power of non- the assumption of ‘transparency’, i.e., that each amplifier gain
linearity ‘noise’, which we call non-linear-interference (NLI),exactly equals the loss of the preceding fiber span. In this case:
both assessed at the output of a band-pass filter matched to

the CUT signal. The assumption is that BER can be estimatedy (f1, fo, f)|° = v2L%

| _e—2aLs gidn?BaLs(f1— ) (2= 1) |2

1527282 0 L (Ji—F) (J2—7)

by replacing the conventional OSNR, in the customary BER sin? (2N, 7> (f1—f) (f2—f)BaL.)
formulas for each format, with the NL-OSNR of Eq. (1). Note " Tsin?@r%(fi— ) (f2—F)B2Ls)
that this assumption is an approximation. In Sects. IV and V-A (4)

All symbol definitions, with indications of consistent units,

we will come back to this issde _ :
are reported in Appendix B.

To obtain the NL-OSNR, the quantiti’nr,; must be esti- The f . ithin absol | o phvei
mated. This in turn requires the knowledge @fi.; (f), the e factor appearing within absolute value squared physi-

power spectral density (PSD) of NLI. From ix;; can be cally represents a single-span FWM efficiency. It is reasonably

found through a formula that takes into account the actu\Q{F”'behaved and it, too, does not pose major hurdles to

shape of the Rx matched filter. We will not go into the detailgumerical integration. The last factor, in the form of the ratio

) 2 . .
which can be found in [1], Sect. IV. However, if the CUTOf two sin“ functions, accounts for the coherent interference

makes use of pulses whose Fourier transform is root-raisé)(fi-’\lLI produced in different spans, occurring at the receiver.

cosine, and the roll-off is small, the following approximatior{t_ h_as _somgnmes been called the array factor d_ut_a to_ Its
similarity with a quantity known by this name, arising in
2Throughout the paper, we will in fact use the modified formula Eq. (Zﬁhased'a;rray antennas theory' Contra_ry to the smgle—span
rather then Eq. (1), to estimate MR. The difference between the two formuleVM efficiency factor, the array factor is extremely hard to

is discussed in Sect. V-A and it would be premature to discuss it here. 'tiﬁtegrate as it consists of very many sharp peaks (see [16]
anyway non-negligible only at low operating OSNRs, namely less than 10 d ’

Sect. IV looks instead at possible inaccuracy in BER estimation throu§pp- B, Fig. 21). This problem Wz_is_recog_nlzed early on and
Eg. (1) related to non-linear phase and polarization noise. approximations were sought to eliminate it.
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gg’CeL a7c?.?/7km = pszlc()r_lin w2 l’éﬁ"‘m) had the same symbol rate and the same format, in addition

SMF 02 16.7 13 to the same spacing. We call such WDM signal arrangement

NZDSF 0.22 38 15 ‘uniform’. Also, in all system configurations the links were
TABLE | homogenous and transparent. In addition, the vast majority of

our tests were conducted at 32 GBaud and with lumped am-
plification, though we did some targeted investigation of other
symbol rates and of distributed amplification (in Sect. IlI-B

As discussed in [1], Sect. ID, a drastic but justifiable and Sect. VI, respectively). Finally, in the 60 km span-length
approximation leads to replacing the entire array factor widhse, we refrained from testing PM-QPSK, due to the exces-
the number of spansVs. This approximation can also besively large expected reach. Even with these restrictions, our
physically interpreted as assuming that the NLI produced #ystem overall ‘landscapes’ encompassed 81 different system
different spans sums up at the Rxpower, or ‘incoherently’.  configurations, ranging from metropolitan-distance (200 km)
For this reason, the resulting model has been called th&1-64QAM over NZDSF, to transpacific PM-QPSK over
‘incoherent GN-model’. For a uniform and transparent linkRSCF.

with lumped amplification, the incoherent GN model equation Another drastic limitation that needed to be imposed was on

PARAMETERS OF THE THREE FIBER TYPES ADDRESSED IN THIS PAPER

for Gyui (f) then becomes: the number of simulated channels. We settled for 15, which at
pro 16 O the time this study was performed was the maximum number
Gru(f) = Nov’Ligs: || Gwom(f1) Gwoml(f2) - permitting the overall campaign to be carried out over the set

—0o0 — O

e gan? B L P (et |2 three-month target time-span, given the available computing

-Gwom(f1 + f2 = f) ’1 e | Af1d/f2 resources. Calculations were performed with the aid of GPUs.

5) As the key parameter for accuracy assessment of model

Clearly, with respect to the GN-model, the incoherent GNpredictions, we decided to use tlystem maximum reach
model makes use of this further, rather drastic, approximéMR). MR is arguably the bottom-line fundamental system
tion. On the other hand, the gain in numerical computatigrerformance indicator, in most practical situations. Therefore,
efficiency is very substantial. we deem this choice to be consistent with our goal, stated in
the introduction, to perform the study from the viewpoint of
the end-users’ practical need for an effective solution to their
modeling requirements.

By ‘accurgcy assessment' we mean that we 'tr'ied to ascertainy, py PSP structure was chosen with non-linearity model-
whether a given NLI quel predicts with sufficient accurac bsting in mind. We wanted the Rx to process the signal
the _system results obtained by very accu_rate numerical in ithout adding any perturbing effect and therefore CD com-
gratlc;p of ths Man?kpv (nodqt-.PMD) equstlc?tn. I\]f\{hegher SLt’C ensation and average polarization-frame recovery, as well as
equda :pn, :Jhn ertcerl a'ﬂ con II ons, me:y € If?ﬁ ina eﬂqta.et%ing recovery, were completelgeal and staticNo adaptive
modeling the actual physical propagation ot the signal, | ISr:i"fgorithm was used for these quantities. Note that we later

different matter that we consider outside of the scope of this. -4 NL-PN and NL-PoIN mitigation algorithms (see

paper. Sect. V) for the specific purpose of discussing these non-

The tes_tlng of any non-llne_arlty model_ should |q|eally bﬁnear effects. However, neither these nor other mitigation
as extensive and comprehensive as possible. In this papera\i\beorithms were used elsewhere

tried to adhere to this principle within the obvious limitations MR evaluation required that a tar§eBER be set. We de-

of computaupn time, given that h!ghly accura@e full ban_d spl|tCI ed to impose BER-4-10-%, measured on the CUT, which
step simulations are extremely time-consuming. To this effeC
. - was the center channel of the WDM comb. BER was assessed
we decided to address 5 transmission formats (PM-QPSK and" . . . T
. : o Y direct error counting, based on a conventional minimum-
PM-QAM with 8, 16, 32 and 64 points per polarization),: s .
: distance hard-decision strategy. The reference constellation for
3 fibers (SMF, PSCF and NZDSF), three channel spacings . . )
cision was found as follows. The squared distance of each
(33.6, 37.5 and 50 GHz), and two span lengths, one len . ) .
. . eceived symbol was computed vs. an ideal constellation. The
more representative of terrestrial systems (100 km) and one :
. sum of all squared distances, over the whole sequence of
of submarine systems (60 km). The parameters of the thfee . o o )
. ; transmitted symbols, was then minimized vs. a rigid rotation
fiber types are shownin Table I. . . )
X .and scaling of the ideal constellation. The best scaled and
Despite the stated purpose to cover as much of the opti¢ : S . -
. . - L Otated ideal constellation, i.e., the one with minimum overall
system ‘landscape’ as possible, some limitations had to be

imposed to avoid excessive system configuration numerosi . ) . . )
P Y 9 ty“Recently, various alternative quantities, such as mutual information (Ml),

Specifically, all channels in each given system COnﬁgurati(e;'aneralized mutual information (GMI) or available information rate (AIR),

have been proposed for optical system performance assessment. We have

3The chosen parameter for SMF are fairly standard. Regarding PSCF, themesidered using them, too. MR could be defined, for instance, as the
are now commercial products that have lower non-linearity and lower loss thaxaximum distance still ensuring a certain target GMI (say, 3.4 bits/symbol
indicated in Table I. However, we preferred to adopt more conservative valuém. a PM-QPSK system), rather than a target BER. However, in the context
As for NZDSF, there are many different types. We could only realisticallgnd for the purpose of this paper, we deemed the traditional, widely-known
look at one. We chose parameters that are similar to those of a Corningaad well-understood concept of a hard-decision BER as appropriate. At the
LEAFT™  This does not imply any judgement of superiority of this fibelsame time, we did not see a clear specific advantage in using GMI (or the
vs. any other commercial NZDSF . other mentioned similar quantities), within the scope of this study.

C. Accuracy assessment
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distance from the received signal, was then used as refe .., . . e

for hard-decision. Note that the rotation estimated as desc g blue: PSCF
. 10000 2 37.5GHZ 336 GHz red: SMF i
also compensates for the static component of phase-ro green: NIDSF
induced by th(_e Kerr non linearity. _ s000 [ PM-160AM 4 6% emorbar T
The estimation of MR was performed as follows. Foragi £ o
. . - PM-32QAM
launch power per channel, the simulation tool recorded § ,qq!l ~ ‘ & )
. @
number of spans at which the target BER was exceeded k= PO - T os40am
CUT. A properly interpolated value of threachin number of 2 "¢ s ;3
. . < ’ ’
spans was then found, obviously comprised between the & I ]
' MARKERS: simulations I — * P
span for which BER was below target, and that value | 32 GBaud
one. The simulator control algorithm operated by swee 2001 100 ko apans J
the launch power per channel at 0.5 dB intervals, until a ¢ LINES: incoherent GN model
maximum of reach vs. launch power was achieved. Para 100 3 s 5 & 7 8 9 10 11 12
interpolation of the reach values vs. power was finally use Raw Spectral Efficiency, bit/(s Hz)
refine the final estimate of the maximum, i.e., to find the | 20000 ‘ : —
The minimum length of each simulation was 80,000 s . PM-BQAM blue: PSCF
. . ' d: SMF
bols, amounting to 320,000 bits for PM-QPSK, and up o000} green: NZDSF 1

=+ 5% error bar T

960,000 bits for PM-64QAM. Most simulations were repec

for up to five times with different seeds. The seed govel £ *°®| PM-320AM 1
various random aspects of the simulation including, for ¢ § g

channel, its data sequence, its launch polarization state a % 2000 - | PGAGAM
Tx laser phase-noise, whose linewidth was set to 100°k £ B
It also governed a random time-delay uniformly distribu £ "**°¢ S
betweent1 symbol, different for each channel. At least ¢ 500 32GBaud wse
simulation per system configuration was run where polal Prfriiied 50 Ghe -
tion launch was perfectly aligned among channels, no ¢ LINES: incoherent GN-model

was applied (the symbol transitions where time-alignes 20— 5 6 7 e e 10 1 o1
launch) and no phase-noise was present. We call thiadhe Raw Spectral Efficiency, bit/(s Hz)

randomizednstance. . , - .
. . . . Fig. 4. Dashed lines: prediction of the system maximum reach based on
The different instances of the simulations were used {§k incoherent GN-model, Eq. (5), vs. each system configuration raw spectral

check whether a different realization of the previously listeefficiency, across the overall test ‘landscapes’, for span length 100 km (top)

random quantities altered significantly the MR measuremeﬁr?_d 60|km (b_ottom). Markers: simulation results at 33.6, 37.5 and 50 GHz
. . . . . channel spacing.

We found no instance in which the resulting MRs differed by pacing

more thant-1.5% vs. the average of the set, including the non-

randomized instance. This means that launch delay, stateyQf 5ctyal impact on MR was minimat0%), so we took the
polarization and Tx phase no?sare largely inconsequential asyyerage value of the different runs and refrained from further
to NLI generation, at least in part due to the action of UNCOMgdressing this aspect.

pensated dispersion and to the fact that PM systems scramblg) simylations were run with ASE noise entirely added
the signal polarization effectively. As the only exception to thig; the Rx, with the exception of the simulations of Sect. V.

general result, we found a marginal sensitivity to polarizatiop»ms was done because the NLI models we considered did not

launch for PM-QPSK. lts effect could be seen only whepqj,de in-line ASE and we wanted to check their accuracy
NL-PN mitigation was applied without simultaneous NL-PoINy, his precise condition. We then introduced in-line ASE in

mitigation (see Sect. IV). Such mild dependence is possibi.c; v and separately discussed what discrepancy this did
due to the PM-QPSK format scrambling polarization only ovehq,ce on MR predictions.

two of the three axes of the Stokes space. On the other hand,

5The linewidth of the Rx LO was set to zero to avoid any penalty from thD). Incoherent GN-model test results
conversion of LO phase-noise into amplitude noise due to DSP electronic CD . .
compensation at the Rx [52]. This effect occurs independently of non-linearity 1 € results of our test campaign for the incoherent GN-

and would be present even in a perfectly linear link. Since our paper focuse®del of Eq. (5) are shown in Fig. 4, for all the 45 and 36

on the modeling of non-linearity, we consider this effect outside of the scogg,stems configurations of the ‘landscape’ with 100 km spans
of our study.

6At the Rx we performed completely ideal Tx phase-noise compensaticm.Op ﬁgur.e) and 60 km spans (bOttpm figure), respectively. The
This means that we did not use any phase-tracking algorithm or CPE. Ratitkashed lines are the model predictions, whereas the markers

we simply multiplied the received optical field timesp(—j¢(t)), where represent simulation results. Notice in the upper right corner
¢(t) was the phase-noise process generated at the Tx. We did this because

e . ) £ H ’ H
were not interested in studying the effectiveness of any actual CPE algoritle?}nre}cerenCe error _bar d OI’_ V\_’h'Sker » which amountsﬂ%
in compensating for laser phase-noise, but rather in the effect of phase-ndige 10% total) relative deviation, anywhere over the figure.

on NLI generation. It turned out that Tx phase noise, at the tested linewidth The striking feature of these plOtS is the good model
of 100 kHz, did not detectably alter NLI. Note that NLI has a non-linear

phase-noise component, but such non-linear phase-noise component beaRGEracy above the 500 km MR gridline. Even below 500 km,
relation with Tx phase-noise. It is dealt with specifically in Sect. IV. the error exceed$s0% only in Fig. 4 (top) over NZDSF, with
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PM-64QAM, at MR values of about 2 spans (200 km). S

20000 T T T T T T

short-reach regime waseverintended to be handled by tl T blue: PSCF
GN-model, whose key premise is that the signal must |~ °® A e s
been in a _thoroughly djspersed state for most of its fl sk e PMI60AM e bar T
along the fiber. Interestingly, the size of the errors app £ M ol
. f - O % % PM-32QAM
to depend essentially on reach, rather than format, fibe < ., ~ ‘ ‘ )
(] e
even span length. Above 500 km of MR, the model app £ PGP b —— BT o
; ; ; 1000 | R R R B T
to be quite reliable, independently of all other system asp  Z Ao 5qam o e
Below 500 km, the error grows gradually, which may m: & L o ]
. . . = 500 MARKERS: simulations * * *
the model still usable, depending on accuracy requireme 2eBad  eeesmmEmmmeteed
It should be noted that the tests of Fig. 4 do not add 2001 100 ko apans 1
symbol rates lower than 32 GBaud, or dispersion lower ! LINES: closed-form incoherent GN model
3.8 ps/(nrkm). We will show in Sect. Il that lower symb 100 3 s 5 & 7 8 9 10 1112
rates may increase the error substantially. A safe thres Raw Spectral Efficiency, bit/(s Hz)
can be considered 25 GBaud. As for dispersion, we | 20000 ‘ : , : : : B
not addressed in this study lower values than 3.8 psKm) , PM-BOAM plue: PSCE
i.e., the NZDSF fiber of Table I. It should be conservativ =~ 10000} + """ e green: NIDSF ]
assumed that near zero-dispersion regirnasnot be deall N = 45% error bar T
. . * 4
with by the GN-model and should not be closely approac £ *°* PM-320AM
g e —— g
& 2000l . PM-640AM |
E. Closed-form incoherent GN-model test results £ Hemamimazazany B S
E
Though relatively simple, Eq. (5) still requires a dou & 190+ St . 1
. . h . . MARKERS: simulations T TTTTTTRET *
numerical integration. However, with the assumption c cool 32 GBaud s
uniform WDM signal, Eq. (5) can be integrated analytic: 1o hannels 50 Gtz ey
with some further minor approximations, to yield the followi LINES: closed-form incoherent GN model '
closed-form expression for the overdthr; ([16], App. G): 00—, 5 p 7 T

Raw Spectral Efficiency, bit/(s Hz)

16 y2L2%, P3 w2 Re

Pyip = Ny— L —effoch aginh [ — R?[N2 157 6

NI 9T w |B2| aR? 2c &l [ Ch} ©) Fig. 5. Thick dashed-dotted lines: prediction of the system maximum reach
based on the closed-form formula for the incoherent GN-model, Eq. (6),

This remarkably simple closed-form formula reduces moded. each system configuration raw spectral efficiency, across the overall test
complexity to virtually zero. It also provides a clearly readablgndscapes’, for span length 100 km (top) and 60 km (bottom). Markers:
P y y P y F?mulatlon results at 33.6, 37.5 and 50 GHz channel spacing.
dependence of NLI on the key system parameters. On the other

hand, after so many stages of cascaded approximations, it is

conceivable that its accuracy may have degraded, so thakif.p general-purpose formula provides a fast-performance
needs to.be carefully asse§sed. o . assessment tool which can be very useful in a number of

Fig. 5 is analogous to Fig. 4, with lines now representing.atical applications. It is currently being used in the real-
the MR estimate based on Eq. (6). Differences with Fig. 4 afgye physical-layer-aware control-plane of the commercial
m|n|m_al in the 1Q0 km span picture. In the 60 km span plc_turWDM networks of a major equipment vendor. We could
there is a small increase of error for the PSCF case. This realistically test here such formula, because meaningful
no relation with the basic features of the GN-model. Itis dyggting would require generating hundreds of non-uniform
to one specific further approximation which is necessary Ifhg non-homogenous system test configurations. Extensive
obtain a closed-form solution of Eq. (5) (see [16], APp. Flynerimental testing has however been done by the equipment
Such approximation is valid provided that span 10ss is NQbndor prior to commercial deployment, partially reported on
too small, with a threshold of about 10 dB. In the case ¢f [17], [18]

60 km PSCF spans, loss is 10.2 dB and this is the cause of thg ghq1d nonetheless be remembered that these closed-form
difference with respect to the numerical integration results gf,1as inherit all the limitations intrinsic to the incoherent

Fig. 4 (bottom). Overall, the MR error is still quite containegsn.model, listed at the end of Sect. II-D. In addition, as
throughout the plot, mc!udmg PSCF. Gl\{en its simplicity, thé,antioned, span loss must be greater than 10 dB. Also, they do
effectiveness of Eq. (6) in modeling non-linearity for the broady; a4ccount for the further effects discussed in Sects. IV-VI,

variety of systems of the test landscapes, spanning almost {Qich may be significant in certain system configurations.
orders of magnitude in MR, as well as spectral efficiencies

from 2.5 to 11.5 bit/(8H4z), is in our opinion quite remarkable. )

As mentioned, Eq. (6) assumes uniform, transparent afidComments on the incoherent GN-model
homogenous systems. These three assumptionsatahe The performance of the incoherent GN model appears
removed while still obtaining an incoherent GN-model fullyemarkably good, despite the many approximations that it
closed-form formula (Eqg. (41) in [1], Sect. \I}J, based on involves. It has been argued that its accuracy is partly due to
the same type of approximations as those leading to Eq. (&)fortuitous error cancellation circumstance. Indeed, an error



cancellation does occur (see [1] SectDY- but it can alsc
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be argued that this is not enough by itself to account X% % blus: PSCF
the incoherent GN-model overall good predictive performa ~ 190% ’5°:H2 B reen: NIDSF
Recently, results obtained in the context of the more acci sool TR %k PM16OAM  eop erorbar T ]
EGN-model have provided some further justification for & . x_____ %>
Specifically, in [23] it was analytically shown that the N § ., T i il Ity |
power from inter-channel effects, which tend to domir % PM-QPSK FoopeeoTEIE e o o
over single-channel effects as the number of channels ¢ £ " v BT
asymptotically accumulatelinearly in the number of span: £ ! JARKERS: simulations o . i ]
This growth law is the same as that of incoherent acct 32 GBaud e bt
lation. Hence, the incoherent GN-model mimics the cor 2001 100 ko apans 1
asymptotic accumulation law of inter-channel NLI, and 1 LINES: (coherent) GN-model
contributes substantially to its generally good MR predic 100 s p 5 6 7 8 o 10 1112
performance. Raw Spectral Efficiency, bit/(s Hz)
20000 T T T T
G. Limitations of the GN-model L PHEOAR Blue: PeCE
As explained in Sect. II-B, the incoherent GN-model [ S i Gt PTCHAN — o
obtained from Eq. (5) by replacing the ‘array factor w ¢ soo| “----- SNNE. SRS S S Pr__\_mN__\*“’”"”b”I-
simply N,. It would then stand to reason that by rolling be ¢ .| cal x| ..
such approximation, i.e., by re-instating the array factor,n & _ | T Fom640am
accurate results would be found than those delivered by £ * R Mo X __¥ %
incoherent GN-model. % 1000 | E
However, this is not the case. As it can be seen by = MARKERS: simulations Famelos SRR
paring Fig. 4 with Fig. 6, the GN-model performs somew 500 32 o wagh
worse than the incoherent GN-model. In particular, a fe T P2 ent) GNmodel ne Howe
uniform underestimation of MR can be seen, across all sy 200 : . . . . e e

configuration$.

Raw Spectral Efficiency, bit/(s Hz)

This counterintuitive behavior of the GN-model vs. the

incoherent GN-model was observed as early as 2011. It wag 6. Dashed lines: prediction of the system maximum reach based on

then soon realized that, in order to investigate it, a bettBf (coherent) GN-model, Egs. (3)-(4), vs. each system configuration raw
! ! .. Spectral efficiency, across the overall test ‘landscapes’, for span length 100 km.

‘probe’ than MR was needed. The reason why MR, Whil@arkers: simulation resuits at 33.6, 37.5 and 50 GHz channel spacing.

being the key system performance indicator, is not well suited

for fundamental modeling studies, is twofold. First, MR is

rather insensitive to NLI estimation errors. In particular, theach span. The earliest study using this quantity was [19],

relation between a relative deviation Py estimation (in where the normalization:

dB) and the resulting relative deviation in MR estimation (in - 3
Pxvr = Paui/ P, 8)

dB) is approximately given by (see [1], Sect. A
- was used to make the quantity launch-power indepefdent
@ The results are shown in Fig. 7. While there is substantial

This means that an error of 1 dB in the estimationiaf; Cconvergence of the simulated r_esult (red _solid curve_) towards
leads to only 1/3 dB error in MR estimation, or just 8%he GN-model curve (dashed line), a residual gap is present
This dampening of errors is good from a practical end-usgY€n at 50 spans into the link. The incoherent GN-model
viewpoint, because it allows simple approximate models {§ash-dotted line) has a better convergence, despite being a
still deliver fairly good MR estimates. On the other hand'0r€ approximate model, for the reasons discussed earlier in
it shows that MR is not a ‘sensitive enough’ probe forect. II-F. ) _
fundamental modeling studies. Qverall, Fig. 7 shows that the_G'N-r.nodeI, either cgherent
Besides this aspect, and perhaps more importantly, MR mcoheren_t, has fundamental I|m|tat|_on_s. Also, be5|d_es the
of course provides model accuracy informationnaaximum proplems evidenced in Fig. 7, further limitations affect it. In
reach It does not furnish any information as to the accuracy particular, the G.N-model loses accuracy at low symbol rates,
P11 estimation along the link, which could instead provid&S We shall see in Sect. llI-B. It does not allow to assess some
clues as to the inner workings and potential problems offiger effects of format-dependence on NLI (see next section).
model. A better probe for NLI modeling studies is the quantity 3Both the GN and EGN models, as well as many other models, agree

Pyri(ns) itself, that is the amount of NLI power present aftefhat the amount of NLI power on the CUT grows as the launch power per
channel, cube. Hence, dividing the NLI power b‘;f'h provides a power-

“It can be shown (see Sect. I1l) that the GN-model proviaiesipper bound independent estimate of the system non-linearity. This has been verified by
to NLI power for all PM-QAM systems (including PM-QPSK). In this sensecomputer simulations, and is accurate at least as long as the signal itself does
it is a ‘conservative’ model, as it cannot overestimate reach. On the othrt get depleted by conversion into NLI. See Sect. V for a discussion on
hand, the results in Fig. 6 are clearly not entirely satisfactory. signal depletion.

1
AMRgp ~ _EAPNLI,dB
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0 - | be found in [21]. We will refrain from providing them here in
o — e o full, but we highlight one specific feature of theirs.
p | incoherent GN residual As was the case for the GN-model, the primary goal of
f‘“ 40 22 e the EGN-model is that of providing an expression for the NLI
. B e PSD,Gnwi(f). According to the EGN-model, it can be written
% o as:
"‘“
30" GRir (f) =GRl () — GRET (/) 9)
o5 9Pf};§f’f§;,3§3‘?§2“ﬂz | where GS; (f) is the result of the GN-model calculation
SMF, 100km spans andGSST (f) is a ‘correction’ term. The latter is intentionally
20, - - — > presented with a minus sign, to stress the fact that the EGN-

model correction typicallydecreasedNLI. In fact, it always
decreases NLI if PM-QAM signals are assurhddterestingly,

Fig. 7. Accumulated NLI power vs. the number of spans traveled into titthe signal constellation is Gaussian, théff; (f) = 0, that

. . A . - : EON aON
link. The quantity Py is normalized vs. launch power as shown in Eq. 8-|S, GNLI (f) — GNLI (f)

number of spans

In the next section we are going to extensively assess the

it R s, merit of the EGN-model as far as accuracy is concerned. A

—_PR-2568, Nov. 2013 discussion of its accuracy vs. complexity balance is dealt with
[21] A. Carena, G. Bosco, V. Curri, Y. later.

Jiang, P. Poggiolini, F. Forghieri, OE,
vol. 22, pp.16335, June 2014.

A. EGN-model test results

[22] R. Dar, M. Feder, A. Mecozzi, [23] P. Poggiolini, G. Bosco, A,
M. Shtaif, OF, vol. 22, p. 14199, Carena, V. Curri, Y. Jiang, F.

LW Forghierd, Uit vol 33, p. 455, 2015, The testing methodology was the same as used for the GN-
LT AT o e e model, over the same ‘landscapes’ of system configurations.
NS AT TR e The results are shown in Fig. 9. It is immediately seen that an

E—— I excellent correspondence between EGN-model predictions and
SR el e o verd, 2mne simulation results is found throughout the entire landscapes.

- [ —— The agreement is truly remarkable, given that the calculations

Fig. 8. The main EGN-model-related papers, from oldest at the top to mégvolved in obtaining the two MR es_tlmates,_ the simulative

recent at the bottom. and the EGN one, are completely different in formulas and
algorithms, and involve several trillions of FLOPS each. Yet,

S their final output agrees to within less than 3%, from 200 km
It does not handle well NL-PN mitigation (see Sect. IV-A). A, nearly 16,000.

more sophisticated model would clearly be desirable for high- o very good performance is now also obtained in repro-
accuracy investigations and perhaps to support research iH‘H&ing the much more sensitivBy; indicator. Fig. 10 is

non-conventional systems. analogous to Fig. 7, with the addition of the EGN estimation
(green dashed curve) and the removal of the incoherent GN-
1. THE EGN-MODEL model curve for clarity. From 2 to 50 spans the coincidence

Most of the listed limitations of the GN-model originateP€tween the simulated and EGN-estimatedy is almost
from the signal Gaussianity assumption. Removing such 4&wless®. Many more similar detailed comparisons between
sumption then appears to be a necessary step to take. This fg4!lation and EGN estimates é; can be found in [23],
first proposed in [20]. Put it simply, the signal Gaussianitll indicating excellent agreement.
assumption implies that only thé&2 moment of the launched
signal be taken into account in the model calculations. Remgy- | ow symbol rates

ing the Gaussianity assumption requires taking into account

the 4" moment of the signal, for XPM and FWM, and both We mentioned earlier that one of the weaknesses of the
the 4" and 6" signal momen’ts for SPM. ' GN-model is its poor performance at low symbol rates. The

In [20] such extension was performed for the XPM COntri(_:ircumstance can be intuitively explained based on the fact

bution to NLI. In [21] it was done for the FWM and SIDI\/lthat the GN-model requires a thoroughly dispersed signal

contributions. These two papers contain the complete initial , . . S .

L Itis possible to conceive signal constellations for whigf"; (f) actually
derivation of the so-called enhanced GN-model, or EGNhcreases\LI vs. the GN-model contribution alone. This occurs when the so-
model. Several EGN-model follow-up and related publicationglled ‘excess kurtosis’ [28] of the constellation is greater than zero. However,

have since appeared. A diagram of the main EGN-modé‘f-}Qe best_of our knowledge, no constellation in_ practical use‘has this feature.
lated papers is shown in Fid. 8 The slight divergence at span 1 can tentatively be explained as follows.

related pap ' wn | Ig. . The EGN model provides a value dfyr; which is the average over all
The EGN model formulas are much more complex thafampling instants, i.e., a stationarized estimatePgf;,;. Dispersion does

those of the GN-model. To the best of our knowledge tHeduce NLI first-order stationarization rather quickly, but not after just one
’ an. So the simulative estimate (which is performed at one sample per

i : sp
most Complete an(_j encompassing version of such forr_nUIas::Jﬁ’mbol) may still be affected by non-stationary features. We propose this
currently reported in [2]. A somewhat less general version cakplanation as tentative, leaving its confirmation for future investigation.
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15 channels
2001 100 km spans 1 20 | ‘
LINES: EGN-model 1 2 5 10 20 50
100 ! | | ‘ I R TN N
3 4 5 6 7 8 9 10 11 12 number of spans
Raw Spectral Efficiency, bit/(s Hz) Fig. 10. Accumulated NLI power vs. the number of spans traveled into the
link. The quantity Pyt is normalized vs. launch power as shown in Eq. 8.
20000 T T T T T
. PM-8QAM blue: PSCF
10000 ' red: SMF
r ¥ = . B . .
_ PM-160AM geen 0 1 rate systems as a collection of DAC-generated electrical sub-
c s T %— " B’QAM*““B"‘”"“ | carriers each operating at the symbol-rate which is optimum
£ —_ - from the viewpoint of NLI mitigation. This concept has
TR ‘ , ‘ .. . y
3 2000l Tomesoan | been dubbed ‘SRO’, for ‘symbol rate optimization’. For a
E ————— comprehensive introduction and bibliography on SRO see [29].
§ 1000 - J Note that in this paper we are not interested in SRO.
— 1 .y
= MARKERS: simulations T Rather, we want to probe the overall envelope of validity of
so0p 3268aud vasz 1 certain non-linearity models. On the other hand, we deemed
60 ki 50 GHz I 2 o . .
e s el 33.6 GH it important to point out t.hat bemg able to acc_ur_ately model
200 : ‘ . . ‘ R NLI at low symbol rates is not just of academic interest, but

4 5 6 7 8 9 10 11 12

Raw Spectral Efficiency, bit/(s Hz) there seems to be a possibly significant practical side to it.

To carry out the study, the per-channel symbol &tewas

Fig. 9. Solid lines: prediction of the system maximum reach based on twaried while all other key system features were kept fixed.
EGN-model, vs. each system configuration raw spectral efficiency, across ecifically. we imposed:
overall test ‘landscapes’, for span length 100 km (top) and 60 km (bottom ﬁ Y. .p ’ .
Markers: simulation results at 33.6, 37.5 and 50 GHz channel spacing. 1) the total optical bandwidtiB,,,,,
Af

2) therelative channel spacingf =

The above two fixed parameters determine the system spectral

to work propt_arl;}l, which is a necessary (though not sufgfficiency and the total (raw) bit rate, which are, respectively:
ficient) condition for the signal Gaussianity approximation B

to work well-enough. The EGN-model does away with the S == (10)
signal Gaussianity approximation and it could therefore be of
conjectured to perform well even at low symbol rates, over Ry tot = Bypy S (11)

little dispersed signals. , ,

Before testing such conjecture, we would like to poin'here bs is the number of bits per symbol. We assumed:
out that accuracy at low symbol rates may seem essentia‘ﬁy‘m4 = 504 GHz,p = 0'05’_5f =1.05 and P_M'QPSK trans-
an academic topic of no practical importance since, if anjiiSsion (bs = 4). The resulting spectral efficiency and total
thing, symbol rates are steadily going up in all segments i/ Pit rates weres' = 3.81 bi(sHz) and Ry or = 1.92 Tb/s.
optical communications. In particular, following recent press AS mentioned,R, is a free parameter, with the obvious
releases and announcements by all major vendors, the curfé@ftstraint that it had to split the WDM bandwidth into a
32 GBaud industry standard appears to be destined to be sBYfPer of channels, given by:
superseded by new systems operating at up to 64 GBaud, or N — BwpwMm (12)
even higher. T (1+p) R,

However, somewhgt u.negpectetflly, higher synl"lbol ratles Which had to be aninteger Note that if the value
pear to carry some intrinsic non-linearity penalty vs. lowef, _ : ; =
rates. Such penalty may be substantial in certain scenari§§ = 32 GBaud is chosen, then Eq (12) yields exaclly=15

This has led to the pr | of cenerating new higher-svmb annels and, in that case, the system set-up coincides with

s has fed fo the proposal of generating new higher-sy e one used in the ‘landscapes’, such as Fig. 9, to obtain the
1Reducing the symbol rate quickly sterilizes the effect of dispersioqata pomFs for PM-QPSK at 33.6 GHz channel spacmg.
and invalidates this fundamental premise. As an example, the symbols of @At the link output we measured the NLI powgxy falling

2.5 GBaud signal are so little dispersed that they can still be received at abgyf the center channel of the WDM comb (the CUT). However
1000 km of SMF without any optical or electrical dispersion compensation ’

whereas at the same distance the symbols of a 32 GBaud signal have spriddPlY comparingPnry across systems th_at use d_'ﬁerent sym-
out over more than 100 symbol times. bol rates does not immediately provide information regarding



109

20 T and 6.4 GBaud, respectively. For an approximate analytical
G 12 channets formula of the optimum symbol rate, see [29].
NLL 18 GN Regarding the GN-models (coherent and incoherent), they
(TH2W)' dB T L6 T inc/GN || both fail to capture the decrease Gk as the symbol rate
16 Ak f" " . goes down. Over SMF (Fig. 11 (top)), the incoherent GN-
I Tr— model (dashed line) does run quite close to the simulations in
14 / the 32-t0-96 GBaud range. However, it is almost 2 dB above
' the Gnp1 level at the optimum symbol rate. The GN-model
12 59;"5;:;‘; - is even further away. The EGN-model instead follows the
EGN - 201 channels  gimylations quite closely throughout the tested interval, with
~ 2.4 GBaud . . .
10 ) f:;‘“;@m both fibers. It predicts very accurately the optimum symbol
simulations rate and the related'yr,; value.
8 1 10 1‘00 ) 1000 We have added a further curve, that of the EGN model with-
) out the FWM contribution, because FWM is often neglected
number of channels in 504 GHz in modeling papers, on the basis that it is negligible at high
24 T symbol rates. The plots show that indeed neglecting FWM
G 32 GBaud returns accurate-enough results at high symbol rates, but that
NLL 22 GN such approximation cannot be trusted at low symbol rates. In
(THW) B | T g g particular, neglecting FWM does not produce any minimum
20 FHT e ¢ of Gnw1, since the no-FWM curve steadily wanes while going
P TEGN to lower and lower symbol rates.
18 More plots similar to Fig. 11, as well as actual MR simula-
96 GBaud tive tests verifying the NLI mitigation obtained by optimizing
16 T 6.8 GBaud || the symbol rate, can be found in [29]. In conclusion, the EGN-
Eon ' model appears to be quite reliable at any symbol rate, even
14 0 SPM+XPM | | very low ones for which the signal is essentially undispersed.
simulations (no FWM) e It can therefore be used to study multi-subcarrier system and
L e T ~“Jooo In particular it can be used for SRO assessment.

As a final comment on this topic, it is interesting to see in
Fig. 11 that the GN-model accuracy improves again towards
Fig. 11. Normalized average NLI noise power spectral densityltra-low symbol rates (less than 1 GBaud), typical of OFDM
G over the center channel, vs. the number of channelsfired Systems. The reason is that OFDM signals tend to intrinsically
total WDM bandwidth of 504 GHz. PM-QPSK modulation, quasitgke on a jointly-Gaussian overall distribution, as they are split

Nyquist: roll-off 0.05, spacing 1.05 times the symbol rate. NLI i ; ;
measured at 50 spans of SMF (top) or 30 spans of NZDSF (bottor?lr}t.o a very large number of independent subcarriers.

Lines: calculations using the models indicated in figure. Markers:
simulations. C. EGN-model closed-form approximations

number of channels in 504 GHz

The excellent accuracy of the EGN model, verified in the
their relative MR performance. We therefore derived fromrevious sections, is obtained at the cost of a much greater an-
Py a suitably normalized quantity which we callétr,;:  alytical and computational complexity than the GN-maoédt

} Pair would therefore be important that some simplified and ideally
GNLI = e (13) closed-form approximations be available, which still retained
5 Mch the key features of the EGN model. This would be particularly
whereG, is the launched signal PSD measured at the raisdtklpful for instance for complex network optimization studies,
cosine spectrum flat-top of anyone of the launched channeigiere many model evaluations are needed to achieve even a
assuming as usual a uniform WDM signalx;; can be single result.
viewed as the average value 6fyri(f) impinging on the  In [23] a first step towards this goal was taken, by iden-
CUT, normalized versus the cube Gf;. tifying a closed-form approximation to theorrection term
The key feature ofx1; is the following: thesame value GS& (f) in Eqg. (9), valid asymptotically in the number of
of Gxr among systems using different symbol rates measpans traversed. That approximation however did not address
that they can potentially achieve tsame maximum reach SPM and was limited to uniform WDM signals. In [2], SPM
This make<axL1 very convenient for performance comparison

across different symbol rates. Fig. 11 p|0tS the simulationlzThe EGN model contains the GN-model term and a ‘correction term’
Eq. (9)). The correction term actually consists of 8 distinct terms, 1 for

p See
results forGyir as markers, for SMF, measured at 50 Spar&PM, 1 for XPM and 6 for FWM. Each of these terms consists of one or more
(top), and for NZDSF, measured at 30 spans (bottom), \gadruple integrals. While it can be shown that each of these many quadruple

the number of channels in which the fixd8ypum optical integrals can always be rearranged so that its complexity is that of a double
= integral, the overall correction ter@{%'] (f) is undoubtedly challenging to

bandwidth is Split up. The results_ C_Iearly show ti@agy; is evaluate, and by far the leading source of the computational complexity of
not constant and actually has a minimum at about 2.4 GBau@ EGN-model.
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. m spans 33.6 GHz
depends on the modulation format of the channel. Its ve LINES: asymptotic EGN-model
for some of the main transmission formats are shown in T 200 . s p . s o o e

1. Raw Spectral Efficiency, bit/(s Hz)
Notice that Gy does not depend on frequency. It is

. Fig. 12. Dashed-dotted lines: prediction of the system maximum reach based
assumed to be (apprOX|mater) constant over the QMCF on the asymptotic EGN-model of Egs. (15)-(16), vs. each system configuration

Rs/2, fmn + Rs/2], where f,, is the CUT center frequency, raw spectral efficiency, across the overall test ‘landscapes’, for span length
and zero outside of such band. Also, the formula assumed08 km (top) and 60 km (bottom). Markers: simulation results at 33.6, 37.5

homogenous and transparent link with lumped amplificatiof’ 3¢ ©Hz channel spacing.

However, if the spans are not the same length, the average

span lengthL, and the average span effective lengthy

can be used. This further approximation works well for links To gain insight into the typical behavior of the asymptotic
having all individual span lengths withii15% of the average. approximation vs. the number of spans, we focus on the case
If the WDM signal is uniform, and the CUT is the centeof PM-QPSK over SMF, with 33.6 GHz spacing, SMF, 100 km
channel, then the formula can be simplified (without furthespan-length, which corresponds to one of the landscape con-

approximations) as: figuration. We plot for this systerﬁ’NLI(ns), in Fig. 13. The
07 3 asymptotic approximation is poor for the first few spans, but
corr _ @qﬂ Leg PenNs HN ([Nay — 1] /2) + Af it then rather quickly joins up with the simulated and EGN-
=N 81T R2A B L ¢ R model generated curves. Note that in plots like Fig. 13, drawn

) ) _15) for higher-order formats, the spread among curves actually
where HN stands for harmonic number series, defined 38duces. even at low span numbers.

HN(N) = 22;1 (1./n)' . The results of Fig. 12 show the potential of the asymptotic
We tested the simple formula above in the usual Iandscage '

) ! . . pproximation toG§Y; (f). One important caveat must how-
of system configurations. We approximated Eg. (9) as: ever be mentioned. Eqg. (9) has two terms on its right hand

EGN ~ GGN _ (ycorr side which may actually be comparable in absolute value,

NI (1)~ GxL ) =N (16) but are opposite in sign. When subtracting two quantities, the
to assess the NLI PSD for the CUT and otherwise proceededelstive error on the result can exceed the relative error on
before. The MR results are shown in Fig. 12. Remarkably, tlegther operand. In particular, we found that if the GN-model
accuracy is excellent throughout the plots and no substantahtribution GEY; (f) and the EGN correctio$t (f) are
difference can be appreciated with Fig. 9. The single exceptioilependentlyapproximated, then large deviations from the
is a very small error in the case of PM-64QAM over NZDS[Eorrect result can be incurred. Our strong recommendation is
in Fig. 12 (top). The reason is that, as stated, Eq. (14) tisat, when using the asymptotic closed-form approximations of
asymptotically accurate in the number of spans. At a MR @&¥ (f), the GN-model ternG Y, (f) be not approximated,
only 2 spans, convergence is not fully achieved. or otherwise a very accurate well-validated approximation be
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Fig. 13. Accumulated NLI power vs. the number of spans traveled into the
link. The quantity Py, is normalized vs. launch power as shown in Eq. 8.

used. Note in particular that it is inappropriate to replace

GSN (f) with the incoherent GN-model approximation dis-

cussed in Sect. II-B. We leave the interesting topic of ¢

reliable overall closed-form approximation of Eq. (9) for future

investigation. Throughout this section, when approximatingc < |Z-gn

Eqg. (9) with Eqg. (16), we have always evaluated accuratel 10| —EGN

the GN-model ContribUtiorﬂﬁgl (f) - lESGy'r\‘nth';\‘NM SMF, L, 100km, 50 spans, Bwpm 2.52 THz
As shown in Fig. 12, Egs. (15)-(16) are extremely effective h o 000 2000

at 32 GBaud. The question then arises whether they retain the number of channels N,

effectiveness at lower symbol rates. Fig. 14 represents the same

uantity & shown in Fig. 11, vs. the number of channel§ig- 14. Normalized average NLI noise power spectral denélgh
9 Y UNLL 9 over the center channel, vs. the number of channgls for a fixed

into which a given optical bandwidtBwpa is cut up. In the - \y oM bandwidth of 504 GHz (top) and 2.52 THz (bottom). PM-
top plot, Bwpm=504 GHz and 32 GBaud corresponds t0 1gpsk modulation, quasi-Nyquist: roll-off 0.05, spacing 1.05 times
channels. In the bottom ploBwpy=2.52 THz and 32 GBaud the symbol rate. NLI is measured at 50 spans of SMF. Lines: calcu-
corresponds to 75 channels. The top plot shows that tlagons using the models indicated in figure. The label ‘asym. app.
asymptotic approximation Egs. (15)-(16) matches the EGN-the asymptotic EGN-model approximation of Egs. (15)-(16).
model quite well down to about 5 GBaud (100 Channels).

The bottom plot shows a somewhat less accurate match, but , _
still much better than either the GN-model, or the EGN-model The first paper, to the best of our knowledge, pointing

neglecting FWM. As a whole, the error is rather containe%“; the_ Iong—coLreIgted Inatu;]e ?f Nh'PN 'T .UT systergg,
down to the optimum symbol rate, which is about 2.4 GBayt’ Iestlmatlr]g the ;ume-fgngt 1 0 sufc hcorr:e ation, IV\;asd.[ I
in both plots. Note however that the asymptotic approximatidT‘FIte y, experimental confirmations of the theoretical findings

curve does not show a minimum and therefore, to perforPr?TﬁL'_PN have been publti)shed,htoo [%4]&_[35]'_
optimization studies, the full EGN-model must be used. e important aspect about the said diversity among non-

In conclusion, the closed-form correction-term asymptot“’,neﬁ)r Ir,l\|0|se t)_/c;j)esnlsbthat &gmfg:a;)nt Eortl'qoni)g;NbL'PN and ¢
approximation Egs. (14)-(15) greatly reduces the EGN-mo |"_ Ol can deally be removed y the X , Decause o
complexity and is very reliable at 32 GBaud or higher. rdpeir long correlation, so that their system impact is substan-

L 3 T
lower symbol rates, it loses accuracy very gradually. Howevé'ﬁ”y m|t|fgated;. On tg_e ofthe_r hand, the F?\l(ls_ll\l-model Al\n its
it cannot be used for detailed NLI-vs.-symbol-rate optimiz resent form doesiot discriminate among : t_ypes. 'S a
tion studies. result, the EGN-model may end up overestimating the impact

of NLI on a given system because it cannot account for the
mitigation of NL-PN and NL-PoIN.
In this section we investigate this topic, again from a
Recent investigation has shown that NLI in UT systemgry practical end-user stand-point. Our goal is to estimate
consists of contributions that are qualitatively different [20khe amount of inaccuracy possibly stemming from assessing

[22], [24], [26], [30]-[36]. Specifically, NLI can be roughly MR pased on the EGN-model, in the presence of NL-PN
subdivided into:

NLI» (THZQ/VVQ)v dB
=

IV. NON-LINEAR PHASE AND POLARIZATION NOISE

« short-correlated quasi-circular noise _ 13_'Note that some amount of Iong-corre_lated NL-PN mitigation tak_es place
| lated l h . NL-PN in virtually all coherent systems, even unintededly, because all receivers must
« long-correlated non-linear phase-noise (NL-PN) have some type of CPE circuitry for carrier recovery and laser phase noise

« long-correlated non-linear polarization-noise (NL-PolN)suppression.



112

(@) (b)

Fig. 16. Constellations of PM-16QAM over PSCF with 60 km spans and
37.5 GHz channel spacing, 15 channels, at maximum reach (about 5500 km).
ASE noise and Tx laser phase-noise turned off. Non-linear phase-noise
mitigation through the PN-receiver turned off (a) and on (b).

Fig. 15. Received constellations of the landscape configurations using SMF
with span length 100 km and channel spacing 37.5 GHz, each at the respective
maximum reach. ASE noise is not present, NLI only is shown.

ey
o |

and NL-PoIN mitigation. We will show that in our reference
‘landscape’ configurations this error is modest. At any rate, we .\‘

propose an effective correction that appears to mostly remove

/-
W,
such inaccuracy and also provide some intuitive insight on the 7 \\

effect. (a) (b)

>

A. Non-linear phase-noise

To get some visual appreciation of the presence and typical - I_)
strength of NL-PN, we show in Fig. 15 the constellations ¢ &y b
of the ‘landscape’ systems operating over SMF, with span
length 100 km and channel spacing 37.5 GHz. ASE noise is
not present, to allow appreciating the NLI disturbance alone.
Tx laser phase noise is also turned off. The constellations (c)
are shown at their respective maximum reach, with optimum

launch power. Some amount of NL-PN is clearly present alth. 17. Visual depiction of the constellation processing performed on
QAM to analyze non-linear phase noise. (a) is the constellation generated

I _IS_ th_erefore Important to assess the Impact of its p_os_swggthe receivedoisy symbolsy,,. Each of the noisy constellation dots in (a)
mitigation on the accuracy of the EGN-model MR predictions rotated along the circle it lies on, till all dots merge onto three (b). The

In particular, it would be very useful to upper-bound sucthree dots are further merged onto one by translation and scaling, (c) and (d).
impact. This requires creating a situation of maximum dig-he resulting single dot is analyzed along its tanggrend radialp axes.
agreement between the EGN-model-predictéd,; and the
actual residualPyr; after NL-PN mitigation. Ideally, this
could be obtained by removirgl of the long-correlated NL- 16QAM. The procedure ipictorially explained in Fig. 17 (see
PN. To try to approach this situation as much as possibRISO caption). Formally, ifr;, and y, are complex numbers
we used a CPE algorithm called ‘PN-receiver, which wak&presenting thet-th ideal transmitted symbol and theth
proposed in [36]. It is an ‘idealized’ algorithm because #0isy received symbol, respectively, then the single dot of
assumes perfect knowledge of past sent symbols. To VerﬁgQ. 17 (d) is the result of the accumulation of the rotated and
its effectiveness, we tested it on a case-study, selected amg&f@led noisy symbolg,, which are found ag,, = yn/zx.
the ‘landscape’ configurations. Note that we applied the PN-Note that whatever long-correlated NL-PN is present on the
receiverseparately and independentiy the two signal polar- received constellation Fig. 16 (a), it lies tangent to the circles
izations. This will have important implications in Sect. IV-B,shown in Fig. 17 (a). After the overall processing of Fig. 17,
to which we refer the reader for the details. such phase-noise turns out to be aligned withtgirection in

We chose PM-16QAM over PSCF with 60 km spans arfdd. 17 (d). Mathematically, theverall non-linear noise (not
37.5 GHz channel spacing. The choice of 60 km rath@st long-correlated NL-PN) affecting thie-th symbol along
than 100 km was made because a greater amount of Nbe ¢ direction, that we call;, can be isolated by simply
PN is produced as the span-length is shortened [22], [24]. tRking the imaginary part of,, that is:n; = imag{g,}. To
Fig. 16 (a) we show the received constellation at MR (abofind out whether it contains a long-correlated component, its
5500 km). Again, substantial NL-PN appears to be preseftitocovariance needs to be computed. For the study-case of
To gather insight into its correlation features, we used ttd@g. 16 (a), the result is depicted in Fig. 18 (top).
same procedure employed in [32] for QPSK, adapted here toThe plot shows in striking clarity that two very distinct

a
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12 Fig. 19. Comparison of the autocovariance of the radial and tangent noise
o — - | component of the single aggregated constellation point from Fig. 17 (d). The
§ ? amplitude of the curves is normalized vs. the maximumifgr Measurement
£ sl n. — i | taken at maximum reach (5500 km).
o PPNRx i P X
P4 H ! delta
8 05t ~ correlated
% ‘delta’ i component
o oaf correlated i : ] noise has no long-correlated component (the PN-receiver is
8 compenent ¢ ; . .
£ with PN-Rx ] not applied here and it would not affeat; anyway). Note
02 ol 1 .
£ T — also the important aspect that the delta-correlated component
S - of n; has the same height as the delta-correlated component
. of ng. This means that after removing long-correlated NL-PN,
100D §0D 600 400 200 O 200 400 600 800 100D the noise is essentially ‘circularized’. Not shown for brevity,

time (symbols) ne andn, have completely zero cross-correlation, both with

o 18, Aut _ e t o Cof the s ?nd without the PN-receiver. This allows to conclude that, at

1g. . utocovariance 0O e langent noise component O e sin el . . _ .

aggregated constellation point from Fig. 17 (d). The amplitude of the curvegéast to within a QOOd approxmapon, t_he PN-receiver removes

normalized vs. the maximum for;. Top: without the PN-receiver. Bottom: all long-correlated NL-PN, leaving circular, delta-correlated

with and without the PN-receiver. Measurement taken on simulations @bise on the constellations points. This now fully justifies the

maximum reach (5500 km). appearance of the simulated constellation of Fig. 16 (b).
Further interesting evidence is provided by looking at the

. _ S _ variance ofn; andn,;, which we callo ando?, respectively.
kinds of noise coexist withim;. One is delta-autocorrelatedi ;2 - 42 then the ‘phase-noise-like’ elliptic look of

kind represents slightly over 20% of the variance and producgs — 2 3 circular ‘dot’ would be seen, as in Fig. 16 (b)
p’ [} . .

the wide pedestal that is visible in the autocovariance. Sugﬁ Fig. 20 we plot the ratio in dB ob2 to o2, which we
pedestal takes about 400 symbols to decay by 50% Vvs. d| ‘non-circularity index’. The curve without the PN-receiver
value near the origin, showing indeed a very long correlatigfhows large amounts of non-circularity throughout the link,
on the symbol-time scale. albeit gradually declining vs. distance. With the PN-receiver
We then used the PN-receiver on the signal of Fig. 16 (ahe curve shows virtually perfect circularity from 1000 km
obtaining a new set of received symbols which we gall onward, and already at 240 km (4 spans) the index has fallen
To such symbols we applied the same processing of Fig. B&low 0.5 dB.
and then calculated again the autocovariance of the tangenjve can now look at the EGN-model MR predictions over
noiseng. The result is the blue solid line in Fig. 18 (bottom)the test ‘landscapes’, as compared to simulations run with
The long-correlated pedestal hesmpletelydisappeared. The the PN-receiver. The results are shown in Fig. 21. The plots
delta-correlated component is instead unchanged and its heigliicate that the PN-receiver improves performance across the
is identical to that of the curve without PN-receiver. Not@oard, as it should be expected, with two notable exceptions.
that the small undershoot near the delta is an artifact of thgst, PM-QPSK remains essentially unchanged. The reason
PN-receiver. Its impact is anyway negligible. Note also thgt that PM-QPSK generates very little phase-noise [20] and
although difficult to appreciate on the scale of the figure, thfance, even though the little phase-noise that is there is
numerical delta is indeed only one-symbol-time wide. removed, the impact of such removal is minimal. Secondly, the
From the above case-study, it appears that the PN-receigéfect of the PN-receiver appears somewhat weaker at very low
does indeed remove all the long-correlated component of tedues of MR. There, it appears that NL-PN cannot entirely be
tangent noise, at least in this study case. To complete tfeenoved. The reason is that for the PN-receiver to remove it,
analysis, it is however necessary to also look at the radial nosficiently long correlation must have developed. However, as
component in Fig. 17 (d)z,. Its autocovariance is shown inpointed out in [30], correlation depends, among other things,
Fig. 19. Its remarkable feature is that the radial non-linean accumulated dispersion. In shorter-haul systems the signal
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For instance, PM-64QAM over NZDSF, 100-km spans § TT—=—L__0 o0 o
37.5 or 33.6 GHz spacing, shows less improvement than %g 1000 F o o 4 o 1
systems. In that case we found that the autocovariance o '3":2:5“;‘ simulations with PN-Rx 1
PN decays by 50% in only 3 symbols, as opposed to the B00F 2 Channets o T o
symbols of the case-study analyzed in Fig. 18 (a). Whett D S odel 336 Gz
more sophisticated algorithm than the PN-receiver could b 200 ; . . . . T

remove NL-PN there too, is beyond the scope of this pape!

Raw Spectral Efficiency, bit/(s Hz)

remains, to the best of our knowledge, an open question. From
our data, it appears that a threshold of accumulated dispersiﬁa- 21. Solid lines: prediction of_the system maximum re_a_ch based on the
for NLPN to be long-correlated enough o be._essentaffa i’ £och 9siem configuraton s spectel cfciency, arces the
completely removed by the PN-receiver, is about 3000 ps/Ntticles: simulation results with the PN-receiver (i.e., with non-linear phase
However, we expect that this number may vary based ogise mitigation) at 33.6, 37.5 and 50 GHz channel spacing.
operating OSNR and perhaps other system parameters.

Overall, not counting PM-QPSK, in Fig. 21 the average
EGN-model MR prediction error is -5.5% in the 100 kmwith simulations is essentially perfect all over the plots,
spans landscape and -7.6% in the 60 km-spans landscagién the only exception of the shortest-reach systems over
These errors appear relatively contained. They may or mRZDSF, where some modest error is visible. The reason of
not be problematic depending on the type of application. Afie slight mismatch is likely due to the already discussed short
any rate, we propose a phenomenological correction that addsrelation of NL-PN in those systems (a few symbol times),
no complexity to the EGN-model and works very well inso short that even the idealized PN-receiver cannot completely
removing the MR underestimation error shown in Fig. 2kemove NL-PN. It may be conjectured that if complete NL-PN
Note that there are specific modeling approaches that allowrtimoval could be performed, then the slight mismatch would
accurately single-out long-correlated NL-PN (see Sect. VII) gisappear. However, we leave this topic for possible future
the cost of added complexity. investigation.

The correction consists of calculating NLI with the EGN- | summary, long-correlated NL-PI present in UT sys-

modelas if the transmitted signal was PM-QPSK, whatevegms and the EGN model actually accounts for its variance
the actual PM-QAM format is. The rationale behind thigite accurately. However, part or all of this kind of non-
correction hinges on a recently-made observation: once lofgear noise is removed in practical systems by the Rx CPE
correlated NL-PN has been removed, all QAM formats ter})qage_ This may cause the EGN-model-based MR prediction
to produce the same amount of NLI as PM-QPSK to somewhat overestimate the overall NLI variance, and hence
The results are shown in Fig. 22. The mean ofabeolute ynderestimate the actual MR. The amount of underestimation
errors drops to only 1.8% and 1.1%, in the 100 km an¢s however rather contained. Assuming an idealized CPE such
60 km span-length landscapes, respectively. In fact, the majhthe PN-receiver, the MR underestimation is about 5% to
8% over the test landscapes. In addition, the easy phenomeno-

14The observation and analysis of this interesting phenomenon has b?@@ical correction of assuming PM-QPSK in the EGN-model
reported in a specifically devoted paper [37], which also includes an exper-

imental confirmation. The paper has been accepted for oral presentatior?%lcqlf"‘_tions for a_II formats appea_rs to yield very accurate MR
ECOC 2016. We refer the readers to that paper for further details. predictions, provided that NL-PN is long-correlated enough for
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Raw Spectral Efficiency, bit/(s Hz) where[s; s;]° is the Jones vector of the transmitted signal

and [s; Rx sQ7RX}T is the Jones vector of the received signal.

20000 Apart from I' being small, Eq. (18) makes various other

PM-8QAM .
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o PMteeAM green: IE0SF birefringence has been compensated for, so Hatx is
L RN YT SR o =+ 5% error bar I . ..
£ 50001 RS 1 only due to non-linear effects. Secondly, we do not explicitly
£ EO— S indicate any other non-linear disturbance, or ASE noise either,
3 2000 - _ewesoan | for the sake of singling out NL-PoIN. Finally, without any
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Fia 22 Dash-dotted I diction of th . , - which shows that the received constellation is corrupted by

ig. 22. Dash-dotted lines: prediction of the system maximum reach, ba: . . . .

on the EGN-model calculated as if PM-QPSK was transmitted in all cas /o dIStln_Ct effects: one is aA phase I’Ot<_’:1t|0n, by an arigle

vs. each system configuration raw spectral efficiency, across the overall #¥® other is crosstalk from thg constellation, whose strength

‘landscapes’, for span length 100 km (top) and 60 km (bottom). Circleps proportional to(fr) and is phase-rotated kZ(yL\II)

simulation results with the PN-receiver (i.e., with non-linear phase noise

mitigation) at 33.6, 37.5 and 50 GHz channel spacing. So, based on Eq. (19), part of NL'PQIN fiCtua”y shows up
as NL-PN, throughb. The obvious question is then: how does
® relate to the NL-PN dealt with in detail in Sect. IV-A? The

. . . . swer is that NL-PN has a ‘scalar’ phase component, that
the Rx CPE to effectively remove it. This required about 300@2 call ©, and a NL-PolN-related componest. While ©

ps/nm of ac_cumu_lated dlspersu_)n to occur in our Iandscaf‘:)o(?ates both the: and g constellations in the same direction,
system configurations, when using the idealized PN-Rx.

® rotates them iroppositedirections (see the sign inversion

on @ in Eq. (18)). In other words, thtotal NL-PN for the &

constellation is(© + ®) whereas theotal NL-PN for the g

B. Non-linear polarization-noise constellation if©—®). In Sect. IV-A, as mentioned thereyo

PN-receivers were actually used, one per constellation, which

As mentioned, NL-PN is not the only long-correlated typgperatedndependentlyThis way, the respectivotal NL-PN

of NLI which is present in WDM systems. Another type ofyas mitigated on each constellation, including the NL-PolN-

NLI that has a long-correlated component is NL-PoIN.  related phase-noise componeht Note that if a single PN-
While NL-PN mitigation is commonplace (even unintededlyeceiver were used on the NL-PN that isdammonbetween

because, as mentioned, all Rx’s must have some type of CRg two constellations, then only the scal@r component

to the best of our knowledge NL-PoIN mitigation is not widelywould be mitigated.

adopted. However, especially following the publication of [24], If we assume that two independent PN-receivers are used,

awareness of the potential removal of such NLI component hes that both long-correlate8l and® phase-noise contributions

been spreading. are removed, then what remains of NL-PolNciesstalkfrom
NL-PoIN is a well-known component of Kerr-generatedhe other polarization, and Eq. (18) can be simplified as:

non-linear effects. A powerful mathematical description, in A L

terms of the precession of each channel’s Stokes vector about { 52, Rx } A [ S& Pi 55 } (20)

the resultant Stokes vector of all WDM channels together, was S9.Rx S9 Py sz

proposed in [38]. Such description directly implies that NLwhere for simplicity we have omitted to indicate any short-

PoIN can be written as a time-varying stochastic Jones matdarrelated residual ob.
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the. case of NL-PN, .the_EGN—modeI correct!y estimates 5000 | o _P”“Q”f 45% emorbar T |
variance of the polarization crosstalk stemming fropmand & | R S-m0 pyoa
pg- However, if such crosstalk is mitigated, then the EC  § 5! ~ N : ‘
- . . @
model-based estimate of MR may turn out to be pessim & PP
As in Sect. IV-A, we are interested in maximizing such ¢ 2 "% - zqan
. . . < ’ ’
crepancy, i.e., we would like to remove as much polariza £ 0 MARKERS: simulat. with PN_Rx and Polr_Rx T
crosstalk as possible, to approximately upper bound the 32 GBaud i
of the EGN-model-based MR estimate in the presenc 2001 100 ko apans J
mitigation. Therefore, we used an idealized mitigator, tha LINES: EGN-model assuming PM-QPSK
called PoIN-Rx, in analogy with the PN-Rx. Similar to t 100 3 s 5 & 7 8 9 10 1112
PN-Rx, the idealization consists of assuming full knowle Raw Spectral Efficiency, bit/(s Hz)
of the transmitted sequences, and sy, for the purpose o 20000 ‘ ‘ : : : : N
estimatingp; and p;. Specifically, we computed: L PMBQAM blue: PoC
red:
10000 [ Ol 0 | PM-160AM green: NZDSF 7
D3 Sz — S3z)/ Sy L LN VY S O Q +5% error bar T
/31 _ ( 2,Rx )/ ] (21) & sowl PM-320AM ]
Py (s9.Rx = 59)/52 . N e R
e O s
é PM-64QAM
The resulting 5; and p; were filtered through a finite g 2/ e NP
length integrator, whose integration time was optimized £ sl |
. . . . ] it et S S
each simulation, to obtain estimates of the long-correl = MARKERS: simulat. with PN-Rx and PoIN-Rx )
components ofp; and p;. We then used such estimates so0|- 32 GBaud & e ]
. . . channels iz
subtract polarization crosstalk from the signal before f{ 60 km spans 356 G
.. . ~ ~ . LINES: EGN-model ing PM-QPSK
decision and error counting. Note that and j; contain SO vt i 2 | I .
various disturbances, such as short-correlated NLI, that 4 5R < f - 7 b‘tl(SH | 8 10 112
. . . . . . aw ectral Iciency, RIU/(s NZ
omitted above for notational simplicity. Such disturbances ) Y
should ideally be averaged out by the PoIN-RXx. Fig. 23. Dash-dotted lines: prediction of the system maximum reach based

To show the further gain obtained through the PoIN-R®n the EGN-model calculated as if PM-QPSK was transmitted in all cases,

] . .vs.each system configuration raw spectral efficiency, across the overall test
when the PN-Rx is also present, we use as model predlcu%ﬂdscapes’, for span length 100 km (top) and 60 km (bottom). Diamonds:

baselines those of Fig. 22, which provide an almost flawlesisulation results with both the PN-Rx and the PoIN-Rx (i.e., with non-linear

estimate of MR in the presence of the PN-Rx alone. Thpgase-noisand non-linear polarization crosstalk mitigation) at 33.6, 37.5 and

simulation were then run with the PN-Rx applied first, in2° Gtz channel spacing.

dependently on each polarization, followed by the PoIN-Rx.

The results are shown in Fig. 23. The mean MR gain betWeg ¢ propaGATINGASE NOISE AND SIGNAL DEPLETION

the simulations of Fig. 22, which only have the PN-Rx, to ) _ )

the simulations of Fig. 23, is 2.2% and 3.5%, for the 100 km /S mentioned earlier, we decided to carry out most of the
and 60 km spans landscapes, respectively. Now some g%/]estlgatm_n report.ed in this paper with ASE noise injected gll
is obtained also for PM-QPSK, which had gained essentiaﬁ? the receiver. This was.done On purpose, tq allow focu.smg
nothing from the PN-Rx. Overall, however, it appears th& NLI produced by the signal only. However, in the practical

polarization crosstalk is a relatively modest effect, at least merspectl\_/e that we declaredly took in th|_s study, the_ impact
the considered system configurations on modeling effectiveness of co-propagating ASE noise must

be assessed.

In summary, assuming that long-correlated polarization- . L

. . ecently, various papers have looked at the modeling im-

related non-linear phase-noise has been removed at the CIIDE . i ina ASE noi hich 139

stage (theP component discussed above), then the mitigatic?n'catlons ° co-propagatmg noise, among whic [39]
' and [27]. Both papers claim that co-propagating ASE starts

of non-linear polarizationcrosstalk seems to provide only becoming a factor when the target OSNR at the Rx goes

minor MR gains®. From a practical end users’ viewpoint, Itb low approximately 9-10 dB. This would make its impact on

appears that the EGN-model calculated as if the transmittﬁ | generation modest for PM-8QAM and perhaps negligible

zgla;gizspt'\r?:gl::dﬁc?”ep;,ms”tg(: forr]?.ther;?gr?sd 'Z”:;?St 'Oénall higher-order formats. However, PM-QPSK, PS-QPSK
pe Sy igurations, even w i.e., polarization-switched QPSK), PM-BPSK, as well as other

more exotic formats that can operate at lower OSNRs, could
actually be substantially impacted.
15As a note of caution, this field is currently very active and it may be On the other hand, the industry trend seems to be that lower-

that more advanced PoIN-Rx or even combined PN-PoIN-Rx (such as E@%NR systems than PM-QPSK occupy a very limited niche.
emerge in the near future, whose effectiveness may be better than that.l_

those used here. So we recommend the readers to monitor the literature f&'s IS becagse' in new pl_ants, PM-QPSK a_lready allows to
possible developments. cover essentially all conceivable planetary distances, even at

both the PN-Rx and the PoIN-Rx are turned on (Fig. 23).
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20000 . R Similar to what happens with co-propagating ASE, the

MARKERS, simulatons impact of this phenomenon chiefly depends on the system
10000} targetOSNR8.47 4B rderdesvoase 1 required target OSNR at the Rx. If the target OSNR s large,
so000 - 38R 1 then forcedly little NLI can be present at the Rx. This in turn
g ook ‘Vtggeitosim-%da 4 5% error bar T means that signal depletion must be modest. For low target
S o0t 1.9%MR | OSNRs, however, signal depletion may be non-negligible.
% PMBOAM To get a feeling of what the actual extent of power depletion
g 1oy PM-l6QAM 1 could be, let us consider a system with a target OSNR of
§ 500 PM-320AM ' 10 dB. We first remark thadt maximum-reaclihe ASE noise
32 GBaud T power is approximately twice the NLI power (see [40] Sect. 3,
200 100 om s, SME PM-64QAM | or [16] Sect Xll-a). Therefore, the signal-to-NLI-noise ratio
RED LINES: EGN-model would be 14.8 dB or, equivalently, NLI would be about 3.4%
10 3 s 5 5 7 s s 10 1 12 of the signal power. Assuming a uniform WDM signal, this
Raw Spectral Efficiency, bit/(s Hz) would result in a signal depletion of approximately the same

) o . . ) )
Fig. 24. Red solid lines: prediction of the system maximum reach basee()j(tem’ .e., 3.4%. At this level, the impact of signal depletion

on the EGN-model, vs. each system configuration raw spectral efficien@)) Performance would be marginal. However, upward of this
over SMF with 100 km span length. Red circles: simulation results &vel, it would start having a discernible effect. Therefore,

37.5 GHz channel spacing, without co-propagating ASE. Magenta stars: safig gB target OSNR appears to be a practical threshold for
simulations,with co-propagating ASE. . . .
signal depletion needing to be relevant. Note that PM-QPSK
routinely operates below 10 dB. Also, powerful FECs or more

full C or C+L band utilization and quasi-Nyquist spacing. W Oeneslt'\fl?h;?;?;?és ;?Te:;tﬁlxhggggstife::;gest. ?Ell\ldRe nl]eut?ohn
therefore did not feel it necessary to extend our test landsca| yger. ' y » SI9 piet

to lower-OSNR systems than PM-QPSK. ﬁg“'r? e o o I R e oS o r sianal
In Fig. 24 we show the effect of turning on and off co- ortunately, theré Is an easy way o account for sigha

propagating ASE, on a subset of the landscape SMF t(gletpletlon which, although approximate, appears to work well,

cases. Clearly, there is no visible impact on PM-64QAM, Plvﬁolgiaf;;;forEunégrrgs\;\(l)lﬁol\\/llvslgnals. It consists of intuitively
32QAM or PM-16QAM. Starting with PM-8QAM, some very 9 =a. ‘
minor effect is present. With PM-QPSK, the MR decrease Pen — PnLi

nears 4%, at a target OSNR of about 8.5 dB. These data points OSNRy1, = Paske + Pxui (22)

agree with the results in [39], [27], confirming that abovg roposed for instance in [5] (the factar there) and
10 dB of target OSNR the effect can essentially be neglectq Cepntl)rl) in [39] 51 ( )

Depending on accuracy requirements and target OSNR, It |
may have to be considered for PM-QPSK, although for many

conditions of Fig. 9 (top). Note that, as already mentioned in

In case a correction was absolutely required, a very gg,mote 2, we actually used Eq. (22) for all analytical MR
curate but complex model, which extends the EGN modgle jictions calculated in this paper, including Fig. 9, instead

to co-propagating ASE, is provided in [27]. Otherwise, [39 f Eq. (1). As pointed out when commenting Fig. 9, the

proposed an approx'imate formula (Eq. (7) there), which 8Bredictions of Eqg. (22) very accurately agree with simulations,
pears to work well in standard PM-QPSK systems. Despil&. o system configurations. Eq. (1) instead overestimates

being simpler, such formula still requires evaluating the EGNyp o jantitatively, the difference amounts to about 4.4%
model at each span in the link, which sets its complexity e estimation for PM-QPSK, whose target OSNR is 8.5 dB,
at a very high level. More drastic semi-phenomenologicglyereps it is only 1.8% for PM-8QAM whose target OSNR is
approx.imatiqns are likely to be possible, which are left fo[, £ 45 |t gets below 1% for PM-16QAM and is negligible
future investigation. for the other formats whose target OSNR is even higher. These
results appear to confirm the practical threshold of 10 dB target
OSNR, for signal depletion to start impacting MR predictions
in a non-negligible way.

Signal power depletion occurs because NLI is created at thedn summary, Eq. (22) appears to be a simple and effec-
expense of the signal. In fact, if a transparent link is assumeiye correction for signal depletion, at least in the uniform
then whatever optical power is converted to NLI by the KeWDM signal configurations tested here. If a very diverse and
effect, it must come from the signal itself. irregularly spaced WDM comb was used, however, Eq. (22)

The large majority of NLI models is based on perturbatiomight lose accuracy. Also, here we tested it down to 8.5 dB
approaches that neglect signal depletion. Both the GN a®$NR. In [39] some data points are available down to 5 dB,
EGN models neglect it, too. Therefore, when signal depletiatill confirming its effectiveness. If operating at even lower
is substantial, then a discrepancy may develop between mod@ENRs, Eqg. (22) should be re-tested, to make sure that its
based MR predictions and actual system performance. validity extends there, too.

A. Signal depletion
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MARKERS: simulations P & 0
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2001 $olid lines: EGN-model with Eq. (1) 1
Dashed lines: EGN-model with Eq. (22)
100 - ; : : . - e Fig. 26. Normalized signal power-profile in a SMF span of 100 km, with
3 4 5 6 7 8 9 10 11 12 9 9 p p p !

total fiber loss 20 dB, with and without Raman amplification, assuming a

Raw Spectral Efficiency, bit/(s Hz) Raman amplifier gain of 14 dB

Fig. 25. Lines: prediction of the system maximum reach based on the EGN-
model, vs. each system configuration raw spectral efficiency, across the ¢

test ‘landscape’, for span length 100 k8olid lines: OSNRy, computed as 20000 T N T T UL T
in Eq. (1). Dashedlines: OSNRyj, computed as in Eq. (22). Star marke Raman gain 14 dB ';"tA;*TKERéﬁi‘T“a':itr:m
simulation results at 33.6, 37.5 and 50 GHz channel spacing. 10000 red circles: EDFA 1
[ — magenta stars: hybrid Raman/EDFA
£ 5000 Y ! h
= PM-QPSK A - 4 5% error bar T
VI. NLI MODELING AND DISTRIBUTED AMPLIFICATION € a0l I i
[} T
. . o PM-8QAM T
The use of Raman amplification to enhance system e | . )
.. . . . . PM-16QAM B
formance has been gaining increasingly wider adoption. £ ¢ e
. . . . © [
currently most popular choice consists of using hybrid = s0of R
man/EDFA amplification (HRE). In particular, for vario [ 3208aud ~
N . PM-64QAM
reasons, Raman is mostly used with counter-propag 200" 100km spans, SMF ]
. . . 0 . - =
pumping. Typ|cal!y, Ram_an supplles between 40 A)_and 100 ‘ ‘ | | S N
of the needed gain. In this section we concentrate first or 3 4 5 e 7 & 9 10 1112

. Raw Spectral Efficiency, bit/(s Hz)
more common solution, and then propose a few commeis

on other distributed-amplification solutions (co-propagatinglg. 27. Red solid lines: prediction of the system maximum reach based on
pumping and all-Raman). the EGN-model, vs. each system configuration raw spectral efficiency, over

HRE is very beneficial as it decreases the equivalent noi F with 100 km span length. Red circles: simulation results at 37.5 GHz
channel spacing, with 20 dB lumped gain. Magenta stars: same simulations,

figure of the span. Values around 0 dB are possible, for HRE% with 14 dB Raman gain (counter-propagating pump) and 6 dB lumped
whose EDFA segment has a NF on the order of 4.5 to 5 d&in. The equivalent noise figure (5 dB) was kept the same in the two cases.

On the other hand, as the signal power starts to grow back in
the last section of the span due to Raman amplification, then
some amount of NLI is produced in that section too, whicdystems over SMF.
otherwise would contribute no NLI. Since we were specifically interested in gauging the impact
Various papers, among which [41], [42], have been pulbf HRE on non-linearity generation, in the simulations we
lished on the topic of finding the best balance of Ramaattificially kept the equivalent span NF at the EDFA value
to-EDFA gain in various system configurations maximize (5 dB), both in the case of EDFA-only amplification (red
performance taking into account NLI as well. In this paper,circles) and in the case of HRE (magenta stars). This means
however, we focus instead onodeling issugghat is, whether that if no extra NLI was produced by the HRE, the same MR
the use of HREs needs special NLI modeling solutions or netould be observed. The clear indication of the figure is that
Fig. 26 shows the normalized power-profile in a span sbme extra NLI is indeed produced, but the impact is modest,
100 km of SMF, with total fiber loss 20 dB, with andresulting in an average MR decrease of of 3.0%. Notably, all
without Raman amplification, assuming a Raman amplififprmats appear to be impacted rather uniformly, with minor
gain of 14 dB. Despite the fact that 70% of the span loss dfferences probably attributable to Monte-Carlo uncertainties.
compensated for by the Raman amplifier, the figure strong§ot shown, we plotted a similar graph where the simulations
suggests that the non-linearity produced at the end of the spegre all run with the PN-Rx turned on. In that case, the
may be relatively modest, since NLI depends on signal powaverage MR loss was less, about 1.5%, which seems to suggest
cube. Note that there are subtleties, since the strong NLI of t@t the excess NLI due to HRE has a larger long-correlated
first kilometers of the span then exits the fiber attenuated by--PN content. The fact that distributed-amplification has a
almost 6 dB, whereas the weaker NLI of the Raman-amplifigtieater NL-PN content is in fact in agreement with the results
last kilometers does not actually undergo any attenuation. @ft several papers, among which [24], [33].
any rate, we tested exactly the configuration of Fig. 26, and theln our opinion, these results strongly suggest the MR
MR results are shown in Fig. 27 for a subset of the landscagstimation error incurred by simply neglecting the effect of
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HRE is small and acceptable in those system configuratiothe reader to [2] for extended referencing and some broader
similar to the ones examined here, which appear to be tblassification based on the approximations taken.
typically deployed ones. As a practical criterion for neglecting Many of the above models are similar or nearly equivalent,
the excess NLI due to HRE, we suggest that the signal mugth some notable exceptions. For instance, LP-models appear
be at least 6 dB lower at the output of a fiber span than wtbe especially well-suited to study NL-PN. Another example
its input or, equivalently, that the Raman section of the HRi§ atime-domainRP model derived from [48] and [20], which
leaves at least 6 dB of uncompensated span loss. allows to single-out and assess the amount of long-correlated
However, this criterion icertainly not metin the case of NL-PN and NL-PoIN, according to [51]. In particular, [51]
all-Ramanamplified systems, where the power at the output chrries out an interesting study of short-haul systems (100-
the fiber span can actually lggeaterthan at its input, as some 200 km) with very large constellations, employing a com-
extra gain must be provided to handle the loss of the repedbémation of a model equivalent to the EGN-model, and the
components (splices, pump couplers, gain-flattening filtetene-domain model mentioned above to correct for possible
etc.). Assuming lumped amplification in NLI prediction, for arlong-correlated NL-PN and NL-PoIN mitigation.
all-Raman system, would lead to substantial error. Similarly, This paper could not possibly test all these different model-
in systems using co-propagating Raman pumping, the povieg solutions, besides the GN and EGN models. We however
profile is completely different from the usual decreasing exdvise the reader of the existence of these many other models
ponential. Assuming the latter for the former would, here toand it is our auspice that other researcher may carry out
cause substantial NLI prediction errors. selected comparisons of model effectiveness, whose results
For these scenarios, both the GN-model and the EGN-mogeuld certainly benefit the community.
provide the mathematical tools to handle the situation. In par-
ticular, in both models the power-profile induced by distributed
amplification affects only the factdg|?> which, as commented
in Sect. 1I-B, is the non-degenerate-FWM efficiency of the In this paper we have considered recent advances in the
overall link, from input to output. For the special case ofodeling of uncompensated coherent optical systems, focus-
backward-pumped Raman amplification, under the assumptifd on the GN and EGN classes of models. Within these two
of an undepleted pump, an analytical closed-form| pf|2 classes, we have looked at several versions, using different
is available ([16], Eq. (10)). Otherwisé;:|? must be found approximations, including semi- or fully-closed-form variants.
starting from its most general expression, which is reportédom our investigation, it is apparent that there is no ‘perfect’
as Eq. (A8) in Chap. 7 of [2]. Incidentally, the mentione®" ‘all-encompassing’ solution to NLI modeling in modern un-
HRE optimization papers [41], [42] actually resorted to suckpmpensated coherent systems, at least within the considered
|11|? expressions accounting for the Raman-gain profile. THaN and EGN model classes.
of course adds more complexity to the calculations in the GN There is however a wide gamut of different answers to
and especially in the EGN-model. However, at present, to theecific modeling needs. What is clear is that there are trade-

best of our knowledge, no satisfactory simpler approaches &fs, as it could be expected, between accuracy, ease of
available. use and computational complexity. Nonetheless, our results

show that several effective solutions are currently available,
which represent favorable compromises among the mentioned
features.

As mentioned in Sect. |, many non-linear propagation Which one to pick really depends on the needs of the user.
modeling approaches have been proposed over the years. The incoherent GN-model is hard to beat for real-time physical
most popular models belong to the class of the so-calléajer awareness and preliminary performance assessments. On
regular perturbation (RP) modelgl5] and in particular their the other hand, if very accurate research-oriented investiga-
first-order version. Higher-order versions are possible but tions need to be carried out, then the full EGN-model, possibly
the purpose of obtaining system-impact models, first-ordeupplemented by other models that allow to precisely assess
versions have typically been used, with few exceptions, sukdng-correlated non-linear phase and polarization-noise, such
as [43]. as it was done in [51], must be used.

Perturbation models based on truncated Volterra SeriesSeveral sweet-spot compromises are available in between,
(VS) have been proposed too, such as [44]. Interestinglyhose merits we have tried to highlight. The EGN-model
in [45] it was shown that RP models and the VS modefalculated assuming PM-QPSK transmission for all formats,
are equivalent, so we call them RP-VS models. Other firgs an effective way of approximately accounting for long-
order perturbation models, which can be re-conduced or bearrelated NL-PN mitigation. If computed with the aid of the
substantial similarities to the RP-VS models, were proposeddaymptotic closed-form Eq. (14), it can be a high-accuracy
[46], [47], [48]. As mentioned earlier, the GN end EGN modeland limited-complexity solution for a wide variety of practical
are first-order RP-VS models, as well. Further perturbati@cenarios.
models have also been proposed, such as the logarithmi©peration at very low OSNRs, where co-propagating ASE
perturbation (LP) model [49], a combination of the RP andecomes a factor, or with all-Raman amplification, remain
LP model [50], the frequency-resolved LP (FRLP) model [30{pugh challenges to date, with modeling solutions only par-
[31], the enhanced RP model [12], and still others. We refeally satisfactory, due to their complexity.

VIII. COMMENTS AND CONCLUSION

VIl. OTHER NLI MODELS
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Research is still ongoing. Judging form the great progressSE
made in just the last few years, it is likely that more effective SMF

spectral efficiency
standard single-mode fiber

models will emerge in the near future. SPM self phase modulation
SRO symbol-rate optimization
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APPENDIXA
LIST OF ACRONYMS

poweris attenuated aexp(—2az).
Bo: dispersion coefficient in (Bskm~1)
~: no-birefringence fiber Kerr non-linearity coeffi-

AGN additive Gaussian noise cient (W--km~!). The denomination ‘no-birefringence’
AWGN additive white Gaussian noise means that the 8/9 coefficient which dampens the
ASE amplified spontaneous-emission noise strength of the Kerr non-linearity, stemming from the
BER bit error-rate birefringence-induced polarization wandering along the
BP backward propagation fiber (see [38]), is not incorporated intp but rather is
CD chromatic dispersion included in the coefficients appearing in tidéxr:(f)
CPE carrier-phase estimation analytical expressions. Put it differently, in this paper
CuUT channel under test v = kona/Acsr, Whereky is the light wavenumber, is
DAC digital to analog converter the non-linear index andl.g is the fiber effective area.
DM dispersion-managed L, span length (km). .
DSP digital signal processing Leg: span effective length (km), defined as
EDFA erbium-doped fiber amplifier [1 —exp(=2aLy)] /(2a).
EGN-model enhanced Gaussian-noise model N;: total number of spans in a link _
FEC forward error-correcting code Af: channel spacing, in the case of a uniform WDM
FLOP floating point operation signal (THz) . .
FWM four-wave mixing Gwowm(f): PSD of the overall WDM transmitted signal
GN-model  Gaussian-noise model (WITH2) _ _ _
GNRF GN-model reference formula Gnui(f): PSD of the non-linear interference noise
GPU graphics processing unit (W/THz)
IM/DD intensity-modulation direct-detection Pey: the launch power per channel (W)
LOGO local-optimization, global optimization R, symbol rate (TBaud)
ME Manakov equation homogeneous linka transmission link where all spans are
MR maximum reach identical (same fiber type, span length and amplification
NL non-linear set-up). _ L o
NLI non-linear interference transparent link a transmission link where amplification
NL-PN non-linear phase-noise exactly compensates for fiber loss, span by span.
NL-PoIN non-linear polarization-noise uniform WDM signal all channels of the WDM comb
NZDSF non-zero dispersion-shifted fiber have the same symbol rate, the same format, the same
OFDM orthogonal frequency-division multiplexing spacing and the same launch power.
OSNR optical signal-to-noise ratio
PM polarization-multiplexed REFERENCES
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