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#### Abstract

The aim of this Ph.D thesis is the study of time-varying networks via theoretical and data-driven approaches. Networks are natural objects to represent a vast variety of systems in nature, e.g., communication networks (phone calls and e-mails), online social networks (Facebook, Twitter), infrastructural networks, etc. Considering the temporal dimension of networks helps to better understand and predict complex phenomena, by taking into account both the fact that links in the network are not continuously active over time and the potential relation between multiple dimensions, such as space and time. A fundamental challenge in this area is the definition of mathematical models and tools able to capture topological and dynamical aspects and to reproduce properties observed on the real dynamics of networks. Thus, the purpose of this thesis is threefold: 1) we will focus on the analysis of the complex mesoscale patterns, as community like structures and their evolution in time, that characterize time-varying networks; 2) we will study how these patterns impact dynamical processes that occur over the network; 3) we will sketch a generative model to study the interplay between topological and temporal patterns of timevarying networks and dynamical processes occurring over the network, e.g., disease spreading. To tackle these problems, we adopt and extend an approach at the intersection between multi-linear algebra and machine learning: the decomposition of time-varying networks represented as tensors (multi-dimensional arrays). In particular, we focus on the study of Non-negative Tensor Factorization (NTF) techniques to detect complex topological and temporal patterns in the network. We first extend the NTF framework to tackle the problem of detecting anomalies in time-varying networks. Then, we propose a technique to approximate and reconstruct time-varying networks affected by missing information, to both recover the missing values and to reproduce dynamical processes on top of the network. Finally, we focus on the analysis of the interplay between the discovered patterns and dynamical processes. To this aim, we use the NTF as an hint to devise a generative model of time-varying networks, in which we can control both the topological and temporal patterns, to identify which of them has a major impact on the dynamics.
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## Introduction

We always try to give a representation of our view of the world. We attempt to capture the beauty of nature in paintings and pictures, and its secrets and underlying mechanisms by describing it through synthetic representations and variables. Depending on our personal view of the world, the mechanisms at the basis of systems can be captured at different levels and angles. There is not an angle which is more relevant than another, as they simply provide a perspective from which we can observe and describe our world. As painters and photographers, we try to give a representation of what is surrounding us, in a way that allows to highlight the objects that count most in our view of natural systems. In this thesis I want to explain the perspective I used in my work, to represent the relations occurring between individuals, via two main ingredients: time-varying networks and tensor decompositions.

Time-varying networks are a natural way to represent a great variety of systems in nature [1], such as communication systems (phone calls or e-mails), online social networks (Facebook, Twitter), etc. They allow to take into account not only the structure of a system, i.e. the entities and their relations, but also how these relations vary over time.

A key research topic is then to capture meaningful properties of timevarying networks, such as the presence of entity similarities (i.e. communities, clusters), or of unusual changes in the network structure (i.e. anomalies, outliers). The analysis of such properties in time-varying networks provides a way to better interpret real system behaviours and their essential features: how the entities are organized and what their mutual connections mean. Moreover, the investigation of time-varying network properties helps to understand how the existing relations in the network elements impact some real dynamics
occurring on top of it [2], such as information diffusion, event cascades or disease spreading.

In the present thesis, we attempt to give our contribution to these main aspects regarding network organization and interaction with dynamical processes. To this aim, we decided to study the problem by taking advantage of both theoretical and data-driven approaches. In particular, our purpose is to improve our understanding in the following directions: in the extraction of meaningful patterns from time-varying networks; in the use of such patterns to investigate challenging questions such as anomaly detection and missing data recovery; in the analysis of the interplay between the network properties and dynamical processes.

To this aim, in the first part of the manuscript (Chapter 1) we will provide an overview of the basilar notions related to time-varying networks. We will describe the metrics used to characterize networks in time and topology, necessary to define the scope of our problem. There is a rich literature on time-varying networks [1, 3-6], however the detection of mesoscale patterns still lacks some robust framework for such multi-dimensional systems. Here, we propose to work at the boundary between complex network theory and multi-linear algebra, by using tensor decomposition techniques.

The use of such techniques on time-varying networks is facilitated by the fact that time-varying networks can be easily represented as multi-dimensional arrays, which are referred in this thesis as tensors [7]. Indeed, the presence of links in the snapshots of a time-varying network can be encoded in a sequence of adjacency matrices. This multi-dimensional representation allows to take advantage of decomposition methods, already applied successfully in several domains [8], to study time-varying networks.

In Chapter 2 we thus provide an overview of tensor decomposition techniques, that will be used as a basis to design our methods and thus extracting mesoscale structures from the network. In particular, we focus on Non-negative Tensor Factorizations (NTF) [9] for two main reasons: first the presence of non-negative constraints ensures to solve a well-posed problem and thus the existence of a solution [10]; second the non-negativity constraints ease the interpretation of the outcome of the decomposition.

As we will show in Chapter 4, the decomposition of time-varying networks enables to detect frequent and/or unexpected complex patterns with specific topological and temporal properties [11]. These patterns correspond to groups of links having correlated activity in time. One of our purpose is then to provide an explanation for the different types of patterns detected as well as their interpretation.

We will see that the interpretation of the uncovered patterns strongly depends on the case study, and that in some cases they can be related to anomalous behaviours. For this reason, we will extend the NTF framework to face the problem of detecting anomalies in time-varying networks. In particular, we will present our method, published in [12, 13], to capture anomalies which entangle both temporal and topological aspects.

By decomposing empirical time-varying networks, we better understand the mechanisms and properties which play a key role in the network itself. The NTF provides a synthetic representation (i.e. approximation) of timevarying networks and thus captures essential network features as topological and temporal patterns. However, we are aware of the fact that these patterns are only part of the overall network and thus we will try to give an answer to several questions opened by the study of the network approximation: does the approximation change some of the original features of the network by favouring others? Are these features important when simulating a dynamical process that occurs over the network? If they have an impact on the final outcome of the process, how can we modify the model to recover the correct dynamics?

In Chapter 5 we make an attempt to answer these questions by discussing which are the implications of discovering patterns at the mesoscale level via tensor decomposition techniques. Moreover, we will investigate how to take advantage of the presence of such patterns in the network to tackle a missing data problem, often encountered in data analysis. Indeed, while building contact networks we can be confronted to missing data due to incomplete data records. The main intuition behind our method to tackle this problem is that if we are able to reveal similarities in the activity of the links then we can use the presence of such correlation among the network elements to recover the overall behaviours of nodes whose activity is partially missing. Practically, we will show how to extend the tensor decomposition framework to handle missing
values and to merge different types of data (such as contacts and locations of individuals).

In this chapter, we will make a step further in the analysis of network properties relevant to dynamical processes. In particular, as the decomposition provides an approximation of the original network, we will devise a possible way to adjust its properties to include the key ingredients relevant for dynamical processes, such as spreading processes. This step will be essential to achieve an outcome of a dynamical process on the approximated network which is similar to the outcome in the original case.

Finally, we will rely on the previous observations to investigate the interplay between patterns in time-varying networks and external dynamical processes in a more systematic way. To this aim, we propose a procedure to find what mesoscale properties typically lead to a significant impact on the result of a dynamical process. Considering that NTF successfully detects meaningful patterns in many data, this can be used as an hint to build a generative model of time-varying networks, that contributes to this direction of research.

In Chapter 6, we will describe what are the key ideas behind our generative model. In particular, supported by the results obtained with the NTF, which approximates a time-varying network as a sum of sub-networks, we build a time-varying network from the sum of sub-networks, whose links have correlated activity in time. We will show how to tune this model so that it reproduces heterogeneity properties (such as burstiness) relevant for spreading processes.

To summarize the outline of the present thesis: in Chapter 1 and Chapter 2 we respectively provide the state of the art and background notions of timevarying networks and tensor decompositions; in Chapther 3 we describe the empirical social network data used throughout the work. In Chapter 4 we face the problem of discovering patterns in time-varying networks via tensor decomposition, and we modify the NTF framework to tackle the problem of detecting anomalies in time-varying networks. In Chapter 5 we exploit the correlated activity patterns of time-varying networks to handle the missing data problem with respect to spreading processes. Finally, in Chapter 6 we focus our analysis on detecting the complex patterns in networks having an impact on dynamical processes. Here, we take advantage of what we learnt from the previous chapters, to sketch a generative model for time-varying networks.

## Chapter 1

## Time-Varying Networks

A vast amount of systems, such as online social networks, face-to-face human interactions, and public transportation networks can be seen as sets of entities that share some relations. These collections of relations are naturally represented as networks, where each node represents an entity of the real system and each link represents a relation between two entities.

Relations in these systems often vary with time: phone calls are characterized by a duration, neurons activate and deactivate together in response to some external input, etc. In order to capture the temporal nature of such systems it is necessary to consider time-varying networks.

One important research topic related to time-varying networks, is the study of structural and temporal patterns. Moreover, another challenging question is the interplay between the topological and temporal features of networks with dynamical processes that might occur on top of them. Indeed, it is known that both topology and time affect the evolution of dynamical processes on networks. This is the case of diffusion processes, such as information diffusion, contagion dynamics, and opinion dynamics.

Following these research directions, we organized the chapter such that it gives the elements necessary to tackle the two following problems: characterizing topological and temporal patterns in networks, and studying the interplay between the extracted patterns and dynamical processes occurring over networks. In Sections 1.1 and 1.2, we introduce preliminary notions, including notations and descriptions of different time-varying networks, focusing on human interaction networks, that will be used in the applications shown in Chapter 4 and 5.

In Section 1.3 we provide the usual metrics for time-varying networks. In Section 1.4 we present some of the structural and temporal patterns encountered in networks. Finally, in Section 1.5 and 1.6, we introduce dynamical processes, giving particular attention to epidemic spreading.

### 1.1 Examples of Time-Varying Networks

As aforementioned, a great variety of systems in nature can be studied through time-varying networks, as they are suitable objects to represent relations between entities and their variation in time. For instance, human physical or virtual interactions can be described by time-varying contact networks [14-18], whose nodes are individuals and links describe the kind of connection between people: physical proximity, e-mails, etc. Other examples are infrastructural networks, where nodes can represent transportation means, e.g., planes, trains, etc., and links connect different locations, e.g., airports, cities, countries, etc.

The systems mentioned above are only few illustrations of the different application fields of time-varying networks. In the present work we will focus on the analysis of time-varying networks describing high-resolution data of human proximity [19-21, 14].

Depending on the way in which people communicate and share information, we can divide the related communication networks in different sub-groups. On the one hand, we have types of informations that are exchanged punctually in time as e-mail messages, text messages, instant messages, and chats. On the other hand, we have types of communication where the exchange of information between two people occurs during an interval of time. This is the case of phone calls that are characterized by a certain duration, or face-to-face interactions. In the present manuscript, we will consider networks of the second type, i.e. where the events have a duration.

### 1.2 Notation

A time-varying network $\mathcal{G}$ is composed by a set $\mathcal{V}$ of entities, called nodes, and a set $\mathcal{E}$ of relations, called edges or links, such that $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$. The links can
be also associated to a set $\mathcal{L}$ of labels, such that each link can be related to a certain property. Labels are assigned to each link, such that the resulting set $\mathcal{E}$ becomes $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V} \times \mathcal{L}$.

The set of labels is specific to the considered application: in the case of human relations it could represent the type of interaction between individuals; in transportation networks it could represent the type of vehicle considered. In other contexts the set of labels $\mathcal{L}$ could be empty (i.e. labels are not included in the study).

As we are considering time-varying networks, the set of links are assumed to change and take place over a time span $\mathcal{T} \subseteq \mathbb{T}$, also known as the lifetime of the system. The temporal domain $\mathbb{T}$ usually coincides to $\mathbb{N}$ for discrete temporal systems and to $\mathbb{R}_{+}$in the case of continuous temporal systems. Thus, the dynamics of a system can be represented through a time-varying network $\mathcal{G}=(\mathcal{V}, \mathcal{E}, \mathcal{T}, \rho, \zeta)$, where:

- the presence function $\rho: \mathcal{E} \times \mathcal{T} \rightarrow\{0,1\}$ indicates if a given link is present in the network at a specific time;
- the latency function $\zeta: \mathcal{E} \times \mathcal{T} \rightarrow \mathbb{T}$ provides the time needed to encounter a given link if starting at a given time.

In the present work, we always consider time-varying networks in which the set of nodes is fixed from one time to another, even if no links connect a node to the other nodes. However, it is possible to generalize the model to the case in which nodes varies in time, by adding

- the node presence function $\psi: \mathcal{V} \times \mathcal{T} \rightarrow\{0,1\}$, providing the presence of a node at a certain time;
- the node latency function $\phi: \mathcal{V} \times \mathcal{T} \rightarrow \mathbb{T}$ providing the latency time of a node starting at a certain time.


### 1.3 Study of Time-varying Networks at the Microscopic and Macroscopic Scale

In the literature, a great variety of metrics and measures are defined for static networks [22, 23]. However the study of a system, whose events are temporally ordered, through a static network representation could lead to misleading results, as the temporal causality of certain events has an impact on the usual measures for static networks [24]. For instance, when we look at the reachability of nodes, or the existence of a path connecting two nodes, the temporal representation matters, as paths are necessarily constrained by the links activation, which follows a specific temporal order. Thus, some of the usual measures adopted in static networks were adapted to take into account the temporal order of events in a system.

We now introduce some basic notions summarized by Holme and Saramäki [1], Pan and Saramäki [25] and the known metrics for time-varying networks [26, 27]. Here, we report only part of the available definitions extended for timevarying networks, as our purpose is to give a global idea of how the network can be characterized. This is possible at the microscopic level through the definitions of node and link properties as well as at the macroscopic level through measures aimed at characterizing the overall network.

One important criterion to describe networks is to analyse how their nodes are interconnected. Understanding if a node is reachable from or can reach the others is fundamental to assess its importance in the network, in particular with regard to a spreading process, which we will introduce afterwards. In a time-varying network $\mathcal{G}$, the reachability of a node can be measured by adapting the existing metrics for the related static network $G$ as functions of time. In particular, we report the concepts of journeys and temporal paths:
Definition 1. Let us consider a time-varying network $\mathcal{G}=(\mathcal{V}, \mathcal{E}, \mathcal{T}, \rho, \zeta)$, whose edges are $e_{i} \in \mathcal{E}$ and snapshots in time are $t_{i} \in \mathcal{T}$. A sequence of couples $\mathcal{J}=\left\{\left(e_{1}, t_{1}\right),\left(e_{2}, t_{2}\right), \ldots,\left(e_{k}, t_{k}\right)\right\}$, such that $\left\{e_{1}, e_{2}, \ldots, e_{k}\right\}$ is a walk in $G$, is called a journey or a temporal walk in $\mathcal{G} \Longleftrightarrow \rho\left(e_{i}, t_{i}\right)=1$ and $t_{i+1} \geq$ $t_{i}+\zeta\left(e_{i}, t_{i}\right) \forall i<k$.

Definition 2. A journey for which each node in a time-varying network is visited at most once is called a temporal path.

The starting time $t_{1}$ of a journey $\mathcal{J}$ is defined as departure $(\mathcal{J})$ and the last time $t_{k}+\zeta\left(e_{k}, t_{k}\right)$ is said to be the $\operatorname{arrival}(\mathcal{J})$.

Journeys and paths then enable to define the temporal connectivity for couples of nodes in a time-varying network.

Definition 3. A node $u$ in $\mathcal{G}$ is said to be temporally connected to a node $v$ if there exists a journey that goes from $u$ to $v$.

It is worth noting that the temporal order has to be respected. Thus this definition is not symmetric, i.e. if a node $u$ is temporally connected to a node $v$ in the time-varying network $\mathcal{G}$ then the node $v$ might be not temporally connected to $u$. This observation refers to the concept of causality, which depends on the ordering of the connections between nodes. Causality is an important aspect, that, when taken into account, could lead to results which are different from the one usually obtained when studying the corresponding network aggregated in time [28].

Other measures can be derived from the concepts of journey and path, for instance we can characterized them by a topological length, i.e. the number of links that composes the journey/path, and a temporal length or duration, i.e. the window of time between the first and the last contact in the journey/path. The following measures help in determining which paths are important in the diffusion of a spreading process:

Definition 4. The topological length of a journey $\mathcal{J}$ is the number $|\mathcal{J}|=k$ of couples $\left(e_{i}, t_{i}\right)$.

Definition 5. The temporal length of a journey $\mathcal{J}$ corresponds to its duration, given by $\operatorname{arrival}(\mathcal{J})-$ departure $(\mathcal{J})$.

As for temporal and topological lengths, it is possible to define the concept of distance both in a topology and time.

Definition 6. The topological distance between two nodes $u$ and $v$ at time $t$ is denoted as $d_{u, t}(v)$ and it is given by

$$
\min \left\{|\mathcal{J}|: \mathcal{J} \in \mathcal{J}_{(u, v)}^{*}, \text { departure }(J) \geq t\right\}
$$

where $\mathcal{J}_{(u, v)}^{*}$ is the set of all possible paths starting from node $u$ and ending at node $v$.

Definition 7. The temporal distance between two nodes $u$ and $v$ at time $t$ is denoted as $\hat{d}_{u, t}(v)$ and it is defined as

$$
\min \left\{\operatorname{arrival}(\mathcal{J}): \mathcal{J} \in \mathcal{J}_{(u, v)}^{*}, \text { departure }(\mathcal{J}) \geq t\right\}-t
$$

Definition 8. The temporal shortest path from $u$ to $v$ is the temporal path that connects $u$ to $v$, having the shortest temporal length.

The definition of temporal distance can be then used to define some characteristics of time-varying networks at the macroscopic level. As an example, we can generalize the geodesic distance to time-varying networks as follows.

Definition 9. The characteristic temporal path length [29] at time $t$ of a time-varying network $\mathcal{G}$ corresponds to the temporal distance over all nodes couples in the network:

$$
L_{t}=\frac{1}{|\mathcal{V}|(|\mathcal{V}|-1)} \sum_{u, v} \hat{d}_{u, t}(v) .
$$

Nodes in time-varying graphs can be temporally disconnected, so that the temporal distance goes to infinity $\hat{d}_{u, t}(v) \rightarrow \infty$ and the characteristic path length diverges. To overcome this issue we can define the temporal global efficiency [29], that is a generalization of the global efficiency of static networks.

Definition 10. The temporal global efficiency of a time-varying network is given by

$$
E_{t}=\frac{1}{|\mathcal{V}|(|\mathcal{V}|-1)} \sum_{u, v} \frac{1}{\hat{d}_{u, t}(v)} .
$$

We can also define measures with the aim of finding nodes which have a key role in the network, with regard to spreading processes. These measures can be used to define some global characteristics of the network, i.e. averaging node quantities over all the network nodes.

Definition 11. Given a node u and two consecutive snapshots of a time-varying network $\mathcal{G}$ at time $t_{i}$ and $t_{i+1}$. The topological overlap of the neighbourhood of $u$ in the time window $\left[t_{i}, t_{i+1}\right]$ is

$$
C_{u}\left(t_{i}, t_{i+1}\right)=\frac{\sum_{v} \rho\left((u, v), t_{i}\right) \rho\left((u, v), t_{i+1}\right)}{\sqrt{\left[\sum_{v} \rho\left((u, v), t_{i}\right)\right]\left[\sum_{v} \rho\left((u, v), t_{i+1}\right)\right]}} .
$$

Definition 12. The average topological overlap of the neighbourhood of a node $u$ is the average $C_{u}\left(t_{i}, t_{i+1}\right)$ over all the possible consecutive snapshots in the network lifetime:

$$
C_{u}=\frac{1}{|\mathcal{T}|-1} \sum_{i=1}^{|\mathcal{T}|-1} C_{u}\left(t_{i}, t_{i+1}\right)
$$

The average topological overlap is the generalization of the local clustering coefficient [30] in which the temporal dimension is taken into account as it measures the tendency of links to be active across different windows of time. These definitions can be then used to measure the average probability of a link in the network to be active at two consecutive times:

Definition 13. The temporal-correlation coefficient is given by the average of $C_{u}$ over all the possible $u \in \mathcal{V}$ :

$$
C=\frac{1}{|\mathcal{V}|} \sum_{u} C_{u}
$$

As we previously introduced, the node properties of complex networks are particularly important to understand their dynamics. Specifically, they can highlight how and if a certain node play a role in the evolution of a dynamical process that occurs over the network. To identify such nodes, having a key role in a dynamical process, some standard measures of centrality have been extended to the case of time-varying networks. Centrality indeed is a way to assess how and how much a node in the network is connected with the others.

The most common centrality measures, based on the concept of shortest path, are the temporal betweenness centrality and the temporal closeness centrality. The betweenness centrality of a node $u$ in a static network is defined as the fraction of shortest paths between all pairs of nodes which pass through $u$ [2], while for time-varying networks this quantity is defined as follows [31]:

Definition 14. the temporal betweenness centrality of a node $u$ at time $t$ is given by

$$
C_{B}(u, t)=\frac{1}{(|\mathcal{V}|-1)(|\mathcal{V}|-2)} \sum_{\substack{v \neq u}} \sum_{z \neq v}^{z \neq u}<~ \frac{U(u, v, z, t)}{\sigma_{v z}},
$$

where $\sigma_{v z}$ is the number of temporal shortest paths from $v$ to $z$ and $U(u, v, z, t)$ is the number of temporal shortest paths from $u$ to $v$ in which $u$ is traversed from the path at time $t$ or in a precedent time $t^{\prime}<t$ so that the next link of the same path will be available at $t^{\prime \prime}>t$.

Definition 15. The average temporal betweenness is defined for a node $u$ as the average of the temporal betweenness $C_{B}(u, t)$ over all the snapshots in time:

$$
C_{B}(u)=\frac{1}{|\mathcal{T}|} \sum_{i=1}^{|\mathcal{T}|} C_{B}\left(u, t_{i}\right)
$$

As well as the temporal betweenness centrality, we can extend the concept of closeness centrality, that in a static network is defined as the inverse of the average distance between a certain node $u$ and all the other nodes in the static network. Closeness centrality quantifies how close a node is to all the other network nodes.

Definition 16. The temporal closeness centrality is defined as

$$
C_{C}(u)=\frac{|\mathcal{V}|-1}{\sum_{\substack{v \in \mathcal{V} \\ v \neq u}} d_{u, v}},
$$

where $d_{u, v}$ is the length of the temporal shortest path from $u$ to $v$.

In conclusion, many concepts defined in static network theory can be adapted to measure the properties of time-varying networks at the level of nodes and links as well as at the global level. All these properties provide a way to identify the elements in networks which play a central role. These concepts are important in the perspective of studying how network properties affect dynamical processes [32]. Detecting the nodes, whose role is central in the network in terms of connectivity and causality, gives a way to understand how to influence the dynamics of a process and thus helps in devising intervention strategies aimed at modifying the process evolution. As an example, we could be interested in slowing down the process when it corresponds to the spreading of an epidemics, or we would like to speed it up in the case of information diffusion.

However, the properties related to nodes and links are only part of the overall characteristics of the network, which could be composed by even more
complex structures. This is the case of mesoscale structures which could involve several nodes or links with similar characteristics. In the present work we are particularly interested in studying the network at this level. Thus, in the next section, we provide the definition for several topological and temporal characteristics of time-varying networks.

### 1.4 Topological and Temporal characteristics

Real-world static networks are characterized by heterogeneous properties of the nodes, i.e. they can have different degrees and centralities. Moreover, nodes in static networks can have specific global properties as high average clustering and small average path length [22]. All these characteristics lead to networks with different connection patterns between the nodes and different structures at the mesoscale level. Mesoscale structures can include motifs, i.e. recurrent connectivity patterns such as triangles, and communities, i.e. groups of nodes/links tightly connected, which display special interconnections and node organization. These connectivity patterns can have a strong impact on the network and on a possible dynamics occurring over it. As an instance, community structures can play a key role in enforcing or inhibiting diffusion processes [33].

As motifs and communities are often observed in static networks, researchers tried to extend these concepts to the temporal case. As these notions are not unique in the literature, we report in the next sections the most common definitions related to temporal motifs and temporal communities. Moreover, heterogeneity and correlation properties can be also defined on the temporal activations of the network links. In particular, two temporal mechanisms have been found to play a key role in the network evolution: burstiness and memory. As we will see, the first one describes the heterogeneity that is present in the connection of nodes over time and how the activation of their links follows an heterogeneous inter-event time distribution. The second one takes into account the preference of nodes to be linked between each other from one time to another.

### 1.4.1 Temporal Motifs

Formally, a motif in a static network is defined as a class of isomorphic sub-networks.

Definition 17. Given two static networks $G_{1}$ and $G_{2}$, their adjacency matrices $\mathbf{A}_{1}$ and $\mathbf{A}_{2}$ are said to be isomorphic if there exists a permutation $\mathbf{P}$ such that

$$
\mathbf{P}^{-1} \mathbf{A}_{1} \mathbf{P}=\mathbf{A}_{2} .
$$

If two networks are isomorphic, then they are also topologically equivalent, i.e. the arrangement of their links coincides up to a re-labelling of their nodes. Thus, a motif is representative of a class of sub-networks sharing the same arrangement of links.

Different definitions of motifs for time-varying networks can be found in the literature: the dynamical motifs, and the temporal motifs. The first one was proposed by Bajardi et al. [34], while the second one was introduced by Kovanen et al. [35].

Definition 18. Given a path of length $l$, whose list of consecutive events is

$$
\left\{\left(u_{0}, u_{1}, t_{0}\right),\left(u_{1}, u_{2}, t_{0}+1\right), \ldots,\left(u_{l-1}, u_{l}, t_{0}+l-1\right)\right\}
$$

a dynamical or causal motif corresponds to a recurrent sequence of links in the events, connected by a cause-effect relationship.

This definition does not take into account the shape of the motifs as the links in the motifs are arranged in a linear chain, which can be viewed as recurrent time-respecting paths of the time-varying network. By contrast, the temporal motifs defined by Kovanen et al. [35] are classes of isomorphic sub-networks where the isomorphism includes also the similarity in the temporal order of the events.

Definition 19. Two events $\left(u_{1}, v_{1}, t_{1}\right)$ and $\left(u_{2}, v_{2}, t_{2}\right)$ are said to be $\Delta \tau$ adjacent if they share at least one node and $t_{2}-t_{1} \leq \Delta \tau$.

Definition 20. Two ordered events $\left(u_{1}, v_{1}, t_{1}\right)$ and $\left(u_{2}, v_{2}, t_{2}\right)$ are feasible if $t_{1}<t_{2}$.

Definition 21. Two events $e_{1}=\left(u_{1}, v_{1}, t_{1}\right)$ and $e_{2}=\left(u_{2}, v_{2}, t_{2}\right)$ are said to be $\Delta \tau$-connected if there exists a sequence $\mathcal{S}=\left\{e_{1}=e_{n_{0}}, e_{n_{1}}, \ldots, e_{n_{N}}=e_{2}\right\}$ of events such that each pair of consecutive events in $\mathcal{S}$ is $\Delta \tau$-adjacent.

The definition of $\Delta \tau$-connectivity leads directly to the definition of connected temporal sub-network, i.e. a set of events such that all the feasible pairs of events are $\Delta \tau$-connected.

Definition 22. A temporal motif is a class of isomorphic temporal subnetworks, where two sub-networks are considered isomorphic if they are topologically similar and represent the same temporal pattern, i.e. the order of the event sequence is the same.

### 1.4.2 Temporal Communities

Another important topological pattern that can be defined in the study of static networks is the one of community. A community is a group of nodes, densely connected internally and sparsely connected with other groups. The study of communities and their detection has improved the understanding of network organization and the way in which a dynamics is conveyed along the network in the presence of such kind of structures.

Communities can be also seen as groups of nodes that are similar to each other in some characteristic, that could be local or global. Thus, there are a wide variety of methods in the literature that aim to detect the network communities by the computation of similarity measures, as node distance and cosine similarity [36, 37]. Traditional methods are hierarchical, partitional and spectral clustering [38].

Communities define a partition of the network. However, different communities might overlap. For this reason, the modularity function was proposed by Newman and Girvan [39] to quantify how much the communities in which a network is partitioned overlap. It estimates the difference between the fraction of edges among nodes belonging to the same community and the expected fraction of such edges in a null-model network with no communities.

Definition 23. Given a static network $G=(\mathcal{V}, \mathcal{E})$ the modularity function $Q$ of the network can be computed as

$$
Q=\frac{1}{2|\mathcal{E}|} \sum_{u, v}\left(\rho(u, v)-\mathbf{P}_{u, v}\right) \delta\left(c_{u}, c_{v}\right)
$$

where $\mathbf{P}_{u, v}$ is the expected number of edges between $u$ and $v$ in the null-model and $\delta\left(c_{u}, c_{v}\right)=1$ if the nodes $u$ and $v$ belong to the same community, i.e. $c_{u}=c_{v}$.

The usual null model used for the computation of the modularity function is the configuration model [40, 41], that is a randomized version of the original network in which the degree of the nodes remains the same and whose links are randomly formed between the nodes. In this case the modularity function becomes

$$
Q=\frac{1}{2|\mathcal{E}|} \sum_{u, v}\left(\rho(u, v)-\frac{k_{u} k_{v}}{2|\mathcal{E}|}\right) \delta\left(c_{u}, c_{v}\right)
$$

where $k_{u}$ and $k_{v}$ are respectively the degree of $u$ and $v$. In the literature, different extensions of the modularity function are present, in particular for weighted networks, directed networks and networks with communities that overlap [42].

Modularity has been extended to the case of time-varying networks, and corresponds to the stability at one step of a random walk on the time-varying network:

$$
Q=\frac{1}{2 \mu} \sum_{u, v, s, r}\left[\left(\rho_{u, v}(s)-\gamma_{s} \frac{k_{u}(s) k_{v}(s)}{2 m_{s}}\right) \delta_{s r}+C_{v r s} \delta_{u v}\right] \delta\left(g_{u s}, g_{v r}\right)
$$

where the indices $r$ and $s$ stand for the different network snapshots, $k_{u}(s)$ is the degree of node $u$ at time $s$, and $m_{s}=\frac{1}{2} \sum_{u} k_{u}(s)$ is the total number of links at time $s$. This modularity function assesses the quality of a partition in a time-varying network.

Although communities have been deeply studied in static networks, tracking their evolution over time is a fundamental problem as different communities can emerge at different times, they can grow, merge or decay over time. Typical temporal community detection methods assume some level of continuity in the
structure of communities over time [38]. However these approaches might not be appropriate in the case of fast changes in the community structure.

The definition of appropriate methods for detecting communities and their evolution over time is still an open problem. We will study in Chapter 4 an alternative method to detect mesoscale structures in time-varying networks, which correspond to groups of links having a correlated activity in time. Broadly speaking, these mesoscale structures can be seen as community-like patterns, as they group together nodes which are tight by a common activity in time.

### 1.4.3 Burstiness

Bursty activities can be thought as significantly high activity levels that take place over limited windows of time, followed by longer periods of links inactivity. Burstiness has been observed in many complex phenomena, such as online communications [43], human interactions [44, 45], gene expression [46], and earthquakes [47]. In human social interactions, burstiness is revealed by the heavy tailed form of the inter-event time distribution [48, 49], i.e. the distribution of the length of the windows of time between two consecutive events.

A great amount of work has been devoted to develop measures that can help to determine the magnitude of the bursty patterns in complex systems. One of these measures was introduced by Goh and Barabási [47] to distinguish the effect of burstiness from the one of memory.

Definition 24. Let $P(\tau)$ be the distribution of the inter-event time $(\tau)$ between two consecutive events and $P_{P}(\tau)$ be the exponential distribution

$$
P_{P}(\tau) \approx \exp \left(-\tau / \tau_{0}\right)
$$

where $\tau_{0}$ is the average inter-event time. Thus, the burstiness parameter can be defined as

$$
\Delta:=\frac{\operatorname{sign}\left(\sigma_{\tau}-m_{\tau}\right)}{2} \int_{0}^{\infty}\left|P(\tau)-P_{P}(\tau)\right| d \tau
$$

where $m_{\tau}$ and $\sigma_{\tau}$ are respectively the mean and the standard deviation of $P(\tau)$.

As an alternative we can use also the ratio between the standard deviation $\sigma_{\tau}$ and the mean $m_{\tau}$ to compute $\Delta[1]$ :

$$
\Delta=\frac{\left(\sigma_{\tau} / m_{\tau}-1\right)}{\left(\sigma_{\tau} / m_{\tau}+1\right)}=\frac{\left(\sigma_{\tau}-m_{\tau}\right)}{\left(\sigma_{\tau}+m_{\tau}\right)} .
$$

For finite contact sequences $\Delta \in[-1,1]: \Delta=1$ corresponds to the most bursty sequence of events, $\Delta=0$ is a sequence with Poissonian inter-event time distribution, and $\Delta=-1$ is a periodic sequence.

### 1.4.4 Memory

As we have seen in the previous section, for complex systems characterized by a finite discrete event dynamics it is usual to characterize the temporal inhomogeneities by the inter-event time distribution $P(\tau)$. However, this distribution as well as the quantification of burtsy behaviours is not enough to detect the presence of correlations in the sequence of events.

The correlations taking place between consecutive bursty events can be thought as a memory process, that allows to compute the probability that a particular link can activate one more time within a certain time window $\Delta t$ after other $n$ activations. Driven by the need of detecting these correlations in the case of heterogeneous signals, Karsai et al. [50] proposed a measure to quantify memory in a sequence of events.

Definition 25. The memory function $p(n)$ of a sequence of e events can be defined as:

$$
p(n)=\frac{\sum_{e=n+1}^{\infty} P(e)}{\sum_{e=n}^{\infty} P(e)}
$$

where $P(e)$ is the distribution of the number of events belonging to the same bursty period.

A memory coefficient was also proposed by Goh and Barabási [47]. It is defined as the correlation coefficient of all consecutive inter-event time values in the signal over all the nodes in the network.

Definition 26. Given a time-varying network $\mathcal{G}=(\mathcal{V}, \mathcal{E}, \mathcal{T})$ and the pairs of consecutive inter-event times $\left(\tau_{n, t}, \tau_{n, t+1}\right) \forall n \in \mathcal{V}$, the memory coefficient $\mu$
is defined as:

$$
\mu=\frac{1}{|\mathcal{V}|} \sum_{n=1}^{|\mathcal{V}|} \sum_{t=1}^{e_{n}-1} \frac{\left(\tau_{t}-m_{n, 1}\right)\left(\tau_{t+1}-m_{n, 2}\right)}{\sigma_{n, 1} \sigma_{n, 2}}
$$

where $e_{n}$ is the number of events for the node $n, m_{n, 1}$ (resp. $m_{n, 2}$ ) and $\sigma_{n, 1}$ (resp. $\sigma_{n, 2}$ ) are the mean and the standard deviation of $\tau_{n, t}$ 's (resp. $\tau_{n, t+1}$ 's).

This coefficient is positive when the length of the inter-event time of consecutive events tends to be similar: when a short inter-event time is followed by a short one, or a long inter-event time is followed by a long one. Otherwise, the coefficient is negative when a short inter-event time is followed by a long one and vice versa.

Burstiness and memory have been shown to play a central role in the propagation of a dynamical process that occurs over the time-varying network. We will see how these temporal characteristics impact on dynamical processes taking place over the network in Sec. 1.6.

### 1.5 Dynamical processes over the network

The study of time-varying networks, the extraction of meaningful patterns that compose the systems and the availability of methods to measure some special properties that characterize the network itself is particularly important to better understand how the studied system is composed and how it behaves. In the previous sections, we have seen how to characterize some topological and temporal properties that have been found to be common in many systems, and whose interpretation can help to study real-world complex systems, such as human proximity contacts, online social interactions, etc.

The advances made in the extraction and interpretation of the network structures have contributed to the analysis of the properties of the network itself and the study of the implications that these properties have on physical and dynamical processes.

Understanding how the parts composing a network interact and if they have an impact on diffusion processes is crucial to answer questions related to different fields: how a disease spreads in a population, how computer viruses or
malwares propagates in large-scale networks, how information is diffused from one user to another and which kind of users plays a key role in the diffusion.

Indeed, many types of dynamics, such as consensus, epidemic spreading, or information diffusion, could be affected by topological and temporal heterogeneities, whose relevance was stressed in several fields, such as physics, neuroscience, and computer science.

In this work we are mainly interested in the study of dynamical processes related to the spreading of a disease, as the application that we will see will be related to human proximity interactions. However, the results achieved by the study of these particular processes could be extended to different type of processes.

In the next section we will explain some of the existing models for disease spreading, and we will apply them throughout this work having two main purposes:

- to study how well the mesoscale structures that we are able to extract from time-varying networks represent the original systems with the final aim of correctly model dynamical processes;
- to find what is the interplay between the uncovered patterns and the dynamical processes, with the aim of controlling the evolution of the process through the topological and temporal patterns of time-varying networks.


### 1.5.1 Spreading processes

Modelling how a dynamical process occur over a time-varying network, and in particular how the spreading of an infectious disease, an information, or influence emerges and propagates in a population, usually involves two main features:

1. a model that defines the underlying structure of the system on which the process occurs: the person-to-person interactions evolving in time.
2. a model that describes the dynamics;

On the one hand, we represent the contact patterns through time-varying networks, that describe which individuals are in contact and at which time this contact occurs. On the other hand, dependently to the process that we want to analyse there exist different types of suitable models that can be used to define the dynamics of the process. For completeness, we introduce the partial differential equations that can be used to model spreading processes. However, in our applications we simulate the spreading of a disease as a stochastic process.

Spreading processes can be modelled as compartmental models [1, 51, 52], in which people are divided into several classes with respect to their condition during the spreading: they can be infected, susceptible to the disease, recovered etc.

The susceptible-infected (SI) process is the simplest compartmental model, where the network nodes are divided into two classes: susceptible (S) and infectious (I). In this model, the overall population is considered as susceptible, and each individual in the population might successively become infectious through its contacts, under some probability $\lambda$. The process continues until saturation, i.e. no more susceptible individuals are present in the population. Once that an individual becomes infectious, he/she cannot become susceptible again. Therefore, the parameter $\lambda$ that corresponds to the infection probability, also controls the speed of the spreading process, as the most individuals can be infected the fastest the end of the process is reached.

Given a fixed population of $N$ individuals, with $N=S(t)+I(t)$ the SI model can be described by the following transition:

$$
S \underset{\lambda}{\rightarrow} I .
$$

Individuals are considered to mix homogeneously, thus the differential equations that model the process are:

$$
\begin{aligned}
& \frac{d S(t)}{d t}=-\lambda \frac{S(t) I(t)}{N} \\
& \frac{d I(t)}{d t}=\lambda \frac{S(t) I(t)}{N}
\end{aligned}
$$

Another well-known model for epidemic spreading is the susceptible-infected-recovered (SIR) process, that is an extension of the SI model in
which individuals can become immune after the infection. When immunization is taken into account, an individual can enter in a recovery state (R) with probability $\mu$. In this state individuals cannot propagate the disease to other individuals and at the same time they cannot be infected a second time by others. Given the new state in the system $R$ and the fixed population of $N=S(t)+I(t)+R(t)$ individuals. the state transitions are defined as:

$$
S \underset{\lambda}{\vec{\lambda}} I \underset{\mu}{\vec{\mu}} R,
$$

where $\lambda$ is the infection probability and $\mu$ is the probability of recovering. As before, this process can be modelled via the ordinary differential equations:

$$
\begin{aligned}
\frac{d S(t)}{d t} & =-\lambda \frac{S(t) I(t)}{N} \\
\frac{d I(t)}{d t} & =\lambda \frac{S(t) I(t)}{N}-\mu \frac{I(t)}{N}, \\
\frac{d R(t)}{d t} & =\mu I(t) .
\end{aligned}
$$

## Heterogeneous assumption

Assuming that all the individuals in the population are equivalent, i.e. share on average the same number of contacts between each other, does not allow to represent in a complete way many complex systems, that have been shown to have heterogeneous characteristics and contact patterns. Moreover the role of heterogeneous contacts in social interaction networks, is particularly important as this type of connectivity pattern strongly influences spreading processes.

As shown in [2], the heterogeneous topology of a population can be included in the mathematical framework of the SI and SIR models by considering a degree block approximation, in which the individuals having the same degree are considered equivalent. In this perspective we can write the density of infected and susceptible individuals in each block as

$$
i_{k}=\frac{I_{k}}{N_{k}} \text { and } s_{k}=\frac{S_{k}}{N_{k}}
$$

where $I_{k}$ and $S_{k}$ are respectively the number of infected and susceptible individuals having degree $k$, and $N_{k}$ is the total number of individuals in the block representing the $k$-th degree.

It is now possible to explicitly compute the deterministic infection rate equations, corresponding to the evolution of the SI and SIR process as

$$
\begin{aligned}
\text { SI) } \frac{d i_{k}(t)}{d t} & =\lambda\left[1-i_{k}(t)\right] k \theta(t) \\
\text { SIR) } \frac{d i_{k}(t)}{d t} & =\lambda\left[1-i_{k}(t)-r_{k}(t)\right] k \theta(t)-\mu i_{k}(t),
\end{aligned}
$$

where $\theta_{k}$ is the density of infected neighbours of the nodes with degree $k$ and

$$
\begin{aligned}
\text { SI) } s_{k}(t) & =1-i_{k}(t) \\
\text { SIR) } s_{k}(t) & =1-i_{k}(t)-r_{k}(t)
\end{aligned}
$$

These models can be extended to include different state transitions or to consider other types of classes. This is the case for models as susceptible-infected-susceptible (SIS) and susceptible-exposed-infected-recovered (SEIR) models.

Analytical results for spreading processes occurring on time-varying networks are usually complex to obtain: they can be obtained only in special cases and sometimes approximations are needed. Our aim is not to find an analytical solution to the partial differential equations modelling the dynamics. Thus, to study the dynamics of such spreading processes a common way is to stochastically simulate them over networks. This is done by taking at random a node (the root), which we suppose to be the initial spreader of the infection. Then, at each time an infected node has a certain probability of infecting its neighbours and, in the case of SIR processes, a probability of recovering.

### 1.6 Impact of Temporal and Topological Characteristics on Dynamics

Network structure and its intrinsic dynamics are relevant factors that determine the properties and the evolution of spreading processes. Thus, much effort
has been devoted to have a better insight of the main properties governing spreading processes on networks. As a result, both topological and temporal properties, such as community structures and temporal activity patterns like burstiness, have been identified as critical aspects that could strongly influence the spreading.

Several approaches have been proposed to address the problem of finding the structures playing a significant role in a diffusion process. In particular this problem was tackled from both the analytical and computational sides [53, 54]. Other approaches include the possibility of using empirical data of time-varying networks to model SI and SIR processes upon the data. These data-driven approaches, can be used on email networks [55] as well as face-to-face proximity contacts [56], and mobile phone calls [57].

Different features may have a significant part in the system dynamics. Some features are strictly related to the topology of the network, such as the presence of different weights in the links [58], or the presence of loops. Other features are on the contrary related to the temporal nature of the system, such as the bursty activation of links [59], activity-correlated classes of links [60], and memory [61].

A major observation that arise from these researches is that the most important actor influencing the evolution of a process in many different complex systems is the level of heterogeneity that characterize the system both on the temporal and topological side [62-64].

The dynamics of complex systems involving human interactions is particularly affected by heterogeneities in the contacts and in the temporal activation of links. These inhomogeneities appear in the characteristic long-tailed distribution of the inter-event times and in the bursty activation of links. These features were observed in a wide variety of systems and are commonly used to model people interactions. At the same time, these features were highlighted to be responsible to change the outcome of dynamical processes over the network [65, 66].

These observations led to further questions on how to discriminate which feature, between the temporal and topological one, is the most impacting on a dynamics [67] and how they are correlated or compete in the spreading [68].

Apart from long-tailed distributions and inhomogeneities, links activation can be correlated: a group of links can activate at the same time, be active during a time window and stay subsequently inactive for a long period. Moreover, these activations can be also topologically correlated. This is the case of networks that display community structure. Here, links between nodes that are tightly connected activate at the same time, leading to correlated activity patterns [60] that entangle both topology and temporal activation.

Both temporal and topological patterns can have an impact on dynamical processes occurring on top of time-varying networks [69, 58]. However, the impact of the combination of these two aspects is still hard to define. Thus, we will try to investigate it in Chapter 6, by the development of a model where we can control both the temporal and structural informations of the network to influence the dynamics of a process.

## Intervention Strategies

The use of mathematical models able to capture the underlying network patterns is crucial to detect those aspects playing a central role in dynamical processes. The identification of such network elements allows to both predict and control the evolution of a disease spreading [65, 70, 71].

The ability of controlling the spreading can help to design some intervention strategies with the aim of mitigating and slowing down the diffusion [72-74] in a targeted way [75].

Different strategies have been proposed to improve the targeted removal of nodes that are found to be the most important spreaders in the considered network. Typical methods target nodes by looking at their connectivity patterns, such as the number of connection, i.e. degree, and betweenness [76, 77].

The aforementioned methods take into account the evolution of the spreading process and discard the dynamical activation of the links that is typical of time-varying networks. For this reason, recent approaches were developed to investigate the effect that time-varying connectivity patterns may have on epidemics control interventions. This is the case of the work developed by Liu et al. [78], in which the authors consider a class of activity driven network models [79] to control the contagion by comparing different control strategies.

Starting from the review, provided in the next section, of some of the main results achieved in the study of the impact of network properties on dynamical processes occurring over the network, we will analyse in Chapter 6 the interplay between complex patterns and dynamical processes over networks. In particular, we will study mesoscale structures that entangle both temporal and topological structures to understand how the combination of these two factors can be used to generate synthetic time-varying networks. The main purpose is to define those characteristics having a greater impact on epidemic spreading.

### 1.7 Modelling time-varying networks

A common way to both study network characteristics and understand how networks react in response to some inputs or when dynamical processes are taking place, is by creating synthetic networks via generative models in which we are able to tune some desired properties in the network. Another common way is instead to take advantage of empirical time-varying networks and change their properties by randomization techniques [80].

In the case of randomized reference models, the typical procedure is to take the original sequences of events in empirical time-varying networks and reshuffle them. The reshuffling is done in a way that enables to remove specific correlations. Depending on the randomized model, there are several possible correlations which can be modified or broken with the aim of understanding what is their role in the network. These types of models are commonly used to study how dynamical processes depend on the presence of these correlations. Examples of randomized models for time-varying networks are: the randomized edges model, which is similar to the configuration model; the randomly permuted times model, where the times in which contacts occur are randomly reshuffled but the network structure and number of contacts is fixed; the randomized contacts in which the contacts are redistributed among the edges $[1,58]$.

Other models generate time-varying networks starting from: random walks of several lengths [81], extensions of exponential random graph models [82], from Markov processes [83-85]. In the case of generative models, the parameters, used to create synthetic networks, are inferred by taking into account real time-varying networks. Here, information about the presence of network
characteristics such as motifs, community structures or temporal activities is taken into account to build synthetic networks displaying similar properties. This is the case of models as those proposed by Stehlé et al. [44], Zhao et al. [86], which are specific for modelling social group dynamics as the links represent social interactions and are based on mechanisms such as reinforcement dynamics (similar to preferential attachment), i.e. the longer an individual has contacts with people in the same group the bigger is the probability of remaining in the group and vice-versa. Generative models, based on preferential attachment mechanisms, such as the one proposed by Fortunato et al. [87], Boguná and Pastor-Satorras [88], can be defined as connectivity driven models, as the network topology is the specific characteristic taken into account to create time-varying networks.

As an alternative to connectivity driven models, Perra et al. [79] proposed an activity driven model for time-varying networks, where the so called activity potential distribution is defined to characterize interaction patterns in the network which are heterogeneous. This framework was recently extended by Laurent et al. [89], by building a model for time-varying social networks in which additional temporal and structural correlations are taken into account, i.e. memory.

Finally, we report another class of generative models which is based on stochastic block models, successfully used to generate static networks [90]. In these models a network is assumed to be divided in sub-networks, where a probability defines how nodes in a sub-network are linked and another probability is used to define the connection between sub-networks. The general framework of stochastic block models can be changed to take into account the temporal evolution of time-varying networks. As an example, Granell et al. [91] proposed a generative model in which the temporal evolution is given by periodic oscillations in the structure of communities, with the aim of modelling communities which merge/split or grow/shrink.

### 1.8 Network representation

To tackle the different issues introduced in the previous sections, we need to select a representation for the networks. There exist in the literature several
ways to represent time-varying networks. The most common can be classified in two groups: the link-stream and the snapshot sequence representation.

In the link-stream representation, a time-varying network is defined by a sequence of contacts $c=(u, v, t)$, active during the lifetime of the network:

$$
\mathcal{G}=\left\{c_{1}, c_{2}, \ldots, c_{E}\right\},
$$

where $E$ is the total number of active edges in the time-varying network.
In this representation a contact is instantaneously active in time and links that are continuously active over a certain time period are repeated in the list by updating the activation time. Thus, given a link $(u, v)$ active for a period of time of length $\Delta t$ the link-stream of the network will include the list of contacts $\left\{\left(u, v, t_{0}\right),\left(u, v, t_{1}\right), \ldots,\left(u, v, t_{0}+\Delta t\right)\right\}$, where $t_{0}$ is the activation time of $(u, v)$.

As an alternative it is possible to include the duration of the links by adding the ending time in the contacts, such that $c=\left(u, v, t_{s}, t_{e}\right)$, with starting time $t_{s}$ and ending time $t_{e}$.

Another standard representation is the snapshot sequence representation, which describes a time-varying network $\mathcal{G}$ as a sequence of static networks $G$ that correspond to the state of the network at a certain time $t$ :

$$
\mathcal{G}=\left\{G_{0}, G_{1}, \ldots, G_{|\mathcal{T}|}\right\},
$$

where $|\mathcal{T}|$ is the total number of snapshots in the network, corresponding to the times in the lifetime. The snapshot representation is particularly suitable as the snapshot $G_{t}=(\mathcal{V}, \mathcal{E})$ at time $t$ can be written through an adjacency matrix $\mathbf{A d j}_{t}$ of the form:

$$
\mathbf{A d j}_{t}=\left\{\begin{array}{l}
a_{u v}=1 \text { if }(u, v) \in \mathcal{E}, \\
a_{u v}=0 \text { otherwise } .
\end{array}\right.
$$

Therefore, it is now straightforward to incorporate the sequence of adjacency matrices in a three-dimensional array $\mathcal{X}$ whose elements at time $t$ coincide to
the elements of $\mathbf{A d j}_{t}$ :

$$
\boldsymbol{\mathcal { X }}=\left\{\begin{array}{l}
x_{u v t}=1 \text { if } \mathbf{A d j}_{t}(u, v)=1 \\
x_{u v t}=0 \text { otherwise }
\end{array}\right.
$$

We will take advantage of this representation to study time-varying networks through tensor decomposition techniques, as we will explain in the rest of the manuscript.

In this chapter, we introduced some key elements and questions about time-varying networks, which are necessary for the work we will describe in the following chapters. As we mentioned in the introduction we want to tackle some of the questions introduced here by using tensor decomposition techniques. This is why in the next chapter we will present the related theory.

## Chapter 2

## Tensor Decompositions

Tensor decomposition techniques correspond to a group of mathematical theories and methods which is a fruitful research topic in many fields, from multi-linear algebra to machine learning. The computational methods, developed to find the decomposition of tensors, turned out to be particularly adaptable to handle a broad range of applications. Thanks to their adaptability, tensor decompositions were indeed applied to tackle problems in signal processing, numerical analysis, data mining, neuroscience, computer vision, etc.

In this chapter we aim at giving an overview on the theory behind tensor decomposition techniques. The aim of this chapter is to provide the basis needed to understand how the present work is developed. We will focus on the description of the general framework for tensor decompositions and the fundamental properties of its existence and uniqueness. We will give particular attention to the Non-negative Tensor Factorization (NTF), as it is the principal technique used to develop the methods described in the following chapters.

In our work, we actively modify the computational methods and extend the NTF framework to tackle several problems related to time-varying networks. For this reason, we will give an idea of different available algorithms to compute tensor decompositions. In particular, we will explain the two main methods from which we started to develop our work: the non-linear conjugate gradient and the alternating non-negativity constraint least squares.

Finally, we will illustrate some of the used procedures and metrics to evaluate the goodness of tensor decomposition approximations, which we used to assess the quality of our results.

### 2.1 Tensors

Let us assume that $V_{1}, \ldots, V_{D}$ are real vector spaces, whose dimensions are $I_{1}, \ldots, I_{D}$ respectively. A tensor of order $D$ is defined as an element of the tensor product $V_{1} \circ \cdots \circ V_{D}$ and it is called an order- $D$ tensor [7]. A tensor is then a mapping between two linear spaces under a change of bases. Once we choose a basis on the vector spaces, we can represent the tensor as a multi-dimensional array, which we denote as $\mathcal{T} \in \mathbb{R}^{I_{1} \times \cdots \times I_{D}}$. It is clear that the definition of a multi-dimensional array is not sufficient to define a tensor, as the additional definitions of spaces and bases are needed. Thus different choices of bases on the vector spaces would define different multi-dimensional array representations. Nevertheless, the use of the term tensor to mean a multi-dimensional array is widely used in data analysis fields, such as machine learning, computer vision, and neuroscience. Therefore, in the context of this work we will adopt this convention and we will always consider tensors as multi-dimensional arrays.

### 2.1.1 Notation

In this chapter, we provide the terminology of tensors, their operations and related definitions, which will be used throughout the overall text.

Definition 27. (Order) The order of a tensor corresponds to the number of dimensions of the tensor. The tensor dimensions can be also called ways or modes.

Tensors of zero-order correspond to scalar values and are represented by lower-case letters, e.g., $x$. Tensors of the first order correspond to vectors and are denoted by bold lower-case letters, e.g., $\mathbf{x}$ and its $i$-th entry is denoted as $x_{i}$. Tensors of the second order correspond to matrices and are written with bold capital letters, e.g., $\mathbf{X}$ and an entry in the position $(i, j)$ is denoted as $x_{i j}$. Higher-order tensors are denoted by calligraphic letters $\boldsymbol{\mathcal { X }}$ and a value in the position $(i, j, \ldots, k)$ is denoted as $x_{i j \ldots k}$. The range of indices in an array goes from 1 to the index upper bound that is usually marked with a capital letter, e.g., $i=1, \ldots, I$.

In this perspective a tensor is a generalization of scalars, vectors, and matrices and it can be formally defined as follows.

Definition 28. (Tensor) Given the dimensions $I_{1}, \ldots, I_{D} \in \mathbb{N}$, a tensor $\mathcal{X} \in \mathbb{R}^{I_{1} \times \ldots \times I_{D}}$ of order $D$ is a $D$-way array, whose elements $x_{i_{1} \ldots i_{D}}$ are indexed by $i_{d} \in\left\{i_{1}, \ldots, I_{d}\right\}$ for $1 \leq d \leq D$.

We can form sub-arrays and sub-tensors by fixing a subset of the indices of the tensor. In particular we have fibers and slices.

Definition 29. (Fiber) The fiber of a tensor is a sub-array of the tensor in which all the indices are fixed, with the exception of one.

Thus, the column of a matrix is a mode- 1 fiber and the row of a matrix is a mode-2 fiber as the first and the second index is fixed respectively.

Definition 30. (Slice) The slice of a tensor is a sub-array of the tensor in which two indices are free and the other are fixed.

In the case of a three-way tensor we have frontal, lateral, and horizontal slices.

### 2.1.2 Operations

We now need to define some of the standard operations and concepts that are used in our analysis. In particular, the Hadamard product, the Kronecker product, and the Khatri-Rao product are matrix operations needed in the current study.

The Hadamard product of two matrices $\mathbf{A} \in \mathbb{R}^{I \times J}$ and $\mathbf{B} \in \mathbb{R}^{I \times J}$, denoted by $\mathbf{A} * \mathbf{B} \in \mathbb{R}^{I \times J}$, is the element-wise product of the two matrices

$$
\mathbf{A} * \mathbf{B}=\left(\begin{array}{cccc}
a_{11} b_{11} & a_{12} b_{12} & \ldots & a_{1 J} b_{1 J} \\
a_{21} b_{21} & a_{22} b_{22} & \ldots & a_{2 J} b_{2 J} \\
\vdots & \vdots & \ddots & \vdots \\
a_{I 1} b_{I 1} & a_{I 2} b_{I 2} & \ldots & a_{I J} b_{I J}
\end{array}\right)
$$

The Kronecker product of two matrices $\mathbf{A} \in \mathbb{R}^{I \times J}$ and $\mathbf{B} \in \mathbb{R}^{K \times L}$, denoted by $\mathbf{A} \otimes \mathbf{B} \in \mathbb{R}^{(I K) \times(J L)}$, is defined as

$$
\mathbf{A} \otimes \mathbf{B}=\left(\begin{array}{cccc}
a_{11} \mathbf{B} & a_{12} \mathbf{B} & \ldots & a_{1 J} \mathbf{B} \\
a_{21} \mathbf{B} & a_{22} \mathbf{B} & \ldots & a_{2 J} \mathbf{B} \\
\vdots & \vdots & \ddots & \vdots \\
a_{I 1} \mathbf{B} & a_{I 2} \mathbf{B} & \ldots & a_{I J} \mathbf{B}
\end{array}\right)
$$

Property 1. Let $\mathbf{A} \in \mathbb{R}^{I \times J}, \mathbf{B} \in \mathbb{R}^{K \times L}, \mathbf{C} \in \mathbb{R}^{M \times N}$, and $\mathbf{D} \in \mathbb{R}^{P \times Q}$. Then

1. $(\mathbf{A} \otimes \mathbf{B})^{T}=\mathbf{A}^{T} \otimes \mathbf{B}^{T}$,
2. $(\mathbf{A} \otimes \mathbf{B})^{-1}=\mathbf{A}^{-1} \otimes \mathbf{B}^{-1}$,
3. $(\mathbf{A} \otimes \mathbf{B})(\mathbf{C} \otimes \mathbf{D})=\mathbf{A C} \otimes \mathbf{B D}$,
4. $\mathbf{A} \otimes(\mathbf{B} \otimes \mathrm{C})=(\mathrm{A} \otimes \mathrm{B}) \otimes \mathrm{C}$, and
5. $(\mathbf{A} \otimes \mathbf{B})^{\dagger}=\mathbf{A}^{\dagger} \otimes \mathbf{B}^{\dagger}$.

The Khatri-Rao product of two matrices $\mathbf{A} \in \mathbb{R}^{I \times K}$ and $\mathbf{B} \in \mathbb{R}^{J \times K}$, denoted as $\mathbf{A} \odot \mathbf{B} \in \mathbb{R}^{(I J) \times K}$, is defined as the column-wise Kronecker product

$$
\mathbf{A} \odot \mathbf{B}=\left[\mathbf{a}_{1} \otimes \mathbf{b}_{1}, \ldots, \mathbf{a}_{K} \otimes \mathbf{b}_{K}\right] .
$$

It is important to notice that the Khatri-Rao product of two column vectors $\mathbf{a} \in \mathbb{R}^{I \times 1}$ and $\mathbf{b} \in \mathbb{R}^{I \times 1}$ is equal to their Kronecker product

$$
\begin{equation*}
\mathbf{a} \odot \mathbf{b}=\mathbf{a} \otimes \mathbf{b}=\operatorname{vec}\left(\left(a b^{T}\right)^{T}\right) . \tag{2.1}
\end{equation*}
$$

Property 2. Let $\mathbf{A} \in \mathbb{R}^{I \times L}, \mathbf{B} \in \mathbb{R}^{J \times L}$, and $\mathbf{C} \in \mathbb{R}^{K \times L}$. Then

1. $\mathbf{A} \odot \mathbf{B} \odot \mathbf{C}=(\mathbf{A} \odot \mathbf{B}) \odot \mathbf{C}=\mathbf{A} \odot(\mathbf{B} \odot \mathbf{C})$,
2. $(\mathbf{A} \odot \mathbf{B})^{T}(\mathbf{A} \odot \mathbf{B})=\mathbf{A}^{T} \mathbf{A} * \mathbf{B}^{T} \mathbf{B}$, and
3. $(\mathbf{A} \odot \mathbf{B})^{\dagger}=\left(\mathbf{A}^{T} \mathbf{A} * \mathbf{B}^{T} \mathbf{B}\right)^{\dagger}(\mathbf{A} \odot \mathbf{B})^{T}$

The result of an outer product between two vectors $\mathbf{a} \in \mathbb{R}^{I \times 1}$ and $\mathbf{b} \in \mathbb{R}^{J \times 1}$ is a matrix $\mathbf{X}=\mathbf{a b}^{T}$ of sizes $(I \times J)$. We use the notation $\mathbf{X}=\mathbf{a} \circ \mathbf{b}$, adopted
by Kolda [92], Kolda and Bader [8], to generalize the outer product to more than two vectors and be consequently able to define higher-order tensor via this product.

Let $\mathcal{D}=\{1, \ldots, D\}$ and $\mathbf{a}^{(d)} \in \mathbb{R}^{I_{d}}, \forall d \in \mathcal{D}$, then the outer product of the considered vectors is a $D$-order tensor $\mathcal{X}$ whose elements are defined as

$$
x_{i_{1}, \ldots, i_{D}}=\left(\mathbf{a}^{(1)} \circ \cdots \circ \mathbf{a}^{(D)}\right)_{i_{1} \ldots i_{D}}=a_{i_{1}}^{(1)} a_{i_{2}}^{(2)} \ldots a_{i_{D}}^{(D)}, \text { with } 1 \leq i_{d} \leq I_{d}, \forall d \in \mathcal{D}
$$

The $d$-mode product between a tensor $\mathcal{X} \in \mathbb{R}^{I_{1} \times \cdots \times I_{D}}$ and a matrix $\mathbf{A} \in \mathbb{R}^{I \times I_{d}}$ can be written by $\left(\mathcal{X} \times{ }_{d} \mathbf{A}\right) \in \mathbb{R}^{I_{1} \times \ldots I_{d-1} \times I \times I_{d+1} \times \ldots \times I_{D}}$ and its elements are given by

$$
\left(\mathcal{X} \times_{d} \mathbf{A}\right)_{i_{1} \ldots i_{d-1} i i_{d+1} \ldots i_{D}}=\sum_{i_{d}=1}^{I_{d}} x_{i_{1} \ldots i_{D}} a_{i i_{d}} .
$$

The matricization of a tensor $\mathcal{X} \in \mathbb{R}^{I_{1} \times \cdots \times I_{D}}$ in one mode is the indexing of the elements in the tensor to reshape it into a matrix. Formally, the matricized form of the tensor $\mathcal{X}$, of dimension $I_{\mathcal{D}=\{1, \ldots, D\}}$, is written as $\mathbf{X}_{\left(\mathcal{R} \times \mathcal{C}: I_{\mathcal{D}}\right)} \in \mathbb{R}^{J \times K}$ where

$$
J=\prod_{d \in \mathcal{R}} I_{d} \text { and } K=\prod_{d \in \mathcal{C}} I_{d},
$$

with $\mathcal{R}=\left\{r_{1}, \ldots, r_{L}\right\}$ and $\mathcal{C}=\left\{c_{1}, \ldots, c_{M}\right\}$ that are partitioning of the dimensions $\mathcal{D}=1, \ldots, D$. The indices corresponding to $\mathcal{R}$ and $\mathcal{C}$ are respectively mapped to the rows and the columns of the resulting matrix, so that

$$
\left(\mathbf{X}_{\left(\mathcal{R} \times C: I_{\mathcal{D}}\right)}\right)_{i j}=x_{i_{1} \ldots i_{D}}
$$

with

$$
j=1+\sum_{l=1}^{L}\left[\left(i_{r_{l}}-1\right) \prod_{l^{\prime}=1}^{l-1} I_{r_{l^{\prime}}}\right] \text { and } k=1+\sum_{m=1}^{M}\left[\left(i_{r_{m}}-1\right) \prod_{m^{\prime}=1}^{m-1} I_{r_{m^{\prime}}}\right] .
$$

A special case of the matricization operation is the $d$-mode matricization of a tensor $\mathcal{X} \in \mathbb{R}^{I_{1} \times \cdots \times I_{D}}$ :

$$
\mathbf{X}_{(d)}=\mathbf{X}_{\left(\mathcal{R} \times C: I_{\mathcal{D}}\right)},
$$

where $\mathcal{R}=\{d\}$ and $\mathcal{C}=\{1, \ldots, d-1, d+1, \ldots, D\}$. Moreover, we can convert a tensor $\mathcal{X} \in \mathbb{R}^{I_{1} \times \cdots \times I_{D}}$ in a vector:

$$
\operatorname{vec}(\boldsymbol{\mathcal { X }}):=\mathbf{X}_{\left(\mathcal{D} \times \varnothing: I_{\mathcal{D}}\right)}
$$

Finally is useful to introduce the notions of the norm and inner product of a tensor that will be necessary to define the tensor decomposition problem. The inner product between two tensors $\mathcal{X} \in \mathbb{R}^{I_{1} \times \cdots \times I_{D}}$ and $\mathcal{Y} \in \mathbb{R}^{I_{1} \times \cdots \times I_{D}}$ is defined as

$$
\langle\mathcal{X}, \boldsymbol{Y}\rangle=\operatorname{vec}(\boldsymbol{X})^{T} \operatorname{vec}(\mathcal{Y})=\sum_{i_{1}=1}^{I_{1}} \cdots \sum_{i_{D}=1}^{I_{D}} x_{i_{1} \ldots i_{D}} y_{i_{1} \ldots i_{D}}
$$

The Frobenius norm of a tensor $\mathcal{X} \in \mathbb{R}^{I_{1} \times \cdots \times I_{D}}$ can be written in terms of the inner product between the tensor and itself, so that

$$
\begin{equation*}
\|\boldsymbol{\mathcal { X }}\|_{F}^{2}=\langle\boldsymbol{\mathcal { X }}, \boldsymbol{\mathcal { X }}\rangle=\sum_{i_{1}=1}^{I_{1}} \cdots \sum_{i_{D}=1}^{I_{D}}|x|_{i_{1} \ldots i_{D}}^{2} . \tag{2.2}
\end{equation*}
$$

Property 3. Let $\boldsymbol{\mathcal { X }} \in \mathbb{R}^{I_{1} \times \cdots \times I_{D}}$ and $\mathcal{D}=\{1, \ldots, D\}$ :

1. let sets $\mathcal{R}$ and $\mathcal{C}$ be a partition of $\mathcal{D}$, then $\|\mathcal{X}\|_{F}=\left\|\mathbf{X}_{\left(\mathcal{R} \times \mathcal{C}: I_{\mathcal{D}}\right)}\right\|_{F}$,
2. let $d \in \mathcal{D}$, then $\|\boldsymbol{\mathcal { X }}\|_{F}=\left\|\mathbf{X}_{(d)}\right\|_{F}$,
3. $\|\boldsymbol{\mathcal { X }}\|_{F}=\|\operatorname{vec}(\boldsymbol{\mathcal { X }})\|_{2}$.

Property 4. Let $\mathcal{X} \in \mathbb{R}^{I_{1} \times \cdots \times I_{D}}$ and $\mathcal{Y} \in \mathbb{R}^{I_{1} \times \cdots \times I_{D}}$, then

$$
\|\mathcal{X}-\mathcal{Y}\|_{F}^{2}=\|\mathcal{X}\|_{F}^{2}+\|\mathcal{Y}\|_{F}^{2}-2\langle\mathcal{X}, \mathcal{Y}\rangle .
$$

Property 5. Let $\mathcal{X} \in \mathbb{R}^{I_{1} \times \cdots \times I_{D}}$ and $\mathcal{Y} \in \mathbb{R}^{I_{1} \times \cdots \times I_{D}}$, with $\mathcal{X}=\mathbf{a}^{(1)} \circ \cdots \circ \mathbf{a}^{(D)}$ and $\boldsymbol{\mathcal { Y }}=\mathbf{b}^{(1)} \circ \cdots \circ \mathbf{b}^{(D)}$, then

$$
\langle\mathcal{X}, \mathcal{Y}\rangle=\prod_{d=1}^{D}\left\langle\mathbf{a}^{(d)}, \mathbf{b}^{(d)}\right\rangle
$$

### 2.2 Decompositions

The idea of decomposing a tensor into the sum of outer products of vectors is originally attributed to Hitchcock [93], that studied the problem in 1927.

Successively, many other researchers tackled the problem of multi-way factor analysis as Cattell [94] in 1944 and Tucker [95, 96, 97] in the 1960s, whose work brought to the forefront the interest of tensor decomposition techniques mainly in psychometric fields, algebraic statistics, and quantum mechanics.

Nevertheless, tensor decomposition techniques as well as their computation and implementation became really popular after the works of Harshman [98], Harshman and Lundy [99], who faced probably for the first time the related tensor approximation problem, by defining the so called Parallel Factor Analysis (PARAFAC) model. In parallel, Carroll and Chang [100] devised the Canonical Decomposition (CANDECOMP) model. Nowadays, tensor decompositions and their approximations received increasing attention and interest in a wide variety of fields [101]. Examples include signal processing, numerical linear algebra, computer vision, numerical analysis, data mining, machine learning, graph and network analysis, neuroscience, and more. These two models are the most known in the literature and usually their names are combined as CANDECOMP/PARAFAC (CP) decomposition, whose initials reminds also to the Canonical Polyadic decomposition.

Both CANDECOMP, PARAFAC and Tucker tensor decompositions extend the ideas and methods of two-ways factor analysis to analyse higher-order data. Thus, these methods can be considered as a generalization of the matrix singular value decomposition (SVD) [102] and principal component analysis (PCA) [103]. A key motivation for the use of these higher-order models is that they enable to simultaneously analyse several matrices in parallel (i.e. tensor slices), that could lead to the recovery of a unique set of factors that could not be uncover by studying the matrices separately or by studying a certain combination of them. To formally define the CP decomposition we introduce in the next section the Kruskal operator which provides a shorthand notation for the sum of the outer products of vectors that is needed for the tensor decomposition.

### 2.2.1 Kruskal Operator

By using the definition of operators introduced by [92], we can denote in a concise way a series of $d$-mode multiplication operations as the Tucker
operator and its special case: the Kruskal operator [104]. Let $\mathcal{G} \in \mathbb{R}^{I_{1} \times \ldots \times I_{D}}$, with $\mathcal{D}=\{1, \ldots, D\}$ and suppose to have $D$ matrices $\mathbf{A}^{(d)} \in \mathbb{R}^{J_{d} \times I_{d}} \forall d \in \mathcal{D}$, then the Tucker operator is defined as

$$
\llbracket \mathcal{G} ; \mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(D)} \rrbracket=\mathcal{G} \times_{1} \mathbf{A}^{(1)} \times_{2} \cdots \times_{D} \mathbf{A}^{(D)}
$$

whose result is a tensor of size $I_{1} \times \cdots \times I_{D}$.
The Kruskal operator is an efficient representation for multi-dimensional multiplication of matrices that can be formally defined as follows. Let $\mathcal{D}=$ $\{1, \ldots, D\}$ and suppose to have $\mathbf{A}^{(d)} \in \mathbb{R}^{I_{d} \times R} \forall d \in \mathcal{D}$. Then the Kruskal operator is defined as:

$$
\llbracket \mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(D)} \rrbracket=\llbracket \mathcal{L} ; \mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(D)} \rrbracket=\mathcal{L} \times_{1} \mathbf{A}^{(1)} \times_{2} \cdots \times_{D} \mathbf{A}^{(D)}
$$

where $\mathcal{L}$ is a $D$-order identity tensor of size $R \times \cdots \times R$, that is a tensor having ones along the super-diagonal and zeros otherwise. The result of this operation correspond to a tensor having size $I_{1} \times \cdots \times I_{D}$. The following fundamental properties show the relation between the Kruskal operator, the matricization operation, and the Khatri-Rao product. These properties will be useful to compute the CP decomposition.

Property 6. Let us consider the set $\mathcal{D}=\{1, \ldots, D\}$ and the matrices $\mathbf{A}^{(d)} \in$ $\mathbb{R}^{I_{d} \times R} \forall d \in \mathcal{D}$ :

1. if we take into account the partitions $\mathcal{R}=\left\{r_{1}, \ldots, r_{L}\right\}$ and $\mathcal{C}=\left\{c_{1}, \ldots, c_{M}\right\}$ of $\mathcal{D}$, then

$$
\begin{aligned}
\mathcal{X}=\llbracket \mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(D)} \rrbracket & \Longleftrightarrow \\
\mathbf{X}_{\left(\mathcal{R} \times C_{:}: I_{\mathcal{D}}\right)} & =\left(\mathbf{A}^{\left(r_{L}\right)} \odot \cdots \odot \mathbf{A}^{\left(r_{1}\right)}\right)\left(\mathbf{A}^{\left(c_{M}\right)} \odot \cdots \odot \mathbf{A}^{\left(c_{1}\right)}\right)^{T} .
\end{aligned}
$$

If $\mathcal{R}=\varnothing$ or $\mathcal{C}=\varnothing$ then respectively the first or the second multiplicand is replaced by a vector of ones of length $R$ :

$$
\begin{aligned}
& \mathbf{X}_{\left(\varnothing \times \mathcal{D}: I_{\mathcal{D}}\right)}=\mathbf{1}^{T}\left(\mathbf{A}^{(D)} \odot \cdots \odot \mathbf{A}^{(1)}\right)^{T}, \\
& \mathbf{X}_{\left(\mathcal{D} \times \varnothing: I_{\mathcal{D}}\right)}=\left(\mathbf{A}^{(D)} \odot \cdots \odot \mathbf{A}^{(1)}\right) \mathbf{1} .
\end{aligned}
$$

2. For any $d \in \mathcal{D}$,

$$
\begin{aligned}
& \mathcal{X}=\llbracket \mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(D)} \rrbracket \Longleftrightarrow \\
& \mathbf{X}_{(d)}=\mathbf{A}^{(d)}\left(\mathbf{A}^{(D)} \odot \cdots \odot \mathbf{A}^{(d+1)} \odot \mathbf{A}^{(d-1)} \odot \cdots \odot \mathbf{A}^{(1)}\right)^{T} .
\end{aligned}
$$

Finally we introduce the norm of a Kruskal operator that has a particular form as it can be reduced to the sum of the entries of the Hadamard product of $D$ matrices of size $R \times R$.

Property 7. Let $\mathcal{D}=\{1, \ldots, D\}$ and $\mathbf{A}^{(d)} \in \mathbb{R}^{I_{d} \times R} \forall d \in \mathcal{D}$. Then

$$
\begin{aligned}
\left\|\llbracket \mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(D)} \rrbracket\right\|^{2} & = \\
& =\sum_{r=1}^{R} \sum_{r^{\prime}=1}^{R}\left(\left(\mathbf{A}^{(1) T} \mathbf{A}^{(1)}\right) * \cdots *\left(\mathbf{A}^{(D) T} \mathbf{A}^{(D)}\right)\right)_{r r^{\prime}}
\end{aligned}
$$

Property 8. Let $\mathcal{X} \in \mathbb{R}^{I_{1} \times \cdots \times I_{D}}, \mathcal{D}=\{1, \ldots, D\}$, and $\mathbf{A}^{(d)} \forall d \in \mathcal{D}$, then

1. the inner product of $\boldsymbol{\mathcal { X }}$ and the Kruskal operator leads to

$$
\left\langle\boldsymbol{\mathcal { X }}, \llbracket \mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(D)} \rrbracket\right\rangle=\left\langle\operatorname{vec} \boldsymbol{\mathcal { X }},\left(\mathbf{A}^{(D)} \odot \cdots \odot \mathbf{A}^{(1)}\right) \mathbf{1}\right\rangle .
$$

2. The norm of the difference of a tensor $\boldsymbol{\mathcal { X }}$ and a Kruskal tensor is:

$$
\begin{aligned}
& \left\|\mathcal{X}-\llbracket \mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(D)} \rrbracket\right\|^{2}= \\
& =\|\boldsymbol{\mathcal { X }}\|^{2}+\left\|\llbracket \mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(D)} \rrbracket\right\|^{2}-2\left\langle\boldsymbol{\mathcal { X }}, \llbracket \mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(D)} \rrbracket\right\rangle .
\end{aligned}
$$

### 2.2.2 CP Decomposition

In 1927 Hitchcock proposed the idea of expressing a tensor as the sum of finite number of outer products of vectors (rank-one tensors), the so called polyadic form of a tensor. Subsequently in 1944 Cattell proposed some ideas for parallel proportional analysis and the idea of multiple axes for analysis. Nevertheless, these concepts became popular after a third introduction in the 1970s in the psychometrics community, under the form of the CANDECOMP by Carroll and Chang, and the PARAFAC by Harshman.

The CP decomposition factorizes a multi-dimensional tensor as the sum of elementary pieces that we call components, having the form of rank-one tensors. Given a third-order tensor $\mathcal{X} \in \mathbb{R}^{I \times J \times K}$, the CP decomposition aims at writing the tensor as

$$
\begin{equation*}
\boldsymbol{\mathcal { X }}=\sum_{r=1}^{R} \mathbf{a}_{r} \circ \mathbf{b}_{r} \circ \mathbf{c}_{r}=\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket, \tag{2.3}
\end{equation*}
$$

where $R$ is a positive integer, the rank-one tensors $\mathbf{a}_{r} \circ \mathbf{b}_{r} \circ \mathbf{c}_{r}$ are called components and the matrices $\mathbf{A} \in \mathbb{R}^{I \times R}, \mathbf{B} \in \mathbb{R}^{J \times R}, \mathbf{C} \in \mathbb{R}^{K \times R}$ are called the factor matrices (or loading matrices). The factor columns of $\mathbf{A}, \mathbf{B}, \mathbf{C}$ correspond respectively to the vectors $\mathbf{a}_{r} \in \mathbb{R}^{I \times 1}, \mathbf{b}_{r} \in \mathbb{R}^{J \times 1}$, and $\mathbf{c}_{r} \in \mathbb{R}^{K \times 1} \forall r=$ $1, \ldots, R$, so that

$$
\begin{aligned}
& \mathbf{A}=\left[\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{R}\right], \\
& \mathbf{B}=\left[\mathbf{b}_{1}, \mathbf{b}_{2}, \ldots, \mathbf{b}_{R}\right], \\
& \mathbf{C}=\left[\mathbf{c}_{1}, \mathbf{c}_{2}, \ldots, \mathbf{c}_{R}\right] .
\end{aligned}
$$

The decomposition can be also written element-wise as

$$
x_{i j k}=\sum_{r=1}^{R} a_{i r} b_{j r} c_{k r} \text { with } i=1, \ldots, I, j=1, \ldots, J, \text { and } k=1, \ldots, K
$$

By using this definition it is possible to rewrite the problem in its matricized form, one for each mode of the tensor:

$$
\begin{aligned}
& \mathbf{X}_{1}=\mathbf{A}(\mathbf{C} \odot \mathbf{B})^{T} \\
& \mathbf{X}_{2}=\mathbf{B}(\mathbf{C} \odot \mathbf{A})^{T} \\
& \mathbf{X}_{3}=\mathbf{C}(\mathbf{B} \odot \mathbf{A})^{T}
\end{aligned}
$$

It is often useful to normalize (with the Frobenius norm) the columns of the factor matrices $\mathbf{A}, \mathbf{B}$ and $\mathbf{C}$ to length one with the weights included in the core tensor $\mathcal{L}$ that will have the weight values on the diagonal $\boldsymbol{\lambda} \in \mathbb{R}^{R}$, so that we can rewrite the decomposition as

$$
\mathcal{X}=\llbracket \mathcal{L} ; \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket=\llbracket \boldsymbol{\lambda} ; \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket=\sum_{r=1}^{R} \lambda_{r} \mathbf{a}_{r} \circ \mathbf{b}_{r} \circ \mathbf{c}_{r}
$$

We will focus on the decomposition of three-dimensional tensors, however it is possible to generalize the CP decomposition to higher-order tensors. Let $\mathcal{X} \in \mathbb{R}^{I_{1} \times \cdots \times I_{D}}$ be a $D$-dimensional tensor, its CP decompositions is

$$
\boldsymbol{\mathcal { X }}=\llbracket \boldsymbol{\lambda} ; \mathbf{A}^{(1)}, \mathbf{A}^{(2)}, \ldots, \mathbf{A}^{(D)} \rrbracket=\sum_{r=1}^{R} \lambda_{r} \mathbf{a}_{r}^{(1)} \circ \mathbf{a}_{r}^{(2)} \circ \cdots \circ \mathbf{a}_{r}^{(D)}
$$

where $\boldsymbol{\lambda} \in \mathbb{R}^{R}$ and $\mathbf{A}^{(d)} \in \mathbb{R}^{I_{d} \times R}$ for $d=1, \ldots, D$. In this particular case, the matricized form becomes

$$
\boldsymbol{\mathcal { X }}_{(d)}=\mathbf{A}^{(d)} \boldsymbol{\Lambda}\left(\mathbf{A}^{(D)} \odot \cdots \odot \mathbf{A}^{(d+1)} \mathbf{A}^{(d-1)} \odot \cdots \odot \mathbf{A}^{(1)}\right)^{T}
$$

where $\boldsymbol{\Lambda}=\operatorname{diag}(\boldsymbol{\lambda})$.

### 2.3 Rank, Uniqueness, and Existence

As we have seen in the previous sections, the CANDECOMP/PARAFAC decompositions ask for a solution to the problem of representing a tensor through the sum of rank-one tensors. However, in practice measurements are always corrupted by some noise, which makes the CP decomposition not unique in general. This is the reason why finding the solution of the CP decomposition means to compute the best rank- $R$ approximation. Given a tensor $\mathcal{X} \in \mathbb{R}^{I_{1} \times \cdots \times I_{D}}$, we look for an optimal rank- $R$ approximation of $\mathcal{X}$ of the form

$$
\mathbf{A p p}_{R} \in \operatorname{argmin}_{\operatorname{rank}(\mathbf{A p p}) \leq R}\|\mathcal{X}-\mathbf{A p p}\|,
$$

in other words, as we introduced in the previous section, it means to find the scalars $\lambda_{r}$ and the unit vectors $\mathbf{a}_{r}^{(d)}$ with $d=1, \ldots, D$ and $r=1, \ldots, R$, that minimize the distance

$$
\left\|\mathcal{X}-\sum_{r=1}^{R} \lambda_{r} \mathbf{a}_{r}^{(1)} \circ \cdots \circ \mathbf{a}_{r}^{(D)}\right\| .
$$

The norm $\|\cdot\|$ here is arbitrary and we now discuss several natural choices in the next section. As the decomposition is an approximation of an original tensor the concepts of rank, uniqueness, and existence are all fundamental. These concepts are indeed useful to analyse and assess the quality of the result given
by the approximation and enable to understand if the considered problem is well-posed or ill-posed.

### 2.3.1 The choice of the norm

The Frobenius norm or F-norm, defined in Eq. (2.2) is the most popular choice of norms for tensors in data analytic applications and it is the one that we will use throughout this dissertation. However, there are different norms that can be used and that can be used to better interpret the normalized values of $\boldsymbol{\mathcal { X }}$ in the case in which this tensor is non-negative. This is the case of the E-norm and the G-norm, that are defined as

$$
\begin{aligned}
& \|\boldsymbol{X}\|_{E}=\sum_{i_{1}=1}^{I_{1}} \cdots \sum_{i_{D}=1}^{I_{D}}\left|x_{i_{1} \ldots i_{D}}\right| \\
& \|\boldsymbol{X}\|_{G}=\max \left\{\mid x_{i_{1} \ldots i_{D}} \| i_{1}=1, \ldots, I_{1} ; \ldots ; i_{D}=1, \ldots, I_{D}\right\} .
\end{aligned}
$$

Note that the norms defined above are equivalent to the $l^{1}-, l^{2}-$, and $l^{\infty}-$ norms of the tensor $\mathcal{X}$ regarded as a vector of size $I_{1} I_{2} \ldots I_{D}$.

Property 9. The E-, F-, and G-norms are multiplicative on rank-one tensors:

$$
\begin{align*}
& \left\|\mathbf{a}^{(1)} \circ \mathbf{a}^{(2)} \circ \ldots \circ \mathbf{a}^{(D)}\right\|_{E}=\left\|\mathbf{a}^{(1)}\right\|_{1}\left\|\mathbf{a}^{(2)}\right\|_{1} \ldots\left\|\mathbf{a}^{(D)}\right\|_{1}, \\
& \left\|\mathbf{a}^{(1)} \circ \mathbf{a}^{(2)} \circ \ldots \circ \mathbf{a}^{(D)}\right\|_{F}=\left\|\mathbf{a}^{(1)}\right\|_{2}\left\|\mathbf{a}^{(2)}\right\|_{2} \ldots\left\|\mathbf{a}^{(D)}\right\|_{2},  \tag{2.4}\\
& \left\|\mathbf{a}^{(1)} \circ \mathbf{a}^{(2)} \circ \ldots \circ \mathbf{a}^{(D)}\right\|_{G}=\left\|\mathbf{a}^{(1)}\right\|_{\infty}\left\|\mathbf{a}^{(2)}\right\|_{\infty} \ldots\left\|\mathbf{a}^{(D)}\right\|_{\infty} .
\end{align*}
$$

The Frobenius norm has the advantage of being induced by an inner product on $\mathbb{R}^{I_{1} \times \cdots \times I_{D}}$ :

$$
\langle\mathcal{X}, \mathcal{Y}\rangle=\sum_{i_{1}=1}^{I_{1}} \cdots \sum_{i_{D}=1}^{I_{D}} x_{i_{1} \ldots i_{D}} y_{i_{1} \ldots i_{D}}
$$

Thus, it is possible to write the Cauchy-Schwarz inequality

$$
|\langle\mathcal{X}, \mathcal{Y}\rangle| \leq\|\mathcal{X}\|_{F}\|\mathcal{Y}\|_{F}
$$

and the Hölder inequality

$$
|\langle\mathcal{X}, \mathcal{Y}\rangle| \leq\|\mathcal{X}\|_{E}\|\mathcal{Y}\|_{G} .
$$

### 2.3.2 Rank Definition and Properties

The rank is a fundamental property of matrices: given a matrix $\mathbf{A} \in \mathbb{R}^{I \times R}$, its rank is defined as

$$
r_{\mathbf{A}}:=\operatorname{rank}(\mathbf{A})=r
$$

if and only if contains at least one collection of $r$ linearly independent columns and this fails for $r+1$ columns.

It is natural to understand how the concept of rank generalize to threedimensional arrays or higher-order tensors. A generalization of the rank definition was first studied by Kruskal [104, 105] in the 1970s and further discussed to study the uniqueness property for multi-dimensional arrays [106].

Considering the CP decomposition of a tensor $\mathcal{X}$, the rank $R$ is the number of factors in the decomposition, and more specifically is the smallest number $R$ such that $\mathcal{X} \in \mathbb{R}^{I_{1} \times \ldots \times I_{D}}$ has a $D$-adic decomposition of rank $R$, with $\mathcal{D}=\{1, \ldots, D\}$ :

$$
\begin{equation*}
\operatorname{rank}(\mathcal{X}):=\min \left\{R \mid \mathcal{X}=\sum_{r=1}^{R} \lambda_{r} \mathbf{a}_{r}^{(1)} \circ \cdots \circ \mathbf{a}_{r}^{(D)}\right\} \tag{2.5}
\end{equation*}
$$

This rank definition can be easily conducted to the usual definition of a matrix rank, and some of the properties of the rank of matrices can be generalized to higher order.

Property 10. Let $\mathcal{X}$ and $\mathcal{Y}$ be tensors of any order, then
1.

$$
\operatorname{rank}(\boldsymbol{\mathcal { X }})=\operatorname{rank}(k \mathcal{X}) \text { for any } k \neq 0,
$$

2. 

$$
\operatorname{rank}(\boldsymbol{\mathcal { X }}+\boldsymbol{\mathcal { Y }}) \leq \operatorname{rank}(\boldsymbol{\mathcal { X }})+\operatorname{rank}(\mathcal{Y}) .
$$

However, matrix and tensor ranks are quite different:

1. the rank of a real-valued tensor may actually be different over the fields $\mathbb{R}$ and $\mathbb{C}$ as we can see in Kolda [92];
2. there is no algorithm to determine the rank in (2.5) of a given tensor and this problem was shown to be NP-hard by Håstad [107];
3. let $R_{\max }(I, J)$ and $R_{\max }(I, J, K)$ be maximum ranks, i.e. the largest attainable rank, of $I \times J$ and $I \times J \times K$ arrays respectively. In the case of a matrix this is well-known as $R_{\max }(I, J)=\min \{I, J\}$, however $R_{\max }(I, J, K)$ is unknown or difficult to determine. The following inequalities hold:

$$
\max \{I, J, K\} \leq R_{\max }(I, J, K) \leq \min \{I J, I K, J K\}
$$

4. in the case of matrices of size $I \times J$ the maximum rank and the typical rank, i.e. the rank that occurs with probability greater than zero, coincide, whereas for tensors these two values could be different.

### 2.3.3 Uniqueness conditions

An important property that is needed to be analysed in the study of tensor decompositions is uniqueness. The decomposition of higher-order tensors is often unique, whereas it is not the case for matrix decompositions. The problem of tensor decomposition uniqueness was first tackled by Harshman [98] in 1970s and Kruskal [104, 105] in 1980s. Here we report some of the main results achieved and discuss the case in which the approximation problem is well-posed.

Let us consider the CP decomposition of a three-dimensional tensor $\mathcal{X} \epsilon$ $\mathbb{R}^{I \times J \times K}$, whose approximation can be written by the Kruskal tensor $\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$. There exist some elementary operations, that we can apply on the Kruskal tensor, which do not change the final result, thus leading to indeterminacies:

1. we can permute or relabel the factors of the outer products of the decomposition, as the rank-one components can be reordered in an arbitrary
way

$$
\mathcal{X}=\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket=\llbracket \mathbf{A} \mathbf{P}, \mathbf{B P}, \mathbf{C P} \rrbracket \text { for any } R \times R \text { permutation matrix } \mathbf{P} ;
$$

2. we can insert some multipliers to rescale the individual vectors in the outer products such that their multiplication does not affect the final result

$$
\mathcal{X}=\sum_{r_{1}}^{R}\left(\alpha_{r} \mathbf{a}_{r}\right) \circ\left(\beta_{r} \mathbf{b}_{r}\right) \circ\left(\gamma_{r} \mathbf{c}_{r}\right) \text { s.t. } \alpha_{r} \beta_{r} \gamma_{r}=1 \forall r .
$$

Two 3-ways decompositions are said to be equivalent if they have the same rank and one can be obtained by the other after a rescaling or a permutation. Moreover, a rank $R$ decomposition of a tensor $\mathcal{X}$ is rotationally unique (often called simply unique) if all the rank $R$ decompositions of $\boldsymbol{\mathcal { X }}$ are equivalent between themselves.

The most known result on tensor decomposition uniqueness is attributed to Kruskal [104, 105], who used the concept of $\kappa$-rank, also known as Kruskal rank, whose term was later introduced by Harshman and Lundy in 1984. The $\kappa$-rank $\kappa_{\mathbf{A}}$ of a matrix $\mathbf{A} \in \mathbb{R}^{I \times R}$ is defined as the maximum value $\kappa$ such that any $\kappa$ columns of the matrix are linearly independent:

$$
\kappa_{\mathbf{A}}:=\text { the } \kappa \text {-rank of } \mathbf{A}=r
$$

if and only if every $r$ columns are linearly independent, and this fails for at least one set of $r+1$ columns. Thus

$$
\kappa_{\mathbf{A}} \leq r_{\mathbf{A}} \leq \min (I, R) \forall \mathbf{A}
$$

Theorem 1. Let $\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket=\llbracket \mathbf{A}^{\prime}, \mathbf{B}^{\prime}, \mathbf{C}^{\prime} \rrbracket$, whose matrices have $R$ columns, and let $\kappa_{\mathbf{A}}, \kappa_{\mathbf{B}}, \kappa_{\mathbf{C}}$ be the $\kappa$-ranks of $\mathbf{A}, \mathbf{B}, \mathbf{C}$, such that $\kappa_{\mathbf{A}}+\kappa_{\mathbf{B}}+\kappa_{\mathbf{C}} \geq 2 R+2$. Then $\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$ is equivalent to $\llbracket \mathbf{A}^{\prime}, \mathbf{B}^{\prime}, \mathbf{C}^{\prime} \rrbracket$.

The most useful result on the uniqueness is given by the following corollary.
Corollary 1. Consider a Kruskal tensor $\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$, whose factors have $R$ columns each. Let $\kappa_{\mathbf{A}}, \kappa_{\mathbf{B}}, \kappa_{\mathbf{C}}$ be the $\kappa$-ranks of $\mathbf{A}, \mathbf{B}, \mathbf{C}$.

$$
\text { If } \kappa_{\mathbf{A}}+\kappa_{\mathbf{B}}+\kappa_{\mathbf{C}} \geq 2 R+2, \text { then } \llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket \text { is rotationally unique. }
$$

Sidiropoulos and Bro [108] successively extended this result to the general case of $D$-way tensors (where $D>3$ ), by using the definition of the $\kappa$-rank of the Khatri-Rao product of two matrices $\mathbf{A}$ and $\mathbf{B}$ :

Property 11. Let $\mathbf{A}=\left[\mathbf{a}_{1}, \ldots, \mathbf{a}_{R}\right] \in \mathbb{R}^{I \times R}, \mathbf{B}=\left[\mathbf{b}_{1}, \ldots, \mathbf{b}_{R}\right] \in \mathbb{R}^{J \times R}$, and

$$
\mathbf{B} \odot \mathbf{A}=\left[\mathbf{b}_{1} \otimes \mathbf{a}_{1}, \ldots, \mathbf{b}_{R} \otimes \mathbf{a}_{R}\right]
$$

1. If $\kappa_{\mathbf{A}} \geq 1$ and $\kappa_{\mathbf{B}} \geq 1$, then

$$
\kappa_{\mathbf{B} \odot \mathbf{A}} \geq \min \left\{\kappa_{\mathbf{A}}+\kappa_{\mathbf{B}}-1, R\right\} ;
$$

2. if $\kappa_{\mathbf{A}}=0$ or $\kappa_{\mathbf{B}}=0$, then

$$
\kappa_{\mathbf{B} \odot \mathbf{A}}=0 .
$$

By using this result it is possible to extend the uniqueness sufficient condition to higher-order tensors (for the complete proof please refer to [108]). Thus, given a $D$-way tensor $\mathcal{X} \in \mathbb{R}^{I_{1} \times \cdots \times I_{D}}$ with rank $R$ and CP decomposition equal to

$$
\begin{equation*}
\boldsymbol{\mathcal { X }}=\sum_{r=1}^{R} \mathbf{a}_{r}^{(1)} \circ \mathbf{a}_{r}^{(2)} \circ \ldots \circ \mathbf{a}_{r}^{(D)}=\llbracket \mathbf{A}^{(1)}, \mathbf{A}^{(2)}, \ldots, \mathbf{A}^{(D)} \rrbracket \tag{2.6}
\end{equation*}
$$

a sufficient condition for uniqueness is

$$
\sum_{d=1}^{D} \kappa_{\mathbf{A}^{(d)}} \geq 2 R+(D-1)
$$

This condition was shown to be also necessary in the cases of $R=2,3$ but not for $R>3$. General necessary conditions were then considered by Liu and Sidiropoulos, who have shown that if

$$
\min \{\operatorname{rank}(\mathbf{A} \odot \mathbf{B}), \operatorname{rank}(\mathbf{A} \odot \mathbf{C}), \operatorname{rank}(\mathbf{B} \odot \mathbf{C})\}=R,
$$

then the CP decomposition in (2.3) is unique.
This condition was shown to be valid also for higher-order tensor decompositions, so that a necessary condition of uniqueness for the CP decomposition of a $D$-way tensor in (2.6) is

$$
\min _{d=1, \ldots, D}\left\{\operatorname{rank}\left(\mathbf{A}^{(1)} \odot \cdots \odot \mathbf{A}^{(d-1)} \odot \mathbf{A}^{(d+1)} \odot \cdots \odot \mathbf{A}^{(D)}\right)\right\}=R .
$$

Finally, by using the fact that

$$
\operatorname{rank}(\mathbf{A} \odot \mathbf{B}) \leq \operatorname{rank}(\mathbf{A} \otimes \mathbf{B}) \leq \operatorname{rank}(\mathbf{A}) \cdot \operatorname{rank}(\mathbf{B})
$$

another necessary condition for $D$-way tensor decompositions is

$$
\min _{d=1, \ldots, D}\left\{\prod_{\substack{d^{\prime}=1 \\ d^{\prime} \neq d}}^{D} \operatorname{rank}\left(\mathbf{A}^{\left(d^{\prime}\right)}\right)\right\} \geq R
$$

### 2.3.4 PARAFAC degeneracy

One of the most fundamental issues, which everyone might incur, is the fact that the problem of finding the best rank- $R$ approximation for a tensor of order 3 or higher has generally no solution. Thus, considering a tensor $\mathcal{X} \in \mathbb{R}^{I_{1} \times \cdots \times I_{D}}$ such that its approximation is given by

$$
\inf \left\|\mathcal{X}-\sum_{r=1}^{R} \lambda_{r} \mathbf{a}_{r}^{(1)} \circ \mathbf{a}_{r}^{(2)} \circ \cdots \circ \mathbf{a}_{r}^{(D)}\right\|
$$

it is not attained by any choice of $\lambda_{r}$ and $\mathbf{a}_{r}^{(1)}, \mathbf{a}_{r}^{(2)}, \ldots, \mathbf{a}_{r}^{(D)}$. Usually, it is also not possible to determine if a given tensor $\mathcal{X}$ a priori will fail to have a best approximation. Moreover, this failure appears to happen in the case of different dimensions, ranks, and tensor orders, as shown by De Silva and Lim [109] and can occur also with high probability, i.e. there is the certainty that the infimum (greatest lower bound) will never be reached. This problem also extends to the case of symmetric tensors [110]. For these reason, often the problem, which we are looking for a solution, is ill-posed. This phenomenon, which is known as the PARAFAC degeneracy, was investigated by Bini et al. [111] and separately also by Kruskal et al. [112].

Nevertheless, it was shown by Qi et al. [113], Lim and Comon [10] that the nonexistence of a globally optimal solution for higher-order tensor decompositions can be overcome by the introduction of some constraints to the problem. In particular, they have shown that the PARAFAC degeneracy can be avoided when a non-negative PARAFAC model is fitted.

### 2.3.5 Non-negative Tensor Factorization

A $D$-way tensor $\mathcal{X} \in \mathbb{R}^{I_{1} \times \cdots \times I_{D}}$ is said to be non-negative if all its elements are non-negative $x_{i_{1}, \ldots, i_{D}} \geq 0 \forall i_{d}=1, \ldots, I_{d}$ with $d=1, \ldots, D$. A non-negative tensor is denoted as $\mathcal{X} \geq 0$ and the related non-negative outer-product decomposition, also called Non-negative Tensor Factorization (NTF) $[9$, 114] is given by

$$
\begin{equation*}
\mathcal{X}=\sum_{r=1}^{R} \lambda_{r} \mathbf{a}_{r}^{(1)} \circ \mathbf{a}_{r}^{(2)} \circ \cdots \circ \mathbf{a}_{r}^{(D)} \tag{2.7}
\end{equation*}
$$

where $\lambda_{r} \geq 0$ and $\mathbf{a}_{r}^{(1)}, \mathbf{a}_{r}^{(2)}, \ldots, \mathbf{a}_{r}^{(D)} \geq 0 \forall r$. Analogously, the problem in (2.7) can be written through the Kruskal tensor notation as

$$
\begin{equation*}
\boldsymbol{\mathcal { X }}=\llbracket \boldsymbol{\lambda} ; \mathbf{A}^{(1)}, \mathbf{A}^{(2)}, \ldots, \mathbf{A}^{(D)} \rrbracket \text { s.t. } \boldsymbol{\lambda}, \mathbf{A}^{(1)}, \mathbf{A}^{(2)}, \ldots, \mathbf{A}^{(D)} \geq 0 . \tag{2.8}
\end{equation*}
$$

This decomposition exists for any non-negative tensor $\mathcal{X} \geq 0$ and the lowest $R$ for which such a decomposition is possible it said to be its non-negative rank. Formally, given $\mathcal{X} \geq 0$ its non-negative rank is defined as

$$
\operatorname{rank}_{+}(\mathcal{X}):=\min \left\{R \mid \mathcal{X}=\sum_{r=1}^{R} \lambda_{r} \mathbf{a}_{r}^{(1)} \circ \cdots \circ \mathbf{a}_{r}^{(D)} \forall r\right\} .
$$

## Existence of a Solution for the NTF

As proved by Lim and Comon [10] non-negativity constraints are often a natural choice to avoid the PARAFAC degeneracy and thus looking for a solution to a problem that is well-posed. Their proof started from an empirical evidence in the studies carried out by Bro, who revealed that the PARAFAC degeneracy was never observed when fitting the model with non-negative valued data. Subsequently Harshman [115] conjectured that this is always the case and a part of the proof would be to demonstrate the existence of a global minimum over a non-compact feasible region. As this is not immediate, Lim and Comon started from the following consequence of the extreme value theorem, to show that all sub-level sets of the non-negative PARAFAC loss function are compact:

If a continuous real-valued function has a non-empty compact sub-level set, then it has to attain its infimum.

Let $\Delta^{d}$ denote a unit $d$-simplex, that is the convex hull of the standard basis vectors $\mathbf{e}_{r}$ in $\mathbb{R}^{d+1}$ :

$$
\Delta^{d}:=\left\{\sum_{r=1}^{d+1} \lambda_{r} \mathbf{e}_{r} \in \mathbf{R}^{d+1} \mid \sum_{r=1}^{d+1} \lambda_{r}=1, \lambda_{1}, \ldots, \lambda_{d+1} \geq 0\right\}=\left\{\mathbf{x} \in \mathbb{R}_{+}^{d+1} \mid\|\mathbf{x}\|_{1}=1\right\} .
$$

We report below the proof of the following theorem as it is in [10]. Here, the proof uses the E-norm but the results can be extended to different norms as the Frobenius norm.

Theorem 2. Let the tensor $\mathcal{X}$ be non-negative, then

$$
\inf \left\{\left\|\mathcal{X}-\sum_{r=1}^{R} \lambda_{r} \mathbf{a}_{r}^{(1)} \circ \cdots \circ \mathbf{a}_{r}^{(D)}\right\|_{E} \mid \boldsymbol{\lambda} \in \mathbb{R}_{+}^{R}, \mathbf{a}_{r}^{(1)} \in \Delta^{I_{1}-1}, \ldots, \mathbf{a}_{r}^{(D)} \in \Delta^{I_{D}-1} \forall r\right\}
$$

is attained.

Proof. Recall that $\mathbb{R}_{+}^{d}=\left\{\mathbf{x} \in \mathbb{R}^{d} \mid \mathbf{x} \geq 0\right\}$ and $\Delta^{d-1}=\left\{\mathbf{x} \in \mathbb{R}_{+}^{d} \mid\|\mathbf{x}\|_{1}=1\right\}$. Let us define the loss function $f: \mathbb{R}^{R} \times\left(\mathbb{R}^{I_{1}} \times \cdots \times \mathbb{R}^{I_{D}}\right)^{R} \rightarrow \mathbb{R}$ by

$$
\begin{aligned}
f\left(\boldsymbol{\lambda}, \mathbf{A}^{(1)}, \mathbf{A}^{(2)}, \ldots, \mathbf{A}^{(D)}\right): & =\left\|\boldsymbol{\mathcal { X }}-\llbracket \boldsymbol{\lambda} ; \mathbf{A}^{(1)}, \mathbf{A}^{(2)}, \ldots, \mathbf{A}^{(D)} \rrbracket\right\|_{E}= \\
& =\left\|\mathcal{X}-\sum_{r=1}^{R} \lambda_{r} \mathbf{a}_{r}^{(1)} \circ \mathbf{a}_{r}^{(2)} \circ \cdots \circ \mathbf{a}_{r}^{(D)}\right\|_{E} .
\end{aligned}
$$

Let $\mathcal{D}$ be a subset of $\mathbb{R}^{R} \times\left(\mathbb{R}^{I_{1}} \times \cdots \times \mathbb{R}^{I_{D}}\right)^{R}=\mathbb{R}^{R\left(1+I_{1}+\cdots+I_{D}\right)}$ defined as

$$
\mathcal{D}:=\mathbb{R}_{+}^{R} \times\left(\Delta^{I_{1}-1} \times \cdots \times \Delta^{I_{D}-1}\right)^{R}
$$

closed and unbounded. Let the infimum be

$$
\mu:=\inf \left\{f\left(\boldsymbol{\lambda}, \mathbf{A}^{(1)}, \mathbf{A}^{(2)}, \ldots, \mathbf{A}^{(D)}\right) \mid\left(\boldsymbol{\lambda}, \mathbf{A}^{(1)}, \mathbf{A}^{(2)}, \ldots, \mathbf{A}^{(D)}\right) \in \mathcal{D}\right\} .
$$

We want to show that the sub-level set of $f$ restricted to $\mathcal{D}$,

$$
\mathcal{E}_{\alpha}\left\{\left(\boldsymbol{\lambda}, \mathbf{A}^{(1)}, \mathbf{A}^{(2)}, \ldots, \mathbf{A}^{(D)}\right) \in \mathcal{D} \mid f\left(\boldsymbol{\lambda}, \mathbf{A}^{(1)}, \mathbf{A}^{(2)}, \ldots, \mathbf{A}^{(D)}\right) \leq \alpha\right\}
$$

is compact $\forall \alpha>\mu$ and thus the infimum of $f$ on $\mathcal{D}$ must be attained. The set $\mathcal{E}_{\alpha}=\mathcal{D} \cap f^{-1}(-\infty, \alpha]$ is closed as $f$ is continuous by the norm continuity. Now we need to show that $\mathcal{E}_{\alpha}$ is also bounded. Let us suppose the contrary
and denote $T=\left(\boldsymbol{\lambda}, \mathbf{A}^{(1)}, \mathbf{A}^{(2)}, \ldots, \mathbf{A}^{(D)}\right)$ the argument of $f$. Then, there exists a sequence $\left(T_{d}\right)_{d=1}^{\infty} \subset \mathcal{D}$ with $\left\|T_{d}\right\|_{1} \rightarrow \infty$ but $f\left(T_{d}\right) \leq \alpha \forall d$. We know that $\left\|T_{d}\right\|_{1} \rightarrow \infty$ implies that $\lambda_{r}^{(d)} \rightarrow \infty$ for at least one $r \in\{1, \ldots, R\}$. Note that

$$
f(T) \geq\left|\|\boldsymbol{\mathcal { X }}\|_{E}-\left\|\sum_{r=1}^{R} \lambda_{r} \mathbf{a}_{r}^{(1)} \circ \mathbf{a}_{r}^{(2)} \circ \cdots \circ \mathbf{a}_{r}^{(D)}\right\|_{E}\right| .
$$

Since all terms involved in the last term are non-negative, we have

$$
\begin{aligned}
\left\|\sum_{r=1}^{R} \lambda_{r} \mathbf{a}_{r}^{(1)} \circ \mathbf{a}_{r}^{(2)} \circ \cdots \circ \mathbf{a}_{r}^{(D)}\right\|_{E} & =\sum_{i_{1}=1}^{I_{1}} \cdots \sum_{i_{D}=1}^{I_{D}} \sum_{r=1}^{R} \lambda_{r} a_{r i_{1}} a_{r i_{2}} \ldots a_{r i_{D}} \\
& \geq \sum_{i_{1}=1}^{I_{1}} \cdots \sum_{i_{D}=1}^{I_{D}} \lambda_{p} a_{p i_{1}} a_{p i_{2}} \ldots a_{p i_{D}} \\
& =\lambda_{p} \sum_{i_{1}=1}^{I_{1}} \cdots \sum_{i_{D}=1}^{I_{D}} a_{p i_{1}} a_{p i_{2}} \ldots a_{p i_{D}} \\
& =\lambda_{p}\left\|\mathbf{a}_{p}^{(1)} \circ \mathbf{a}_{p}^{(2)} \circ \cdots \circ \mathbf{a}_{p}^{(D)}\right\|_{E} \\
& =\lambda_{p}\left\|\mathbf{a}_{p}^{(1)}\right\|\left\|_{1}\right\| \mathbf{a}_{p}^{(2)}\left\|_{1}\right\| \mathbf{a}_{p}^{(D)} \|_{1} \\
& =\lambda_{p}
\end{aligned}
$$

where at least two equalities follow from (2.4) and $\left\|\mathbf{a}^{(1)}\right\|_{1}=\left\|\mathbf{a}^{(2)}\right\|_{1}=\cdots=$ $\left\|\mathbf{a}^{(D)}\right\|_{1}=1$. Hence, as $\lambda_{p}^{(d)} \rightarrow \infty$, then $f\left(T_{d}\right) \rightarrow \infty$. This contradicts the assumption $f\left(T_{d}\right) \leq \alpha \forall d$.

It is worth noting that the proof would fail if the elements composing the sum of rank- 1 terms are not unit-vectors, as they could be rescaled by non-zero positive scalars whose product gives one, as

$$
\alpha \mathbf{a}^{(1)} \circ \beta \mathbf{a}^{(2)} \circ \cdots \circ \zeta \mathbf{a}^{(D)}, \alpha \beta \ldots \zeta=1
$$

We avoided this case by requiring that $\mathbf{a}^{(1)}, \mathbf{a}^{(2)}, \ldots, \mathbf{a}^{(D)}$ are unit vectors and $\boldsymbol{\lambda}$ is the vector containing their amplitude.

Finally, the following corollary states that the Theorem 2 is also valid for different norms as the Frobenius one.

Corollary 2. Let $\boldsymbol{\mathcal { X }} \in \mathbb{R}^{I_{1} \times \cdots \times I_{D}}$ be non-negative and $\|\cdot\|: \mathbb{R}^{I_{1} \times \cdots \times I_{D}} \rightarrow[0, \infty)$ be an arbitrary norm. Then

$$
\inf \left\{\left\|\mathcal{X}-\sum_{r=1}^{R} \lambda_{r} \mathbf{a}_{r}^{(1)} \circ \cdots \circ \mathbf{a}_{r}^{(D)}\right\| \mid \boldsymbol{\lambda} \in \mathbb{R}_{+}^{R}, \mathbf{a}_{r}^{(1)} \in \Delta^{I_{1}-1}, \ldots, \mathbf{a}_{r}^{(D)} \in \Delta^{I_{D}-1} \forall r\right\}
$$

is attained.

The proof follows from the fact that all the norms on finite dimensional spaces are equivalent and so induce the same topology on $\mathbb{R}_{+}^{I_{1} \times \cdots \times I_{D}}$ (further details can be found in [10]). This corollary implies that the PARAFAC degeneracy does not happen for non-negative approximations of non-negative tensors.

### 2.4 Computation Methods for NTF

To compute the non-negative factors matrices $\mathbf{A}^{(d)}$ (where $d=1, \ldots, D$ ) of the decomposition of the tensor $\mathcal{X} \in \mathbb{R}^{I_{1} \times \cdots \times I_{D}}$, we need to solve an optimization problem in which we minimize a loss function. The global loss function that is usually minimized is of the form
$f\left(\mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(D)}\right)=\left\|\mathcal{X}-\llbracket \mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(D)} \rrbracket\right\|_{F}^{2}+\alpha_{1}\left\|\mathbf{A}^{(1)}\right\|_{F}^{2}+\cdots+\alpha_{D}\left\|\mathbf{A}^{(D)}\right\|_{F}^{2}$,
where $\alpha_{1}, \ldots, \alpha_{D}$ are non-negative regularization parameters.
There are many possible and used ways to compute this optimization problem with non-negative constraints. Here, we will see three of them and then we will use the most common approach with some modifications needed for our purposes. One possible approach is to use the vectorized form of $f$ and employ the so called Non-linear Least Squares (NLS) algorithm based on Gauss-Newton methods. This method was first applied by Paatero [116] and by Bro and De Jong [117], Tomasi and Bro [118]. An alternative way to solve the problem is to optimize the cost function simultaneously with respect to all the involved variables using a Non-linear Conjugate Gradient method. This method was proposed by Acar et al. [119]. However, such a cost function is generally non convex and thus the convergence of the method is not a priori guaranteed even though the results shown are promising.

The most popular approach is the Alternating Least Squares (ALS), in which the function gradient is computed with respect to each individual factor matrix, by fixing all the others, to find a solution to the problem. The main advantage of the ALS methods are their high speed of convergence and their scalability for large-scale problems. We will see in particular the application of non-negative ALS (ANLS) update rules to solve NTF problems. The solution of these algorithms can be found by applying both the gradient function and an alternative computation proposed by Kim et al. [120], Kim and Park [121]. In particular, they illustrate the way of solving an ANLS where the non-negativity constrained least squares (NNLS) problems are solved at each iteration by the application of a Block Principal Pivoting (BPP) method. We will see the different methods for the three-way PARAFAC decomposition, in which we are interested.

### 2.4.1 Gauss-Newton Method

Fitting the PARAFAC model to the tensor $\mathcal{X} \in \mathbb{R}^{I \times J \times K}$ in the least squares sense means to minimize the loss function expressed as

$$
\begin{equation*}
f(\mathbf{A}, \mathbf{B}, \mathbf{C})=\left\|\mathbf{X}-\mathbf{A}(\mathbf{C} \odot \mathbf{B})^{T}\right\|_{F}^{2} \tag{2.9}
\end{equation*}
$$

where $\mathbf{X} \in \mathbb{R}^{I \times J K}$ is the matricized version of $\boldsymbol{\mathcal { X }}$ in the first mode. Minimizing (2.9) is a particularly difficult non-linear least squares problem, for which many algorithms have been proposed. These algorithms are based on the GaussNewton method [122] with some modifications to deal with the characteristics of the PARAFAC model. Solving the minimization problem corresponds to fit the PARAFAC model in the maximum likelihood sense, by providing that the residuals $\mathbf{r}=\operatorname{vec} \mathbf{R}$ are normally distributed with zero mean and variance $\sigma^{2} \mathbf{I}$.

Given the vectorized form of the PARAFAC model

$$
\mathbf{x}=\operatorname{vec} \mathbf{X}=\operatorname{vec}\left[\mathbf{A}(\mathbf{C} \odot \mathbf{B})^{T}\right]+\operatorname{vec} \mathbf{R}
$$

we can define the vector $\mathbf{p}=\operatorname{vec}\left[\mathbf{A}^{T}\left|\mathbf{B}^{T}\right| \mathbf{C}^{T}\right]$ of length $N=(I+J+K) R$, that hold the model parameters and the minimization problem can be written as

$$
\begin{align*}
\operatorname{argmin}_{\mathbf{p}}\|\mathbf{r}(\mathbf{p})\|_{2}^{2} & =\operatorname{argmin} \mathbf{r}(\mathbf{p})^{T} \mathbf{r}(\mathbf{p})  \tag{2.10}\\
& =\operatorname{argmin}(\mathbf{x}-\mathbf{y}(\mathbf{p}))^{T}(\mathbf{x}-\mathbf{y}(\mathbf{p})),
\end{align*}
$$

where $\mathbf{y}=\operatorname{vec}\left[\mathbf{A}(\mathbf{C} \odot \mathbf{B})^{T}\right]$ of length $M=I J K$ and $\mathbf{r}=\left[r_{1}, \ldots, r_{M}\right]^{T}$.
In the Gauss-Newton method, the residuals in the neighbourhood of a point $\mathbf{p}^{0}$ are assumed to be approximated by a Taylor expansion truncated after the linear term in the following way:

$$
\begin{align*}
r_{m}(\mathbf{p}) & =r_{m}\left(\mathbf{p}^{0}\right)+\sum_{n=1}^{N} \frac{\partial r_{m}}{\partial p_{n}}\left(p_{n}-p_{n}^{0}\right)+\mathcal{O}\left(\left\|\mathbf{p}-\mathbf{p}^{0}\right\|_{2}^{2}\right)  \tag{2.11}\\
& \approx r_{m}\left(\mathbf{p}^{0}\right)-\sum_{n=1}^{N} \frac{\partial r_{m}}{\partial p_{n}}\left(p_{n}-p_{n}^{0}\right)=\tilde{r}_{m}(\mathbf{p}) \forall m .
\end{align*}
$$

Let the matrix $\mathbf{J}\left(\mathbf{p}^{0}\right)$ be the Jacobian of size $M \times N$, whose elements are

$$
j_{m n}=\frac{\partial r_{m}\left(\mathbf{p}^{0}\right)}{\partial p_{n}}=\frac{\partial y_{m}\left(\mathbf{p}^{0}\right)}{\partial p_{n}},
$$

then, if the linear approximation in Eq. (2.10) holds, Eq. (2.11) can be expressed as a function of $\Delta \mathbf{p}=\mathbf{p}-\mathbf{p}^{0}$ :

$$
\tilde{f}(\Delta \mathbf{p})=\tilde{\mathbf{r}}(\Delta \mathbf{p})^{T} \tilde{\mathbf{r}}(\Delta \mathbf{p})=\left\|\mathbf{r}\left(\mathbf{p}^{0}\right)+\mathbf{J}\left(\mathbf{p}^{0}\right) \Delta \mathbf{p}\right\|_{2}^{2}
$$

At this stage it is possible to compute a new approximation of the parameter vector as $\mathbf{p}^{(s+1)}=\mathbf{p}^{(s)}+\Delta \mathbf{p}^{(s)}$, where $\Delta \mathbf{p}^{(s)}$ is computed as a solution to the linear problem

$$
\begin{equation*}
\min _{\Delta \mathbf{p}}\left\|\mathbf{r}\left(\mathbf{p}^{(s)}\right)+\mathbf{J}\left(\mathbf{p}^{(s)}\right) \Delta \mathbf{p}^{(s)}\right\|_{2}^{2} \tag{2.12}
\end{equation*}
$$

by solving the system of normal equations

$$
\left(\mathbf{J}^{T} \mathbf{J}\right) \Delta \mathbf{p}^{(s)}=-\mathbf{J}^{T} \mathbf{r}=\mathbf{g},
$$

for $\Delta \mathbf{p}^{(s)}$. Here, $\mathbf{g}$ is the gradient of $\tilde{f}(\Delta \mathbf{p})$. The method described above corresponds to the one proposed by Hayashi and Hayashi [123].

## Damped Gauss-Newton

The algorithm exposed in the previous section is not enough to ensure a globally convergence while fitting the PARAFAC model. However, this issue can be overcome by the damped Gauss-Newton (dGN) method devised by Levenberg [124], Marquardt [125]. In dGN the update $\Delta \mathbf{p}^{(s)}$ is computed from the modified normal equation

$$
\begin{equation*}
\left(\mathbf{J}^{T} \mathbf{J}+\lambda^{(s)} \mathbf{I}_{N}\right) \Delta \mathbf{p}^{(s)}=-\mathbf{g}, \tag{2.13}
\end{equation*}
$$

that is equal to solve the problem in Eq. (2.12) under the constraint that the minimum is assumed to be in a region (i.e. the trust region) of radius $\delta\left(\lambda^{(s)}\right)$ :

$$
\left\|\Delta \mathbf{p}^{(s)}\right\|_{2}^{2} \leq \delta\left(\lambda^{(s)}\right)
$$

Thus, if $\lambda^{(s)}$ is large enough if compared to the singular values of $\mathbf{J}^{T} \mathbf{J}$, then the matrix $\left(\mathbf{J}^{T} \mathbf{J}+\lambda^{(s)} \mathbf{I}_{N}\right)$ is non-singular and the system (2.13) can be efficiently solved.

## Positive Matrix Factorization 3

Several modifications to the dGN algorithm have been proposed by Paatero [116] in the so called Positive Matrix Factorization 3 (PMF3) algorithm for three-way PARAFAC decompositions. First of all the author introduced a regularization factor and a specific non-linear update. Secondly, the algorithm includes a line-search procedure that is used whenever the procedure diverges. Finally, PMF3 involves a weighted least squares loss function [126] and possible non-negativity constraints on the parameters.

The loss function including the regularization terms is written as

$$
\begin{equation*}
f_{P M F 3}(\mathbf{p})=\sum_{m=1}^{M} r_{m}^{2}(\mathbf{p})+\gamma \sum_{n=1}^{N} \hat{p}_{n}^{2}=\mathbf{r}(\mathbf{p})^{T} \mathbf{r}(\mathbf{p})+\gamma \hat{\mathbf{p}}^{T} \hat{\mathbf{p}}, \tag{2.14}
\end{equation*}
$$

where $\hat{p}_{n}=\left(p_{n}-p_{n}^{0}\right)$. The loss function in Eq. (2.14) yields the following system of normal equations:

$$
\left(\mathbf{J}^{T} \mathbf{J}+\left(\lambda^{(s)}+\gamma^{(s)}\right) \mathbf{I}_{N}\right) \Delta \mathbf{p}^{\prime(s)}=-\mathbf{J}^{T} \mathbf{r}+\gamma^{(s)} \hat{\mathbf{p}}^{(s)}
$$

which is solved for $\Delta \mathbf{p}^{\prime(s)}$. As $\mathbf{p}^{0}=0$, the regularization term is given by the product of the scalar $\gamma$ and the norm of the vector $\mathbf{p}$, thus penalising high absolute values of the parameters. The aim of this procedure is to correct the loss function for the scaling indeterminacy.

The non-linear update $\Delta \mathbf{p}^{\prime}$ can be computed by solving the following system:

$$
\mathbf{J}^{T} \mathbf{J} \Delta \mathbf{p}^{\prime \prime}=-\mathbf{J}\left(\mathbf{p}^{\prime}\right)^{T} \mathbf{r}\left(\mathbf{p}^{\prime}\right)+\gamma^{(s)} \hat{\mathbf{p}}^{(s)}
$$

where $\mathbf{p}^{\prime}=\mathbf{p}^{(s)}+0.5 \Delta \mathbf{p}^{\prime(s)}$. The final update is chosen as the one between $\Delta \mathbf{p}^{\prime(s)}$ and $\Delta \mathbf{p}^{\prime \prime(s)}$ that provides the largest reduction in the loss function.

### 2.4.2 Non-linear Conjugate Gradient

As an alternative to Alternating Least Squares algorithms Acar et al. [119] proposed to solve CP decomposition by simultaneously approximate all the factor matrices through a gradient-based optimization method. Let us consider the minimization problem

$$
\begin{equation*}
\min f\left(\mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(D)}\right)=\frac{1}{2}\left\|\boldsymbol{\mathcal { X }}-\llbracket \mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(D)} \rrbracket\right\|_{F}^{2}, \tag{2.15}
\end{equation*}
$$

where $\mathcal{X} \in \mathbb{R}^{I_{1} \times \cdots \times I_{D}}$ and the function $f$ is a mapping from the cross-product of $D$ two dimensional vector spaces to $\mathbb{R}$, that is

$$
f: \mathbb{R}^{I_{1} \times R} \otimes \mathbb{R}^{I_{2} \times R} \otimes \cdots \otimes \mathbb{R}^{I_{D} \times R} \mapsto \mathbb{R}
$$

so that the function would be of

$$
P=R \sum_{d=1}^{D} I_{d}
$$

variables. Moreover, $f$ can be viewed as a scalar-valued function having as a parameter vector $\mathbf{x}$, that comprises the vectorized forms of the factor matrices:

$$
\mathbf{x}=\left(\begin{array}{c}
\mathbf{a}_{1}^{(1)} \\
\vdots \\
\mathbf{a}_{R}^{(1)} \\
\vdots \\
\mathbf{a}_{1}^{(D)} \\
\vdots \\
\mathbf{a}_{R}^{(D)}
\end{array}\right)
$$

so that, $f: \mathbb{R}^{P} \mapsto \mathbb{R}$ and it is now possible to compute the gradient as a vector of size $P$, by calculating the partial derivatives of the function with respect to all the variables $\mathbf{a}_{r}^{(d)}$, with $r=1, \ldots, R$ and $d=1, \ldots, D$. We report in the following part the Theorem 3 in which the partial derivatives for the gradient are specified and the related proof that is taken from [119, 127].

Theorem 3. The partial derivatives of the function $f$ in Eq. (2.15) are given by

$$
\frac{\partial f}{\partial \mathbf{a}_{r}^{(d)}}=-\left(\boldsymbol{\mathcal { X }} \underset{\substack{d^{\prime}=1 \\ d^{\prime} \neq d}}{D} \mathbf{a}_{r}^{\left(d^{\prime}\right)}\right)+\sum_{l=1}^{R} \gamma^{(d)_{r l} \mathbf{a}_{l}^{(d)}}
$$

where $\times$ is the multiplication in multiple modes, $r=1, \ldots, R, d=1, \ldots, D$, and

$$
\gamma^{(d)_{r l}}:=\prod_{\substack{d^{\prime}=1 \\ d^{\prime} \neq d}}^{D} \mathbf{a}_{r}^{\left(d^{\prime}\right) T} \mathbf{a}_{l}^{\left(d^{\prime}\right)} .
$$

Proof. The function $f$ can be rewritten as

$$
f(\mathbf{x})=\frac{1}{2} \underbrace{\|\boldsymbol{\mathcal { X }}\|^{2}}_{f_{1}}+\frac{1}{2} \underbrace{\left\|\llbracket \mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(D)} \rrbracket\right\|^{2}}_{f_{2}}-\underbrace{\left\langle\boldsymbol{\mathcal { X }}, \llbracket \mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(D)} \rrbracket\right\rangle}_{f_{3}} .
$$

The first summand only depends on $\boldsymbol{\mathcal { X }}$, thus as it does not involve the variables, its partial derivatives are equal to zero, i.e.

$$
\frac{\partial f_{1}}{\partial \mathbf{a}_{r}^{(d)}}=\mathbf{0}
$$

where $\mathbf{0}$ is a vector of length $I_{d}$. The second summand is

$$
\begin{aligned}
f_{2}(\mathbf{x}) & =\left\|\llbracket \mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(D)} \rrbracket\right\|^{2}= \\
& =\left\langle\sum_{r=1}^{R} \mathbf{a}_{r}^{(1)} \circ \cdots \circ \mathbf{a}_{r}^{(D)}, \sum_{r=1}^{R} \mathbf{a}_{r}^{(1)} \circ \cdots \circ \mathbf{a}_{r}^{(D)}\right\rangle= \\
& =\sum_{k=1}^{R} \sum_{l=1}^{R} \prod_{d^{\prime}=1}^{D} \mathbf{a}_{k}^{\left(d^{\prime}\right) T} \mathbf{a}_{l}^{\left(d^{\prime}\right)}= \\
& =\prod_{d^{\prime}=1}^{D} \mathbf{a}_{r}^{\left(d^{\prime}\right) T} \mathbf{a}_{r}^{\left(d^{\prime}\right)}+2 \sum_{\substack{l=1 \\
l \neq r}}^{R} \prod_{d^{\prime}=1}^{D} \mathbf{a}_{r}^{\left(d^{\prime}\right) T} \mathbf{a}_{l}^{\left(d^{\prime}\right)}+\sum_{\substack{k=1 \\
k \neq r}}^{R} \sum_{l=1}^{R} \prod_{l=r} \prod_{d^{\prime}=1}^{D} \mathbf{a}_{k}^{\left(d^{\prime}\right) T} \mathbf{a}_{l}^{\left(d^{\prime}\right)} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\frac{\partial f_{2}}{\partial \mathbf{a}_{r}^{(d)}} & =2\left(\prod_{\substack{d^{\prime}=1 \\
d^{\prime} \neq d}}^{D} \mathbf{a}_{r}^{\left(d^{\prime}\right) T} \mathbf{a}_{r}^{\left(d^{\prime}\right)}\right) \mathbf{a}_{r}^{(d)}+2 \sum_{\substack{l=1 \\
l \neq r}}^{R}\left(\prod_{\substack{d^{\prime}=1 \\
d^{\prime} \neq d}}^{D} \mathbf{a}_{r}^{\left(d^{\prime}\right) T} \mathbf{a}_{l}^{\left(d^{\prime}\right)}\right) \mathbf{a}_{l}^{(d)}= \\
& =2 \sum_{l=1}^{R}\left(\prod_{\substack{d^{\prime}=1 \\
d^{\prime} \neq d}}^{D} \mathbf{a}_{r}^{\left(d^{\prime}\right) T} \mathbf{a}_{l}^{\left(d^{\prime}\right)}\right) \mathbf{a}_{l}^{(d)} .
\end{aligned}
$$

The third summand is the inner product between the tensor $\mathcal{X}$ and the Kruskal tensor $\llbracket \mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(D)} \rrbracket$ :

$$
\begin{aligned}
f_{3}(\mathbf{x}) & =\left\langle\boldsymbol{\mathcal { X }}, \llbracket \mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(D)} \rrbracket\right\rangle= \\
& =\left\langle\boldsymbol{\mathcal { X }}, \sum_{r=1}^{R} \mathbf{a}_{r}^{(1)} \circ \ldots \circ \mathbf{a}^{(D)}\right\rangle= \\
& =\sum_{r=1}^{R} \sum_{i_{1}=1}^{I_{1}} \cdots \sum_{i_{D}=1}^{I_{D}} x_{i_{1} \ldots i_{D}} a_{i_{1} r}^{(1)} \ldots a_{i_{D} r}^{(D)}= \\
& =\sum_{r=1}^{R}\left(\boldsymbol{\mathcal { X }} \underset{d^{\prime}=1}{D} \mathbf{a}_{r}^{\left(d^{\prime}\right)}\right)= \\
& =\sum_{r=1}^{R}\left(\underset{\substack{d^{\prime}=1 \\
d^{\prime} \neq d}}{\stackrel{D}{X} \mathbf{a}_{r}^{\left(d^{\prime}\right)}}\right) \mathbf{a}_{r}^{(d)},
\end{aligned}
$$

and its partial derivative is given by

$$
\frac{\partial f_{3}}{\partial \mathbf{a}_{r}^{(d)}}=\sum_{r=1}^{R}\left(\boldsymbol{\mathcal { X }} \underset{\substack{d^{\prime}=1 \\ d^{\prime} \neq d}}{\stackrel{D}{㐅} \mathbf{a}_{r}^{\left(d^{\prime}\right)}}\right)
$$

The combination of the three partial derivatives computed leads to the desired result.

It is worth noting that the scalar $\gamma_{r l}^{(d)}$ is the $(r, l)$ entry of a matrix $\boldsymbol{\Gamma}^{(d)}$ defined as
$\boldsymbol{\Gamma}^{(d)}=\left(\mathbf{A}^{(1) T} \mathbf{A}^{(1)}\right) * \cdots *\left(\mathbf{A}^{(d-1) T} \mathbf{A}^{(d-1)}\right) *\left(\mathbf{A}^{(d+1) T} \mathbf{A}^{(d+1)}\right) * \cdots *\left(\mathbf{A}^{(D) T} \mathbf{A}^{(D)}\right)$.
The values can be then computed by taking the $R \times R$ matrix

$$
\mathbf{\Upsilon}^{(d)}=\mathbf{A}^{(d) T} \mathbf{A}^{(d)} \forall d,
$$

and then

$$
\Gamma^{(d)}=\Upsilon^{(1)} * \cdots * \Upsilon^{(d-1)} * \Upsilon^{(d+1)} * \cdots * \Upsilon^{(D)} .
$$

Corollary 3. The partial derivatives of $f$ are given by

$$
\frac{\partial f}{\partial \mathbf{A}^{(d)}}=-\mathbf{X}_{(d)}\left(\mathbf{A}^{(D)} \odot \cdots \odot \mathbf{A}^{(d+1)} \odot \mathbf{A}^{(d-1)} \odot \cdots \odot \mathbf{A}^{(1)}\right)+\mathbf{A}^{(d)} \boldsymbol{\Gamma}^{(d)}
$$

## Regularization

The lack of a locally unique solution, due to the scaling indeterminacy can be overcome by modifying the loss function to include some regularization terms as done by Paatero [126]:

$$
\begin{equation*}
f_{\text {reg }}\left(\mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(D)}\right)=\frac{1}{2}\left\|\boldsymbol{\mathcal { X }}-\llbracket \mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(D)} \rrbracket\right\|_{F}^{2}+\frac{\lambda_{d}}{2} \sum_{d=1}^{D}\left\|\mathbf{A}^{(d)}\right\|_{1}^{2} . \tag{2.16}
\end{equation*}
$$

The regularization has the effect of encouraging the norms of the factor matrices to be similar.

Corollary 4. The partial derivatives of the function $f_{\text {reg }}$ are given by

$$
\begin{aligned}
\frac{\partial f_{r e g}}{\partial \mathbf{A}^{(d)}} & =-\mathbf{X}_{(d)}\left(\mathbf{A}^{(D)} \odot \cdots \odot \mathbf{A}^{(d+1)} \odot \mathbf{A}^{(d-1)} \odot \cdots \odot \mathbf{A}^{(1)}\right)+\mathbf{A}^{(d)} \boldsymbol{\Gamma}^{(d)}+\lambda_{d} \mathbf{A}^{(d)} \\
\text { with } d & =1, \ldots, D
\end{aligned}
$$

### 2.4.3 Multiplicative Updating algorithm

The multiplicative updating (MU) algorithm was devised first for matrix factorizations and then was applied to solve the minimization problem for CP decompositions [128, 129]. We first have to write the approximation of a tensor $\mathcal{X} \in \mathbb{R}^{I_{1} \times \cdots \times I_{D}}$ in its matricized form for the $d$-th dimension, that is:

$$
\mathbf{X}_{(d)} \approx \mathbf{A}^{(d)} \times\left(\mathbf{B}^{(d)}\right)^{T}
$$

where

$$
\left.\mathbf{B}^{(d)}=\mathbf{A}^{(D)} \odot \cdots \odot \mathbf{A}^{(d+1)} \odot \mathbf{A}^{(d-1)} \odot \cdots \odot \mathbf{A}^{(1)} \in \mathbb{R}^{\left(\begin{array}{c}
\Pi_{d^{\prime}=1}^{D} I_{d^{\prime}} \\
d^{\prime} \neq d
\end{array}\right.}\right) \times R .
$$

Here, we report the derivation of the MU for the factor matrices $\mathbf{A}^{(d)}$ by directly using the one provided for non-negative matrix factorization algorithms [127]. Thus, the updating rule for the generic factor matrix $\mathbf{A}^{(d)}$ is

$$
\mathbf{A}^{(d)} \leftarrow \mathbf{A}^{(d)} * \frac{\mathbf{X}_{(d)} \mathbf{B}^{(d) T}}{\mathbf{A}^{(d)} \mathbf{B}^{(d)} \mathbf{B}^{(d) T}},
$$

where \ is the element-wise division.

### 2.4.4 Alternating least squares

The Alternating Least Squares (ALS) method for CP decompositions is one of the most popular and the primary workhorse algorithm, due to its speed and ease of implementation. The premise is to iteratively optimize one factor matrix at a time. Thus, at each iteration the algorithm tries to solve

$$
\min _{\mathbf{A}^{(d)}} f\left(\mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(D)}\right)
$$

with a particular fixed $d$, while holding all the other factor matrices constant. The equation can be written as

$$
\min _{\mathbf{A}^{(d)}} \frac{1}{2}\left\|\mathbf{X}_{(d)}-\mathbf{A}^{(d)}\left(\mathbf{A}^{(D)} \odot \cdots \odot \mathbf{A}^{(d+1)} \odot \mathbf{A}^{(d-1)} \odot \cdots \odot \mathbf{A}^{(1)}\right)^{T}\right\|^{2}
$$

With all but one factor fixed, the problem reduces to a linear least squares problem, having exact solution equal to

$$
\mathbf{A}^{(d)}=\mathbf{X}_{(d)}\left(\left(\mathbf{A}^{(D)} \odot \cdots \odot \mathbf{A}^{(d+1)} \odot \mathbf{A}^{(d-1)} \odot \cdots \odot \mathbf{A}^{(1)}\right)^{T}\right)^{\dagger}
$$

To avoid the computation of the pseudo-inverse we can simplify the equation by using the properties of the Khatri-Rao product, that lead to

$$
\mathbf{A}^{(d)}=\mathbf{X}_{(d)}\left(\mathbf{A}^{(D)} \odot \cdots \odot \mathbf{A}^{(d+1)} \odot \mathbf{A}^{(d-1)} \odot \cdots \odot \mathbf{A}^{(1)}\right)\left(\boldsymbol{\Gamma}^{(d)}\right)^{\dagger}
$$

In this way, the method only requires to compute the pseudo-inverse of a matrix of size $R \times R$.

### 2.4.5 ANLS and Block Principal Pivoting

When the non-negativity constraints are included, the optimization problem to be solved is of the form

$$
\begin{equation*}
\min _{\mathbf{A}^{(d)}} \frac{1}{2}\left\|\boldsymbol{\mathcal { X }}-\llbracket \mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(D)} \rrbracket\right\|_{F}^{2} \text { s.t. } \mathbf{A}^{(d)} \geq 0 \forall d=1, \ldots, D . \tag{2.17}
\end{equation*}
$$

The computation of such a problem is demanding not only because of the number of variables but in particular because non-negativity constraints are imposed on the factor matrices. The algorithm that we adopt as a base for the overall present work is the one proposed by Kim and Park [121], based on Alternating Non-negativity constrained Least Squares (ANLS) framework, where at each iteration the non-negativity constrained least squares sub-problems are solved. One advantage of the method proposed in [121] is the use of the so called Block Principal Pivoting (BPP) [130] to accelerate the traditional active-set method [131].

## ANLS method

To solve the minimization problem in Eq. (2.17) by means of the ANLS method, we first need to rewrite the approximation model

$$
\mathcal{X} \approx \llbracket \mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(D)} \rrbracket
$$

for any $d \in\{1, \ldots, D\}$ as

$$
\mathbf{X}_{(d)} \approx \mathbf{A}^{(d)} \times\left(\mathbf{B}^{(d)}\right)^{T}
$$

where

$$
\mathbf{B}^{(d)}=\mathbf{A}^{(D)} \odot \cdots \odot \mathbf{A}^{(d+1)} \odot \mathbf{A}^{(d-1)} \odot \cdots \odot \mathbf{A}^{(1)} \in \mathbb{R}^{\left(\begin{array}{c}
\Pi_{d^{\prime}=1}^{D} I_{d^{\prime}} \neq d
\end{array}\right) \times R} .
$$

The ANLS framework is a block-coordinate-descent method applied to Eq. (2.17). First, all the factor matrices but one $\left(\mathbf{A}^{(1)}\right)$ are initialized with non-negative entries. Then, for $d=1, \ldots, D$ the following subproblem is solved iteratively:

$$
\begin{equation*}
\min _{\mathbf{A}^{(d)}} \frac{1}{2}\left\|\mathbf{B}^{(d)} \times\left(\mathbf{A}^{(d)}\right)^{T}-\left(\mathbf{X}_{(d)}\right)^{T}\right\|_{F}^{2} \text { s.t. } \mathbf{A}^{(d)} \geq 0 . \tag{2.18}
\end{equation*}
$$

The convergence property of a block-coordinate-descent method states that if each sub-problem in the form above has a unique solution, then every limit point produced by the ANLS method is a stationary point. In particular, if matrices $\mathbf{B}^{(d)}$ are of full column rank, each sub-problem has a unique solution. An efficient algorithm to solve the problem is the BPP, described in the next section.

## BPP algorithm

The BPP algorithm was first introduced by Júdice and Pires [130] for a single right-hand side case. Afterwards, Kim and Park [121] explained the way of accelerating the multiple right-hand side case. The adoption of the BPP to find the solution to the ANLS problem is driven by the fact that conventional active-set like methods have difficulties in finding a solution when the number of variables increases, as the number of iterations until the end strongly depends on the number of variables. By contrast, the BPP method manages to find a solution even when a high number of variables is involved, by exchanging multiple variables at a time.

Let us consider the non-negativity constrained least squares problem with single right-hand side vector:

$$
\begin{equation*}
\min _{\mathbf{x} \geq 0}\|\mathbf{V} \mathbf{x}-\mathbf{w}\|_{2}^{2} \tag{2.19}
\end{equation*}
$$

where $\mathbf{V} \in \mathbb{R}^{P \times Q}, \mathbf{x} \in \mathbb{R}^{Q \times 1}$, and $\mathbf{w} \in \mathbb{R}^{P \times 1}$. The sub-problems in Eq. (2.18) are decomposed to independent instances of Eq. (2.19) with respect to each column vector of $\left(\mathbf{A}^{(d)}\right)^{T}$, such that $\forall i=1, \ldots, I_{d}$ we have

$$
\mathbf{V}=\mathbf{B}^{(d)}, \mathbf{x}=\left(\mathbf{A}^{(d)}\right)_{i}^{T} \text { and } \mathbf{w}=\left(\mathbf{X}_{(d)}\right)_{i}^{T}
$$

Therefore, an algorithm for Eq. (2.19) is a basic building block of an algorithm for Eq. (2.18). The Karush-Kuhn-Tucker (KKT) optimality conditions for Eq. (2.19) are

$$
\begin{align*}
& \mathbf{y}=\mathbf{V}^{T} \mathbf{V} \mathbf{x}-\mathbf{V}^{T} \mathbf{w},  \tag{2.20a}\\
& \mathbf{y} \geq 0, \mathbf{x} \geq 0,  \tag{2.20b}\\
& x_{q} y_{q}=0, \text { with } q=1, \ldots, Q . \tag{2.20c}
\end{align*}
$$

If $\mathbf{V}$ has full column rank, then a solution $\mathbf{x}$ that satisfies the conditions in Eqs. (2.20) is also the optimal solution for Eq. (2.19). By dividing the set of indices $\mathcal{Q}=\{1, \ldots, Q\}$ into two disjoint subsets $\mathcal{F}$ and $\mathcal{G}$, i.e.

$$
\mathcal{F} \cup \mathcal{G}=\mathcal{Q} \text { and } \mathcal{F} \cap \mathcal{G}=\varnothing,
$$

we can define the subgroups of variables $\mathbf{x}_{\mathcal{F}}, \mathbf{x}_{\mathcal{G}}, \mathbf{y}_{\mathcal{F}}$, and $\mathbf{y}_{\mathcal{G}}$, with the corresponding indices, and the sub-matrices of $\mathbf{V}, \mathbf{V}_{\mathcal{F}}$ and $\mathbf{V}_{\mathcal{G}}$, with the corresponding column indices. By initially assigning zeros to $\mathbf{x}_{\mathcal{G}}$ and $\mathbf{y}_{\mathcal{F}}$, then $\mathbf{x}=\left(\mathbf{x}_{\mathcal{F}}, \mathbf{x}_{\mathcal{G}}\right)$ and $\mathbf{y}=\left(\mathbf{y}_{\mathcal{F}}, \mathbf{y}_{\mathcal{G}}\right)$ always satisfy Eq. (2.20c) for any $\mathbf{x}_{F}$ and $\mathbf{y}_{G}$. At this stage, $\mathbf{x}_{F}$ and $\mathbf{y}_{G}$ can be computed by using Eq. (2.20a) and the values that satisfy Eq. (2.20b) are the one to choose. The computation is done as follows:

$$
\begin{align*}
& \mathbf{V}_{\mathcal{F}}^{T} \mathbf{V}_{\mathcal{F}} \mathbf{x}_{\mathcal{F}}=\mathbf{V}_{\mathcal{F}}^{T} \mathbf{w}  \tag{2.21a}\\
& \mathbf{y}_{\mathcal{G}}=\mathbf{V}_{\mathcal{G}}^{T}\left(\mathbf{V}_{\mathcal{F}} \mathbf{x}_{\mathcal{F}}-\mathbf{w}\right) . \tag{2.21b}
\end{align*}
$$

We can then solve Eq. (2.21a) for $\mathbf{x}_{\mathcal{F}}$ and use it to find $\mathbf{y}_{\mathcal{G}}$ through Eq. (2.21b). The resulting pair $\left(\mathbf{x}_{\mathcal{F}}, \mathbf{y}_{\mathcal{G}}\right)$ is called the complementary basic solution, that is said to be

$$
\text { feasible if } \mathbf{x}_{F} \geq 0 \text { and } \mathbf{y}_{G} \geq 0,
$$

infeasible otherwise.

The optimal solution of Eq. (2.19) in the first case is $\mathbf{x}=\left(\mathbf{x}_{F}, 0\right)$, otherwise we need to update the sets $\mathcal{F}$ and $\mathcal{G}$ by exchanging the variables for which Eq. (2.20b) is not satisfied. That is defining a new index set

$$
\mathcal{H}=\left\{q \in \mathcal{F}: \mathbf{x}_{q}<0\right\} \cup\left\{q \in \mathcal{G}: \mathbf{y}_{q}<0\right\}
$$

and choosing a non-empty subset $\hat{\mathcal{H}} \subset \mathcal{H}$, so that $\mathcal{F}$ and $\mathcal{G}$ are updated in the following way:

$$
\begin{aligned}
& \mathcal{F}=(\mathcal{F}-\hat{\mathcal{H}}) \cup(\hat{\mathcal{H}} \cap \mathcal{G}), \\
& \mathcal{G}=(\mathcal{G}-\hat{\mathcal{H}}) \cup(\hat{\mathcal{H}} \cap \mathcal{F}) .
\end{aligned}
$$

The method is then iterated until the number of infeasible variables goes to zero: $|\hat{\mathcal{H}}|=0$. If the number of variables $|\hat{\mathcal{H}}|$ exchanged at each iteration is $|\hat{\mathcal{H}}|>1$, then the algorithm is called a block principal pivoting, otherwise if $|\hat{\mathcal{H}}|=1$ the algorithm is said to be a single principal pivoting algorithm. The active set method can be seen as an instance of the single principal pivoting algorithm.

To speed up the search procedure, the full exchange rule is usually adopted, i.e. $|\hat{\mathcal{H}}|=|\mathcal{H}|$. This rule allows to exchange all the infeasible variables at once, thus accelerating the computation by removing the number of iterations.

Let us now consider the multiple right-hand side case:

$$
\begin{equation*}
\min _{\mathbf{X} \geq 0}\|\mathbf{V X}-\mathbf{W}\|_{F}^{2} \tag{2.22}
\end{equation*}
$$

where $\mathbf{V} \in \mathbb{R}^{P \times Q}, \mathbf{X} \in \mathbb{R}^{Q \times L}$ and $\mathbf{W} \in \mathbb{R}^{P \times L}$. Eq. (2.22) can be solved by separately solving the non-negativity constrained least squares problems with each right-hand side vector. However, there are efficient ways to accelerate the
multiple right-hand side case by using the improvements provided by Kim and Park [132].

Observation 1. The matrix $\mathbf{V}$, corresponding to $\mathbf{B}^{(d)}$ in Eq. (2.18) has typically one bigger dimension with respect to the other that is small. Thus, instead of computing the matrices $\mathbf{V}_{\mathcal{F}}^{T} \mathbf{V}_{\mathcal{F}}, \mathbf{V}_{\mathcal{F}}^{T} \mathbf{w}, \mathbf{V}_{\mathcal{G}}^{T} \mathbf{V}_{\mathcal{F}}$, and $\mathbf{V}_{\mathcal{G}}^{T} \mathbf{w}$, that is computationally expensive, one can compute $\mathbf{V}^{T} \mathbf{V}$ and $\mathbf{V}^{T} \mathbf{W}$ at the beginning and reuse them in the successive iterations.

Observation 2. By computing the BPP for multiple right-hand side vectors, at each iteration, we have to compute the variables $\mathbf{x}_{\mathcal{F}_{l}}$ and $\mathbf{y}_{\mathcal{G}_{l}}$ corresponding to the index sets $\mathcal{F}_{l}$ and $\mathcal{G}_{l}$ for the columns $l \in\{1, \ldots, L\}$. thus, by finding set of columns that share the same index sets, it is possible to reorder the columns in the same group and solving Eq. (2.21a) at once.

## Regularization

In this section we extend the ANLS framework to the case of Non-negative CP decompositions with regularization. By starting from Eq. (2.16) and adding the non-negativity constraints we can write the related ANLS sub-problems as

$$
\min _{\mathbf{A}^{(d)}} \frac{1}{2}\left\|\binom{\mathbf{B}^{(d)}}{\sqrt{\lambda_{d} \mathbf{I}}} \times\left(\mathbf{A}^{(d)}\right)^{T}-\left(\mathbf{X}^{(d)}\right)^{T}\right\|_{F}^{2} \text { s.t. } \mathbf{A}^{(d)} \geq 0
$$

where $\mathbf{I}$ is an identity matrix of size $R \times R$.
Observation 3. The matrix $\binom{\mathbf{B}^{(d)}}{\sqrt{\lambda_{d} \mathbf{I}}}$ is always of full column rank even if $\mathbf{B}^{(d)}$ may be not of full column rank, thus the regularization term can be used to ensure that each sub-problem is of full column rank. In this way each sub-problem satisfies the requirement of the convergence property of the BPP method.

To include also sparsity on the factors $\mathbf{A}^{(d)}$ the $l_{1}$-norm can be used, so that the sub-problems for each factor are modified as

$$
\min _{\mathbf{A}^{(d)}} \frac{1}{2}\left\|\left(\frac{\mathbf{B}^{(d)}}{\sqrt{\lambda_{d}} \mathbf{1}}\right) \times\left(\mathbf{A}^{(d)}\right)^{T}-\left(\mathbf{X}^{(d)}\right)^{T}\right\|_{F}^{2} \text { s.t. } \mathbf{A}^{(d)} \geq 0
$$

where $\mathbf{1}$ is a row vector of ones of size $1 \times R$.

### 2.4.6 Parametrization of the factor matrices

An alternative way to impose non-negativity constraints to the factor matrices in the CP decomposition is by means of a parametrization which does not modify the cost function

$$
f(\mathbf{A}, \mathbf{B}, \mathbf{C})=\frac{1}{2}\|\boldsymbol{\mathcal { X }}-\llbracket \boldsymbol{\lambda} ; \mathbf{A}, \mathbf{B}, \mathbf{C}\|_{F}^{2} .
$$

The cost function can be rewritten in the matricized form, used to solve the problem, as

$$
\begin{aligned}
f(\mathbf{A}, \mathbf{B}, \mathbf{C}) & =\frac{1}{2}\left\|\mathbf{X}_{(1)}-\mathbf{A} \boldsymbol{\Lambda}(\mathbf{C} \odot \mathbf{B})^{T}\right\|_{F}^{2} \\
& =\frac{1}{2}\left\|\mathbf{X}_{(2)}-\mathbf{B} \boldsymbol{\Lambda}(\mathbf{C} \odot \mathbf{A})^{T}\right\|_{F}^{2} \\
& =\frac{1}{2}\left\|\mathbf{X}_{(3)}-\mathbf{C} \boldsymbol{\Lambda}(\mathbf{B} \odot \mathbf{A})^{T}\right\|_{F}^{2},
\end{aligned}
$$

where $\boldsymbol{\Lambda}=\operatorname{diag}(\boldsymbol{\lambda})$. Then, to consider a factor matrix $\mathbf{A}$ to be non-negative we can assume that all its entries are equal to $a_{i j}^{2}$. Therefore, we can rewrite the optimization problem as a function of the Hadamard product of the factor matrices $\mathbf{A} * \mathbf{A}, \mathbf{B} * \mathbf{B}$, and $\mathbf{C} * \mathbf{C}$, as:

$$
\begin{aligned}
h(\mathbf{A}, \mathbf{B}, \mathbf{C}) & =f(\mathbf{A} * \mathbf{A}, \mathbf{B} * \mathbf{B}, \mathbf{C} * \mathbf{C}) \\
& =\frac{1}{2}\left\|\mathbf{X}_{(1)}-(\mathbf{A} * \mathbf{A}) \boldsymbol{\Lambda}((\mathbf{C} * \mathbf{C}) \odot(\mathbf{B} * \mathbf{B}))^{T}\right\|_{F}^{2}=\frac{1}{2}\left\|\boldsymbol{\delta}_{(1)}\right\|_{F}^{2} \\
& =\frac{1}{2}\left\|\mathbf{X}_{(2)}-(\mathbf{B} * \mathbf{B}) \boldsymbol{\Lambda}((\mathbf{C} * \mathbf{C}) \odot(\mathbf{A} * \mathbf{A}))^{T}\right\|_{F}^{2}=\frac{1}{2}\left\|\boldsymbol{\delta}_{(2)}\right\|_{F}^{2} \\
& =\frac{1}{2}\left\|\mathbf{X}_{(3)}-(\mathbf{C} * \mathbf{C}) \boldsymbol{\Lambda}((\mathbf{B} * \mathbf{B}) \odot(\mathbf{A} * \mathbf{A}))^{T}\right\|_{F}^{2}=\frac{1}{2}\left\|\boldsymbol{\delta}_{(3)}\right\|_{F}^{2} .
\end{aligned}
$$

This approach was first used for non-negative matrix factorization problems [133] and then adapted to NTF by Royer et al. [134].

To solve the minimization problem we need to derive the differential $d h(\mathbf{A}, \mathbf{B}, \mathbf{C})$ for the new cost function $h(\mathbf{A}, \mathbf{B}, \mathbf{C})$, which is given by:
$d h(\mathbf{A}, \mathbf{B}, \mathbf{C})=\frac{1}{2}\left\langle\frac{\partial h(\mathbf{A}, \mathbf{B}, \mathbf{C})}{\partial \mathbf{A}}, d \mathbf{A}\right\rangle+\frac{1}{2}\left\langle\frac{\partial h(\mathbf{A}, \mathbf{B}, \mathbf{C})}{\partial \mathbf{B}}, d \mathbf{B}\right\rangle+\frac{1}{2}\left\langle\frac{\partial h(\mathbf{A}, \mathbf{B}, \mathbf{C})}{\partial \mathbf{C}}, d \mathbf{C}\right\rangle$.

We know that $\langle\mathbf{A}, \mathbf{A}\rangle=\|\mathbf{A}\|_{F}^{2}=\operatorname{trace}\left\{\mathbf{A}^{T} \mathbf{A}\right\}$, so we can rewrite the cost function $h(\mathbf{A}, \mathbf{B}, \mathbf{C})$ as

$$
\begin{aligned}
h(\mathbf{A}, \mathbf{B}, \mathbf{C}) & =\frac{1}{2}\left\|\boldsymbol{\delta}_{(1)}\right\|_{F}^{2}=\frac{1}{2} \operatorname{trace}\left\{\boldsymbol{\delta}_{(1)}^{T} \boldsymbol{\delta}_{(1)}\right\} \\
& =\frac{1}{2}\left\|\boldsymbol{\delta}_{(2)}\right\|_{F}^{2}=\frac{1}{2} \operatorname{trace}\left\{\boldsymbol{\delta}_{(2)}^{T} \boldsymbol{\delta}_{(2)}\right\} \\
& =\frac{1}{2}\left\|\boldsymbol{\delta}_{(3)}\right\|_{F}^{2}=\frac{1}{2} \operatorname{trace}\left\{\boldsymbol{\delta}_{(3)}^{T} \boldsymbol{\delta}_{(3)}\right\} .
\end{aligned}
$$

By using this equalities we can write the differential $d h$ in the following way:

$$
d h(\mathbf{A}, \mathbf{B}, \mathbf{C})=\frac{1}{2} d \operatorname{trace}\left\{\boldsymbol{\delta}_{(1)}^{T} \boldsymbol{\delta}_{(1)}\right\}+\frac{1}{2} d \operatorname{trace}\left\{\boldsymbol{\delta}_{(2)}^{T} \boldsymbol{\delta}_{(2)}\right\}+\frac{1}{2} d \operatorname{trace}\left\{\boldsymbol{\delta}_{(3)}^{T} \boldsymbol{\delta}_{(3)}\right\}
$$

but we know that $d(\operatorname{trace}\{\mathbf{A}\})=\operatorname{trace}\{d \mathbf{A}\}$ and $\operatorname{trace}\{\mathbf{A}\}=\operatorname{trace}\left\{\mathbf{A}^{T}\right\}$, so

$$
\begin{aligned}
d h(\mathbf{A}, \mathbf{B}, \mathbf{C}) & =\frac{1}{2} \operatorname{trace}\left\{d\left(\boldsymbol{\delta}_{(1)}^{T}\right) \boldsymbol{\delta}_{(1)}\right\}+\frac{1}{2} \operatorname{trace}\left\{\boldsymbol{\delta}_{(1)}^{T} d \boldsymbol{\delta}_{(1)}\right\}+ \\
& +\frac{1}{2} \operatorname{trace}\left\{d\left(\boldsymbol{\delta}_{(2)}^{T}\right) \boldsymbol{\delta}_{(2)}\right\}+\frac{1}{2} \operatorname{trace}\left\{\boldsymbol{\delta}_{(2)}^{T} d \boldsymbol{\delta}_{(2)}\right\}+ \\
& +\frac{1}{2} \operatorname{trace}\left\{d\left(\boldsymbol{\delta}_{(3)}^{T}\right) \boldsymbol{\delta}_{(3)}\right\}+\frac{1}{2} \operatorname{trace}\left\{\boldsymbol{\delta}_{(3)}^{T} d \boldsymbol{\delta}_{(3)}\right\}= \\
& =\operatorname{trace}\left\{\boldsymbol{\delta}_{(1)}^{T} d \boldsymbol{\delta}_{(1)}\right\}+\operatorname{trace}\left\{\boldsymbol{\delta}_{(2)}^{T} d \boldsymbol{\delta}_{(2)}\right\}+\operatorname{trace}\left\{\boldsymbol{\delta}_{(3)}^{T} d \boldsymbol{\delta}_{(3)}\right\} .
\end{aligned}
$$

As an example, we now go further in the calculation for the first term in the sum:

$$
\begin{aligned}
\operatorname{trace}\left\{\boldsymbol{\delta}_{(1)}^{T} d \boldsymbol{\delta}_{(1)}\right\} & =2 \operatorname{trace}\left\{-\boldsymbol{\delta}_{(1)}^{T}(\mathbf{A} d \mathbf{A}) \boldsymbol{\Lambda}[(\mathbf{C} * \mathbf{C}) \odot(\mathbf{B} * \mathbf{B})]\right\}= \\
& =2 \operatorname{trace}\left\{\boldsymbol{\Lambda}[(\mathbf{C} * \mathbf{C}) \odot(\mathbf{B} * \mathbf{B})]^{T}\left(-\boldsymbol{\delta}_{(1)}\right)^{T}(\mathbf{A} d \mathbf{A})\right\}
\end{aligned}
$$

where for the last equality we used the fact that trace $\{\mathbf{A B}\}=\operatorname{trace}\{\mathbf{B} \mathbf{A}\}$. Finally, by applying the property of the trace for which trace $\left\{\mathbf{A}^{T}(\mathbf{B} * \mathbf{C})\right\}=$ trace $\left\{\left(\mathbf{A}^{T} * \mathbf{B}^{T}\right) \mathbf{C}\right\}$, we have

$$
\begin{aligned}
\operatorname{trace}\left\{\boldsymbol{\delta}_{(1)}^{T} d \boldsymbol{\delta}_{(1)}\right\} & =2 \operatorname{trace}\left\{\boldsymbol{\Lambda}[(\mathbf{C} * \mathbf{C}) \odot(\mathbf{B} * \mathbf{B})]^{T}\left(-\boldsymbol{\delta}_{(1)}\right)^{T}(\mathbf{A} d \mathbf{A})\right\} \\
& =2 \operatorname{trace}\left\{\left[\boldsymbol{\Lambda}[(\mathbf{C} * \mathbf{C}) \odot(\mathbf{B} * \mathbf{B})]^{T}\left(-\boldsymbol{\delta}_{(1)}\right)^{T} * \mathbf{A}^{T}\right] d \mathbf{A}\right\} \\
& =2 \operatorname{trace}\left\{\left[\mathbf{A} *\left(-\boldsymbol{\delta}_{(1)}\right)[(\mathbf{C} * \mathbf{C}) \odot(\mathbf{B} * \mathbf{B})] \boldsymbol{\Lambda}^{T}\right]^{T} d \mathbf{A}\right\} \\
& =2\left\langle\mathbf{A} *\left(-\boldsymbol{\delta}_{(1)}\right)[(\mathbf{C} * \mathbf{C}) \odot(\mathbf{B} * \mathbf{B})] \boldsymbol{\Lambda}^{T}, d \mathbf{A}\right\rangle .
\end{aligned}
$$

By proceeding analogously for the other modes, the calculation of $d h(\mathbf{A}, \mathbf{B}, \mathbf{C})$ leads to

$$
\begin{aligned}
d h(\mathbf{A}, \mathbf{B}, \mathbf{C}) & =2\left\langle\mathbf{A} *\left(-\boldsymbol{\delta}_{(1)}\right)[(\mathbf{C} * \mathbf{C}) \odot(\mathbf{B} * \mathbf{B})] \boldsymbol{\Lambda}^{T}, d \mathbf{A}\right\rangle \\
& +2\left\langle\mathbf{B} *\left(-\boldsymbol{\delta}_{(2)}\right)[(\mathbf{C} * \mathbf{C}) \odot(\mathbf{A} * \mathbf{A})] \boldsymbol{\Lambda}^{T}, d \mathbf{B}\right\rangle \\
& +2\left\langle\mathbf{C} *\left(-\boldsymbol{\delta}_{(3)}\right)[(\mathbf{B} * \mathbf{B}) \odot(\mathbf{A} * \mathbf{A})] \boldsymbol{\Lambda}^{T}, d \mathbf{C}\right\rangle .
\end{aligned}
$$

By using this result, we can then adapt different methods. We report here the resulting gradients which can be used to apply the non-negativity constraints to the NCG method:

$$
\begin{aligned}
& \nabla_{\mathbf{A}} h(\mathbf{A}, \mathbf{B}, \mathbf{C})=\frac{\partial h(\mathbf{A}, \mathbf{B}, \mathbf{C})}{\partial \mathbf{A}}=2 \mathbf{A} *\left(\left(-\boldsymbol{\delta}_{(1)}\right)[(\mathbf{C} * \mathbf{C}) \odot(\mathbf{B} * \mathbf{B})]\right) \\
& \nabla_{\mathbf{B}} h(\mathbf{A}, \mathbf{B}, \mathbf{C})=\frac{\partial h(\mathbf{A}, \mathbf{B}, \mathbf{C})}{\partial \mathbf{B}}=2 \mathbf{B} *\left(\left(-\boldsymbol{\delta}_{(2)}\right)[(\mathbf{C} * \mathbf{C}) \odot(\mathbf{A} * \mathbf{A})]\right) \\
& \nabla_{\mathbf{C}} h(\mathbf{A}, \mathbf{B}, \mathbf{C})=\frac{\partial h(\mathbf{A}, \mathbf{B}, \mathbf{C})}{\partial \mathbf{C}}=2 \mathbf{C} *\left(\left(-\boldsymbol{\delta}_{(3)}\right)[(\mathbf{B} * \mathbf{B}) \odot(\mathbf{A} * \mathbf{A})]\right) .
\end{aligned}
$$

In Chapter 5 we will see how to use this result to compute the gradients for the NCG in the special case the factorization of multiple tensors at the same time.

### 2.5 Rank Computation

Tensors used in applications are usually affected by noise, that renders the tensor rank hard to detect. A fundamental topic in finding the best CP approximation for noisy tensors is then to find the number of its components, i.e. the rank. There are in the literature several methods to compute the typical rank of a CP decomposition and we will review some of the most known. First of all we will see the Difference in Fit (DIFFIT) [135], that examines the fitting error of each candidate model and selects the number of components that corresponds to the model characterized by the maximal curvature of the error versus the number of components curve. Then we will introduce the Automatic Relevance Determination (ARD) [136] based on Bayesian frameworks, and the generalized multi-linear Minimum Description Length (N-D MDL) [137]. Finally we will introduce the method that we use to determine the number of components in our work, that is the Core Consistency Diagnostic (CORCONDIA) [138], which
looks at the deviation of the estimate core tensor from the ideal super-identity core for each model candidate. We will introduce also an approach to make the core consistency computation faster, devised by Papalexakis and Faloutsos [139].

### 2.5.1 Difference in Fit

The DIFFerence in FIT method (DIFFIT) was introduced by Timmerman and Kiers [135] for three-way CP decompositions as an alternative to the methods specifically devised for two-way principal component analysis (PCA). The method is based on the Tucker decomposition of a three-way tensor $\mathcal{X} \in \mathbb{R}^{I \times J \times K}$ :

$$
\mathcal{X}=\llbracket \mathcal{G} ; \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket+\mathcal{E},
$$

where $\mathcal{G} \in \mathbb{R}^{P \times Q \times R}$ is the so called core tensor, $\mathbf{A} \in \mathbb{R}^{I \times P}, \mathbf{B} \in \mathbb{R}^{J \times Q}, \mathbf{C} \in \mathbb{R}^{K \times R}$, and $\mathcal{E}$ is the residual tensor.

In the DIFFIT method the set of possible decompositions to be considered is reduced to the one having

$$
\begin{equation*}
P Q \geq R, P R \geq Q, \text { and } Q R \geq P \tag{2.23}
\end{equation*}
$$

as well as having

$$
P \geq \max (I, J K), Q \geq \max (J, I K), \text { and } / \text { or } R \geq \max (K, I J) .
$$

Thus the possible values $P, Q, R$ are a priori restricted to the maximum values $P_{\max }, Q_{\max }, R_{\max }$. The DIFFIT method can be divided in 6 steps:

1. determine the decomposition for all the combinations of $(P, Q, R)$ components, for which the conditions in Eq. (2.23) holds;
2. compare the solutions between the same number of components ( $s=$ $P+Q+R$ ), and determine the best fit among the decompositions by computing the fitting/reconstruction error, given by

$$
e(s)=\|\mathcal{X}-\llbracket \mathcal{G} ; \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket\|_{F}^{2} ;
$$

3. compute $d i f_{s}=e(s)-e(s-1)$ that is the difference in fit of the best fit with $s$ components and the one with $s-1$ components. Compute the subset of solutions for which $d i f_{s} \geq d i f_{s+n}$ holds (here, $n=1, \ldots, S-s$ $\left.S=P_{\max }+Q_{\max }+R_{\max }\right)$ and save the related number of components in the vector $t \in \mathbb{N}^{M \times 1}$;
4. calculate

$$
D I F F I T_{t_{m}}=\frac{d i f_{t_{m}}}{d i f_{t_{m+1}}},
$$

where $m=1, \ldots, M$ are the indices of the subset of values selected in the previous step;
5. detect the value that corresponds to the maximal $\operatorname{DIFFIT_{t_{m}}}$ among the values of $t_{m}$ for which

$$
d i f_{t_{m}} \geq \frac{\|\boldsymbol{\mathcal { X }}\|_{F}^{2}}{\left(s_{\max }-3\right)},
$$

with $s_{\text {max }}=\max (I, J K)+\max (J, I K)+\max (K, I J)$;
6. choose the number of components associated to the best fit among all models where $P+Q+R$ corresponds to the maximal $D I F F I T_{t_{m}}$.

### 2.5.2 Automatic Relevance Determination

The Automatic Relevance Determination (ARD) method, introduced by Mørup and Hansen [136], is a Bayesian approach that was firstly derived for Tucker decompositions. As the CP decomposition is a particular case of the Tucker decomposition, the ARD approach can be applied to this model, and in this case it is a simplified version of the original method. The entries of the factor matrices $\mathbf{A}^{(d)}$ are assigned to a Gaussian prior:

$$
\operatorname{Pr}\left(\mathbf{A}^{(d)}\right)=\prod_{r}\left(\frac{\alpha_{r}^{(d)}}{2 \pi}\right)^{I_{d} / 2} \exp \left\{-\frac{\alpha_{r}^{(d)}}{2 \pi}\left\|\mathbf{a}_{r}^{(d)}\right\|^{2}\right\}
$$

Let the entries of the factor matrices be independent across the different modes, then the negative log posterior is

$$
\begin{aligned}
-\log P & =\frac{1}{2 \sigma^{2}}\left\|\boldsymbol{\mathcal { X }}-\llbracket \mathcal{L} ; \mathbf{A}^{(1)}, \ldots, \mathbf{A}^{(D)} \rrbracket\right\|_{F}^{2} \\
& +\frac{1}{2} \sum_{d=1}^{D} \sum_{r=1}^{R} \alpha_{r}^{(d)}\left\|\mathbf{a}_{r}^{(d)}\right\|^{2} \\
& -\sum_{d=1}^{D} \sum_{r=1}^{R} I_{d} \log \alpha_{r}^{(d)} \\
& +\frac{1}{2} I_{1} I_{2} \ldots I_{D} \log \sigma^{2}
\end{aligned}
$$

where $\mathcal{L}$ is the super-identity tensor. By minimizing the above negative log posterior, it is possible to find not only the rank $R$ of the best CP approximation but also the parameters $\left\{\mathbf{A}^{(d)}\right\},\left\{\alpha_{r}^{(d)}\right\}$, and $\sigma^{2}$. This problem can be reconducted to a $l_{2}$ regularized CP decomposition of the form

$$
\min _{\mathbf{A}^{(d)}} \frac{1}{2 \sigma^{2}}\left\|\mathbf{X}-\mathbf{A}^{(d)} \mathbf{S}\right\|_{F}^{2}+\frac{1}{2} \sum_{r=1}^{R} \alpha_{r}\left\|\mathbf{a}^{(d)}\right\|^{2}
$$

with respect to the $d$-mode. This minimization problem has a closed-form solution, given by

$$
\hat{\mathbf{A}}^{(d)}=\mathbf{X S}^{T}\left(\mathbf{S S}^{T}+\sigma^{2} \operatorname{diag}\{\alpha\}\right)^{-1}
$$

where $\alpha=\left[\alpha_{1}, \ldots, \alpha_{R}\right]$ and $\mathbf{S}=\mathcal{L} \times{ }_{1} \mathbf{A}^{(1)} \times_{2} \cdots \times_{D} \mathbf{A}^{(D)} \times_{d}\left(\mathbf{A}^{(d)}\right)^{\dagger}$. When all the factor matrices $\mathbf{A}^{(d)}$ are estimated, it is possible to find the parameters $\left\{\alpha_{r}\right\}$ and $\sigma^{2}$ through the maximum a posteriori criterion

$$
\begin{aligned}
& \hat{\alpha}_{r}^{(d)}=\frac{I_{d}}{\left\|\mathbf{a}_{r}^{(d)}\right\|^{2}} \forall d, r, \\
& \hat{\sigma}^{2}=\frac{1}{I_{1} I_{2} \ldots I_{D}}\left\|\boldsymbol{\mathcal { X }}-\llbracket \mathcal{L} ; \hat{\mathbf{A}}^{(1)}, \ldots, \hat{\mathbf{A}}^{(D)}\right\|_{F}^{2} .
\end{aligned}
$$

The ARD method starts by guessing an upper bound of the number of components $R_{\max }$ and randomly initializing the factor matrices. At the end of the procedure the algorithm may not lead to factor matrices with equal number of columns $R=R_{1}=\cdots=R_{D}$. In this case it would be necessary to reduce them in some modes so that the final rank $R$ would be equal to $\min \left\{R_{1}, \ldots, R_{D}\right\}$.

## Multi-linear Minimum Description Length

The multi-linear Minimum Description Length (N-D MDL) algorithm was introduced by da Costa et al. [140] to give an alternative to the classical models for two-dimensional rank detectors as the Minimum Description Length [141], the Akaike Information Criterion [142], or the Random Matrix Theory [143]. Recently, some improvements to the model were proposed by Liu et al. [137], who contributed to the matricization-based N-D rank detection method.

Let $\mathcal{D}=\{1, \ldots, D\}$ be the set of dimension indices for a tensor $\mathcal{X} \in \mathbb{R}^{I_{1} \times \cdots \times I_{D}}$. The total number of divisions of $\mathcal{D}$ into two disjoint subset of indices of the form

$$
\mathcal{D}_{1}=\left\{d_{1}, \ldots, d_{n}\right\} \text { and } \mathcal{D}_{2}=\mathcal{D} \backslash \mathcal{D}_{1},
$$

corresponds to the number of pairs of mutually-transposed matricizations of $\boldsymbol{\mathcal { X }}$ and is equal to $2^{D-1}-1$. This number of matricized matrices are sorted in the method in descending order of their number of rows as

$$
\mathbf{X}_{(1)}, \mathbf{X}_{(2)}, \ldots, \mathbf{X}_{\left(2^{D-1}-1\right)}
$$

Given the number of rows $P_{k}$ and columns $Q_{k}$ of the matrix $\mathbf{X}_{(k)}$ we have that $P_{1} \geq P_{2} \geq \cdots \geq P_{2^{D-1}-1}$ and $P_{k} \leq Q_{k} \forall k$. Let the sets of eigenvalues of the matrices $\mathbf{X}_{(k)} \mathbf{X}_{(k)}^{H} / Q_{k}$, where $H$ is the Hermitian transposition, be

$$
\begin{aligned}
& l_{1,1}, l_{2,1}, \ldots, l_{P_{1}, 1}, \\
& l_{1,2}, l_{2,2}, \ldots, l_{P_{2}, 2}, \\
& \vdots \\
& l_{1,2^{D-1}-1}, l_{2,2^{D-1}-1}, \ldots, l_{P_{2^{D-1}-1}, 2^{D-1}-1} .
\end{aligned}
$$

The MDL method determines the number of components of the decomposition by minimizing the penalized log-likelihood function:

$$
M D L(r)=\log \left(p_{r}\left(\mathbf{X}, \hat{\theta}_{r}\right)\right)+\frac{1}{2} \log (Q) \cdot \nu(r ; P, Q)
$$

where $p_{r}\left(\mathbf{X}, \hat{\theta}_{r}\right)$ is the likelihood function with maximum likelihood estimate $\hat{\theta}_{r}$ of the parameter $\theta_{r}$ for the $r$-model. The second term of the function is a
penalty term with $\nu$ free parameters in $\theta_{r}$. In particular

$$
\mu(r ; P, Q)=r(2 P-r)
$$

and the likelihood function is

$$
\log \left(p_{r}\left(\mathbf{X}, \hat{\theta}_{r}\right)\right)=-Q(P-r) \log \left(\frac{\left(\prod_{i=r+1}^{P} l_{i}\right)^{\frac{1}{P-r}}}{\frac{1}{P-r} \sum_{i=r+1}^{P} l_{i}}\right) .
$$

The MDL tends to underestimate the number of final components to be used. To overcome this issue, it is possible to employ the set of eigenvalues associated to the matrix $\mathbf{X}_{\left(2^{D-1}-1\right)}$, having the smallest number of rows and the largest number of columns. Finally, to improve more the performance, in [137] is proposed to build the global eigenvalues by summing all the $2^{D-1}-1$ sets of eigenvalues:

$$
l_{i}^{(G)}=l_{i, 1}+l_{i, 2}+\cdots+l_{i, 2^{D-1}-1} .
$$

Therefore, the MDL criterion to detect the number of components becomes:

$$
\left.\hat{R}^{2^{D-1}-1}=\operatorname{argmin}_{r \in\left\{0,1, \ldots, P_{2} D-1-1\right.}-1\right\} \operatorname{MDL}_{N-D}(r),
$$

with

$$
\begin{aligned}
\operatorname{MDL}_{N-D}(r) & =Q_{2^{D-1-1}}\left(P_{2^{D-1}-1}-r\right) \\
& \times \log \frac{\frac{1}{P_{2} D-1-1-r} \sum_{i=r+1}^{P_{2} D-1-1} l_{i}^{(G)}}{\left(\prod_{i=r+1}^{P_{2 D-1}-1} l_{i}^{(G)}\right)^{\frac{1}{P_{2} D-1-1-r}}} \\
& \frac{1}{2} r\left(2 P_{2^{D-1}-1}-r\right) \log Q_{2^{D-1}-1}
\end{aligned}
$$

with $\mathbf{X}_{\left(2^{D-1}-1\right)}$ having $P_{2^{D-1}-1}$ rows and $Q_{2^{D-1}-1}$ columns.

### 2.5.3 Core Consistency Diagnostic

The Core Consistency Diagnostic (CORCONDIA) was devised by Bro and Kiers [138], and gives an evaluation of the closeness of the computed decomposition to the ideal one by comparing the core tensor of the decomposition to the ideal
one. The method is designed for three-way models but can be extended to higher-order models.

Let us consider the PARAFAC approximation of a three-way tensor $\boldsymbol{\mathcal { X }} \in$ $\mathbb{R}^{I \times J \times K}$

$$
\mathcal{X}=\llbracket \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket+\mathcal{E},
$$

that can be written in the matricized form

$$
\mathbf{X}=\mathbf{A}(\mathbf{C} \odot \mathbf{B})^{T}+\mathbf{E},
$$

where $\mathbf{X} \in \mathbb{R}^{I \times J K}, \mathbf{A} \in \mathbb{R}^{I \times R}, \mathbf{B} \in \mathbb{R}^{J \times R}, \mathbf{C} \in \mathbb{R}^{K \times R}$, and $\mathbf{E} \in \mathbb{R}^{I \times J K}$ is the matrix of residuals. To compute the core consistency value we can first rewrite the problem as a Tucker3 model, by adding the super-diagonal core tensor $\mathcal{L} \in \mathbb{R}^{R \times R \times R}$ in its matricized form $\mathbf{L} \in \mathbb{R}^{R \times R R}$ :

$$
\mathbf{X}=\mathbf{A L}(\mathbf{C} \odot \mathbf{B})^{T}+\mathbf{E} .
$$

Let us assume now that the PARAFAC model has been fitted with factor matrices $\mathbf{A}, \mathbf{B}, \mathbf{C}$, we can fit the Tucker3 model to the data with the recovered factor matrices by minimizing

$$
\sigma(\mathbf{G})=\left\|\mathbf{X}-\mathbf{A G}(\mathbf{C} \odot \mathbf{B})^{T}\right\|_{F}^{2}
$$

The optimal $\mathbf{G}$ can be computed by writing the equation in its vectorized form and applying a least squares algorithm:

$$
\sigma(\mathbf{G})=\|\operatorname{vec} \mathbf{X}-(\mathbf{C} \otimes \mathbf{B} \otimes \mathbf{A}) \operatorname{vec} \mathbf{G}\|_{F}^{2}
$$

and it is then determines by

$$
\begin{equation*}
\operatorname{vec} \mathbf{G}=(\mathbf{C} \otimes \mathbf{B} \otimes \mathbf{A})^{\dagger} \operatorname{vec} \mathbf{X} . \tag{2.24}
\end{equation*}
$$

The underlying idea is to find the similarity between the implicitly imposed super-diagonal tensor $\mathcal{L}$ and the one fitted by the least squares $\mathcal{G}$. The way in which the similarity between the two cores is assessed is to look at the distribution of the elements in the super-diagonal and off the super-diagonal of $\mathcal{G}$. If the elements are all close to the elements of $\mathcal{L}$, then the model is
appropriate, otherwise a smaller number of components has to be choose. Formally, the similarity between $\mathcal{G}$ and $\mathcal{L}$ is given by

$$
\begin{equation*}
c c=100\left(1-\frac{\sum_{l=1}^{R} \sum_{m=1}^{R} \sum_{n=1}^{R}\left(g_{l m n}-\lambda_{l m n}\right)^{2}}{R}\right) . \tag{2.25}
\end{equation*}
$$

One of the advantages of the core consistency is that it is upper delimited, i.e. its values cannot exceed 100 . High values of core consistency mean high similarity between the compared cores and then a proper model selection, while values around 50 would mean a problematic model. The core consistency can assume also negative values, meaning that the model selected is very inappropriate, and for values of core consistency near to 0 the model is invalid.

Usually, the core consistency decreases almost monotonically as the number of components increases, and as soon as the maximum number of components is exceeded, then the core consistency decreases more dramatically. This is particularly true for synthetic cases, while for real data the values could have a slow change in the slope. Due to this case, we will show different ways to choose the right number of components through the core consistency diagnostic in the following chapters.

### 2.5.4 Efficient Core Consistency

The core consistency is a simple way to detect the rank of a PARAFAC decomposition, but it is also hard to compute for tensors with high dimensions. This is due to the computation of the term $(\mathbf{C} \otimes \mathbf{B} \otimes \mathbf{A})^{\dagger}$, that comprises three Kronecker products and the computation of its pseudo-inverse. To avoid the products and the pseudo-inverse Papalexakis and Faloutsos [139] devised the so called efficient CORCONDIA, which takes advantage of the Singular Values Decomposition (SVD) to write in a computationally easier way the aforementioned term and speed up the computation of the core consistency.

Property 12. The pseudo-inverse $(\mathbf{C} \otimes \mathbf{B} \otimes \mathbf{A})^{\dagger}$ can be written as

$$
\left(\mathbf{V}_{a} \otimes \mathbf{V}_{b} \otimes \mathbf{V}_{c}\right)\left(\boldsymbol{\Sigma}_{a}^{-1} \otimes \boldsymbol{\Sigma}_{b}^{-1} \otimes \boldsymbol{\Sigma}_{c}^{-1}\right)\left(\mathbf{U}_{a}^{T} \otimes \mathbf{U}_{b}^{T} \otimes \mathbf{U}_{c}^{T}\right)
$$

where $\mathbf{A}=\mathbf{U}_{a} \boldsymbol{\Sigma}_{a} \mathbf{V}_{a}^{T}, \mathbf{B}=\mathbf{U}_{b} \boldsymbol{\Sigma}_{b} \mathbf{V}_{b}^{T}$, and $\mathbf{C}=\mathbf{U}_{c} \boldsymbol{\Sigma}_{c} \mathbf{V}_{c}^{T}$, i.e. the respective SVD.

Proof. By using the properties of the Kroneker product and the SVD of a matrix is possible to write

$$
\begin{aligned}
(\mathbf{A} \otimes \mathbf{B}) & =\left[\left(\mathbf{U}_{a} \boldsymbol{\Sigma}_{a} \mathbf{V}_{a}^{T}\right) \otimes\left(\mathbf{B}=\mathbf{U}_{b} \boldsymbol{\Sigma}_{b} \mathbf{V}_{b}^{T}\right)\right] \\
& =\left[\left(\mathbf{U}_{a} \boldsymbol{\Sigma}_{a}\right) \otimes\left(\mathbf{U}_{b} \boldsymbol{\Sigma}_{b}\right)\left(\mathbf{V}_{a} \otimes \mathbf{V}_{b}\right)^{T}\right] \\
& =\left[\left(\mathbf{U}_{a} \otimes \mathbf{U}_{b}\right)\left(\boldsymbol{\Sigma}_{a} \otimes \boldsymbol{\Sigma}_{b}\right)\left(\mathbf{V}_{a} \otimes \mathbf{V}_{b}\right)^{T}\right] .
\end{aligned}
$$

The resulting matrix $\mathbf{U}_{a} \otimes \mathbf{U}_{b}$ is orthonormal and $\boldsymbol{\Sigma}_{a} \otimes \boldsymbol{\Sigma}_{b}$ is diagonal with non-negative values. Thus, as the SVD is unique

$$
\mathbf{A} \otimes \mathbf{B}=\left[\left(\mathbf{U}_{a} \otimes \mathbf{U}_{b}\right)\left(\boldsymbol{\Sigma}_{a} \otimes \boldsymbol{\Sigma}_{b}\right)\left(\mathbf{V}_{a} \otimes \mathbf{V}_{b}\right)^{T}\right]
$$

is the SVD of $\mathbf{A} \otimes \mathbf{B}$, whose pseudo-inverse is equal to

$$
\left(\mathbf{V}_{a} \otimes \mathbf{V}_{b}\right)\left(\Sigma_{a}^{-1} \otimes \Sigma_{b}^{-1}\right)\left(\mathbf{U}_{a}^{T} \otimes \mathbf{U}_{b}^{T}\right)
$$

The proof for three matrices is straightforward. The resulting equation that has to be solved in place of Eq. (2.24) is

$$
\operatorname{vec} \mathbf{G}=\left(\mathbf{V}_{a} \otimes \mathbf{V}_{b} \otimes \mathbf{V}_{c}\right)\left(\boldsymbol{\Sigma}_{a}^{-1} \otimes \boldsymbol{\Sigma}_{b}^{-1} \otimes \boldsymbol{\Sigma}_{c}^{-1}\right)\left(\mathbf{U}_{a}^{T} \otimes \mathbf{U}_{b}^{T} \otimes \mathbf{U}_{c}^{T}\right) \operatorname{vec} \mathbf{X} .
$$

In this chapter, we introduced the fundamental notions about tensor factorization problems which are needed for the work developed in the next chapters. In particular, we have illustrated the techniques and computational methods that we will use as a basis to extend the tensor decomposition framework and thus tackling the questions introduced in the Introduction.

## Chapter 3

## Datasets

In this chapter we introduce data on human proximity, which will be used to test our methods in Chapter 4 and 5. Recording data of human proximity is particularly important to understand what are the underlying mechanisms behind the social interactions. A standard method to record interactions among people relies on surveys, diaries and questionnaires, filled by volunteers. However, surveys provide a partial image about people interactions [144].

To have a more complete picture electronic devices are useful tools to record human proximity. For instance, Wi-Fi or Bluetooth signals, that have different spatial ranges, can be considered as a proxy of human proximity, i.e. physical co-presence.

A high temporal resolution way of recording face-to-face interactions relies on the use of radio-frequency identification devices (RFID). These devices are worn by individuals and exchange data packets in specific spatial ranges. If two devices exchange packets through the same antenna, then it effectively implies that the devices are in the same area.

Here, we consider data collected through RFID in the context of the SocioPatterns collaboration (www.sociopatterns.org). SocioPatterns is an interdisciplinary research collaboration started in 2008, involving researchers and developers from several institutions: the Institute of Scientific Interchange (ISI Foundation) of Torino, Italy; the Center of Theoretical Physics (CPT) of Marseilles, France; the Physics Laboratory of the École Normale Supérieure (ENS) of Lyon, France; and the Bitmanufaktur of Berlin, Germany.

They devised a protocol to record the interactions of people, wearing the RFID sensors in closed environments, e.g., hospitals, schools, military camps, and conferences. The protocol is defined as follows and details are provided by Cattuto et al. [145]:

1. people participating to an experiment wear small RFID wearable sensors,
2. once started, the devices exchange radio packets at close range,
3. the power of the signal can be tuned to extend the area covered by each sensor,
4. the human body acts as a shield for the radio signal, thus allowing the recording of face-to-face interactions only,
5. the information on the contacts is both stored by the sensors and sent to antennas, placed all over the environment.

This protocol allows to collect a stream of contacts that helps in the study of human dynamics. This finds its application in the development of models for the transmission of infectious diseases, such as influenza.

In the present work we will test several model based on tensor decomposition techniques on four SocioPatterns datasets, chosen for their diverse features. All the datasets are related to human face-to-face proximity measured by using the RFID sensors in closed environments. In particular, we will show the details about datasets related to two different types of environment: elementary schools, and scientific conferences.

The data collected in elementary schools are summarized in the Lyon primary school (LSCH) dataset, and in the Hong Kong primary school (HKSCH) dataset, while the other data were collected during the ACM Hypertext 2009 conference (HT09) in Italy, and the conference of the Société Française d'Hygiène Hospitalière (SFHH) in France.

In the Lyon primary school, 231 students and 10 teachers took part in the experiment as volunteers. Students and teachers were divided into 10 school classes. During the experiment, both the face-to-face interaction of people and their location in time were recoded. In particular, there were 15 locations in
the school, covered by antennas: 10 school classes, 2 stairs, 1 playground, 1 cafeteria, 1 control room. Data were collected among 2 days of observation.

In the Hong Kong primary school, the volunteers correspond to 709 students and 65 teachers divided into 30 school classes. Data where collected among 10 days of observation.

The HT09 dataset was collected during the ACM Hypertext 2009 conference, where the face-to-face proximity contacts of 113 conference attendees were recorded along 3 consecutive days.

Similarly, the SFHH dataset was collected during the aforementioned conference, where face-to-face proximity contacts of 417 volunteers were recorded during the 2 days of the conference.

Finally, data were recorded with 20 seconds of resolution, but for application purposes we aggregated the resulting network in time, with different aggregation levels, depending on the application. The resulting time-varying networks and the related aggregation levels are summarized in Tab. 3.1

Table 3.1 Time-varying network data and aggregation levels. In this table we reported the number of nodes and snapshots of the time-varying network created by starting from different datasets. For each dataset we provided the aggregation (in minutes) used in the applications shown throughout the thesis.

| Dataset | Aggregation (min) | n. nodes | n. snapshots |
| :---: | :---: | :---: | :---: |
| LSCH | 13 | 241 | 150 |
| LSCH | 15 | 241 | 131 |
| LSCH Locations | 15 | 241 | 131 |
| HKSCH | 5 | 774 | 2680 |
| HT09 | 15 | 113 | 237 |
| SFHH | 15 | 417 | 129 |

## Chapter 4

## Non-negative Tensor Decomposition for Mesoscale Structure Detection in Time-varying Networks

Part of the work described in this chapter has been previously published in [12] and [13].

In this chapter, we show that tensor decomposition techniques can be applied to study time-varying networks with the aim of extracting meaningful temporal and topological patterns. We explain how to apply the NTF on time-varying networks, by focusing our analysis on time-varying social networks whose links represent the physical proximity of people in closed environments (as described in Chapter 3).

In the first part of the chapter, we provide the general procedure to carry out NTF on time-varying networks. First of all, we show how to represent the time-varying network as a tensor. Second we apply the decomposition on the network represented as a tensor to find its approximated version as a combination of sub-networks. Third, we explain the NTF results, by analysing the overall approximated network and the matrices provided as an output by the method.

We will show how that the interpretation of the components (sub-networks) strongly depends on the dataset considered. To this aim, we analyse two empirical time-varying social networks of human proximity, that even if are both related to the same environment display different characteristics in time and topology. As we will discuss throughout this chapter the components detected from the NTF can assume different meanings and they could be related to anomalous behaviours.

To illustrate this finding, we propose in the second part of the chapter a procedure based on the NTF to tackle anomaly detection problems. Here, we modify the NTF framework to iteratively decompose time-varying networks affected by anomalies that entangle both temporal and topological properties. Such anomalies correspond to groups of links sharing a correlated activity in time. The method exploits these correlated activity patterns to single out the anomalies of the network. Once detected the anomalies in the network, we finally test the performance of our method by applying it on an empirical time-varying social network.

### 4.1 The Decomposition of a Time-varying Network

In this section we explain the three main steps for carrying out the non-negative tensor factorization on time-varying networks. As previously outlined, the steps are:

1. the time-varying network representation as a tensor;
2. the selection of the rank and the relative best approximation;
3. the analysis of the results given by the approximation.

We start from the work developed by Gauvin et al. [11] and bring our personal contribution by comparing the decomposition on two different datasets, by explaining the effect that the NTF has on the properties of the network, and by providing an interpretation for the factor matrices resulting from the decomposition.

### 4.1.1 Tensor Representation

A time-varying social network $\mathcal{G}=(\mathcal{V}, \mathcal{E}, \mathcal{T})$ can be represented as a threedimensional tensor $\mathcal{X} \in \mathbb{R}^{|\mathcal{V}| \times|\mathcal{V}| \times|\mathcal{T}|}$ having two dimensions related to nodes and the last dimension related to time.


Fig. 4.1 Tensor representation of a time-varying network. Each snapshot of the time-varying network is represented as an adjacency matrix, having as an entry a 1 if two nodes are in contact and a 0 otherwise. The temporal succession of the resulting adjacency matrices is taken to build a tensor. The resulting tensor is binary and its slices correspond to the adjacency matrices ordered in time.

To represent a time-varying network as a tensor we adopt the snapshot sequence representation described in Section 1.8 and shown in Fig. 4.1, in which each slice of $\boldsymbol{\mathcal { X }}$ corresponds to an adjacency matrix of $\mathcal{G}$. Given the succession of these adjacency matrices the resulting tensor is binary:

$$
\boldsymbol{\mathcal { X }} \in\{0,1\}^{I \times J \times K},
$$

where $I=J=|\mathcal{V}|$ is the number of nodes and $K=|\mathcal{T}|$ is the total number of snapshots. Therefore, the entries of the tensor can be written in the element-wise form as:

$$
\boldsymbol{\mathcal { X }}=\left\{\begin{array}{l}
x_{i j k}=1 \text { if } \rho(i, j, k)=1 \\
x_{i j k}=0 \text { otherwise }
\end{array}\right.
$$

where $\rho$ is the presence function of the time-varying network defined in Section 1.2.

We start our analysis by applying the NTF on the LSCH and the HKSCH dataset, following the work described by Gauvin et al. [11]. The time-varying social network of the LSCH dataset comprises $I=J=241$ individuals, whose activity was recorded for two consecutive days, with a temporal resolution of 20 seconds. However, to avoid noise given by the fine granularity of the
systems, we choose to aggregate the sensor data to have longer time intervals between contacts. In the specific case, we use 13 minutes of aggregation to avoid both noise and the loss of meaningful information given by higher levels of aggregation. However, as shown in [11] the results were found to be robust for different time aggregation levels (e.g., $5,10,15,30$ and 60 minutes).

By using the aforementioned aggregation level, the resulting dataset comprises $K=150$ snapshots in time, where the link between two nodes is present in a snapshot if it was active at least one time in the window of time that was aggregated. The resulting tensor related to the LSCH dataset is therefore

$$
\mathcal{X}_{L S C H} \in\{0,1\}^{241 \times 241 \times 150} .
$$

Analogously, we represent the HKSCH dataset as a tensor. Here, the dataset comprises $I=J=774$ individuals, whose activity was recorded along 10 days of observation, with 20 seconds resolution. Here we use 5 minutes of aggregation, which guarantee a good compromise between finding structures that are small enough for the purpose of the next application (see Section 4.2) and a temporal resolution in which the activity is not noisy. The temporal line is in this way divided in $K=2680$ snapshots and the resulting tensor corresponds to

$$
\boldsymbol{\mathcal { X }}_{H K S C H} \in\{0,1\}^{774 \times 774 \times 2680} .
$$

### 4.1.2 The Rank

To compute the NTF on the tensors $\boldsymbol{\mathcal { X }}_{L S C H}$ and $\boldsymbol{\mathcal { X }}_{H K S C H}$ we need to find a meaningful number of components $R$, which describes the original dataset.
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Fig. 4.2 Core consistency values computed to find a meaningful number of components. For each number of components we computed 5 core consistency values (green crosses) corresponding to the 5 different realizations. The red curve indicates the fit of the core consistency values, used to find the change in the slope. The selected value $R$ for each dataset is marked with black stars. In a) we have shown the results obtained for the LSCH dataset, while in b) we have shown the results obtained for the HKSCH dataset. The image shows that the selected rank are respectively 13 and 32 .

To this aim, we solve the optimization problem (2.17) with $D=3$, i.e.

$$
\begin{equation*}
\min \frac{1}{2}\|\boldsymbol{\mathcal { X }}-\llbracket \boldsymbol{\lambda} ; \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket\|_{F}^{2} \text { s.t. } \boldsymbol{\lambda}, \mathbf{A}, \mathbf{B}, \mathbf{C} \geq 0 \tag{4.1}
\end{equation*}
$$

by varying the number of components $\left(r_{L S C H} \in[1,20]\right.$ and $\left.r_{H K S C H} \in[1,100]\right)$ and by making several realizations (here 5) of the decomposition for each value of $r$. We compute several realizations for each rank value because the optimization problem which we solve at each time is not convex. This means
that depending on the initialization of the method (which is random) we might incur in a local minimum, thus leading to oscillating results. Thus, performing several realizations ensures to have a good estimate of the result achieved by the decomposition in correspondence to a certain number of components.

Once obtained all the decompositions we compute the corresponding core consistencies by using Equation (2.25), whose values are shown in Fig. 4.2. However, the calculation of such value is computationally costly, as it involves two Kronecker products in Eq. (2.24). Thus, we changed the implementation of this equation by rewriting the double Kronecker product through the 1-mode matricization of the tensor $\mathcal{X}$. We know, indeed that

$$
\operatorname{vec}(\boldsymbol{\mathcal { X }})=\operatorname{vec}\left(\mathbf{X}_{(1)}\right)
$$

and thus we can rewrite the product as

$$
(\mathbf{C} \otimes \mathbf{B} \otimes \mathbf{A})^{\dagger} \operatorname{vec}\left(\mathbf{X}_{(1)}\right)=\operatorname{vec}\left(\mathbf{A}^{\dagger} \mathbf{X}_{(1)}\left(\mathbf{C}^{T} \otimes \mathbf{B}^{T}\right)^{\dagger}\right)
$$

In this way the computation of the double product is reduced to computing just one Kronecker product.

Once the core consistency is computed, we identify the value $r=R$ where the slope of the core consistency changes, to assess the best number of components. We are looking at the change in the slope because, once identified $R$, for $r>R$ the model might be not appropriate as the correlated activity patterns that the method tries to uncover do not necessarily represent the overall properties in the data. For $r<R$ the core consistency values are high and indicate that the corresponding decompositions are robust. However, as different numbers of components correspond to capture different types of structures, selecting ranks smaller than $R$ would correspond to under-fit the data and loose some important structures.

In the specific cases of $\boldsymbol{\mathcal { X }}_{L S C H}$ and $\boldsymbol{\mathcal { X }}_{H K S C H}$, by the analysis of the core consistency slope, we set the final ranks values to

$$
R_{L S C H}=13 \text { and } R_{H K S C H}=32,
$$

which correspond to the highest values of rank for which the NTF is robust, according to the core consistency curve and the change in its slope.

### 4.1.3 The Decomposition

Once defined the number of components $R$ for the specific datasets, we select among the 5 realizations the one with the highest core consistency value. This procedure ensures of choosing the best decomposition computed. The best decomposition is given by the approximated tensor

$$
\begin{equation*}
\boldsymbol{\mathcal { X }}_{a p p}=\llbracket \boldsymbol{\lambda} ; \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket, \tag{4.2}
\end{equation*}
$$

where $\boldsymbol{\lambda}$ contains the values that normalize the different components. The vector $\boldsymbol{\lambda}$ can be seen as an indicator of the strength and importance of one component compared to the others. In general, the components found by the NTF are ranked by their $\lambda$ value, i.e. the first columns of the factor matrices are characterized by higher $\lambda$ values and the last columns by lower $\lambda$ values. We normalize the components and save the values in the vector $\boldsymbol{\lambda}$ to compare them.

Before going into the details related to the factor matrices $\mathbf{A}, \mathbf{B}, \mathbf{C}$ and their interpretation, we analyse in the next section the characteristics of the time-varying network, approximated by the tensor in Eq. (4.2).

## The Approximated Network

As introduced in Chapter 2 the NTF decomposes a tensor into the sum of rank-one tensors, that we call components. These rank-one tensors can be seen as time-varying networks in which only some of the links of the original network are active. In particular, these links belong to the same component because their activation is correlated in time.

As a result, the NTF approximates a time-varying network as a sum of subnetworks having different properties. In particular, we analyse the properties of the different components to determine which of them the NTF is able to keep in the approximation and which are different from the original network. To this aim, we first compare the original tensor $\boldsymbol{\mathcal { X }}$ and the approximated tensor $\mathcal{X}_{\text {app }}$
for the LSCH dataset by computing the total weight of the network. In the original case the total weight is equal to 91598 , while in the approximated case the value corresponds to 10056. As the result of the NTF is an approximation of the original network, it is natural that the overall value might be a bit different. Moreover, the approximation leads to a final tensor in which the values are not binary anymore, and this is one of the reasons why the total weight is changed.

To go further in this analysis, we then compared the weight distributions and the average weights of the sub-networks corresponding to the 13 components (of the LSCH decomposition) with the same sub-networks in the original case. To compute the weight distribution in each component, we first need to find the links which are involved in each component. As we will see in the next subsections, the link memberships can be found by analysing the matrices $\mathbf{A}$ and $\mathbf{B}$, provided by the NTF. Once identified the links belonging to each component we compute the total weight for each link, by aggregating the original time-varying network and the approximated one in time. Then, we select the weights of the links belonging to each component and we compute their average.

Table 4.1 Average weights of the sub-networks corresponding to the NTF components in the original and the approximated case. Here, the results are displayed for the decomposition of the LSCH dataset with 13 components.

| Component | Original | Approximated |
| :---: | :---: | :---: |
| 1 | 18.21 | 18.06 |
| 2 | 17.28 | 16.71 |
| 3 | 16.83 | 16.33 |
| 4 | 13.74 | 13.55 |
| 5 | 12.51 | 12.13 |
| 6 | 12.94 | 12.89 |
| 7 | 11.87 | 11.57 |
| 8 | 13.43 | 12.98 |
| 9 | 12.04 | 11.57 |
| 10 | 5.72 | 5.72 |
| 11 | 7.66 | 7.65 |
| 12 | 3.14 | 3.37 |
| 13 | 5.01 | 5.17 |

Non-negative Tensor Decomposition for Mesoscale Structure Detection in

The results are summarized in Tab. 4.1 in which we can see that the average weight of the NTF components are correctly captured, as they are almost equal to the one computed in the original time-varying network. Finally we looked at the weight distribution of the sub-networks corresponding to the components and to the sub-networks in the original state.


Fig. 4.3 Comparison of the weight distributions in the original and approximated network. The weight distribution in the original case is broader than in the approximated one, thus indicating a redistribution of the weights in the components, in which the average weight remains fixed.

In Fig.4.3 we reported a couple of distributions (corresponding to components 3 and 7) in the original and approximated case, which are representative for the others. As we can see from the figure, the distributions in the original
cases are broader than the one in the approximated case. The weights in the approximated case are more homogeneous than in the original.

The observations on the distributions and average weights lead to the conclusion that, even if the average of weights in each of the resulting component is preserved, the contacts that occur in each component become more homogeneous than in the original case.

This observation has to be carefully taken into account when studying time-varying networks through the NTF, as heterogeneous properties are shown to be particularly important in the propagation of a process on the network. For this reason, we will propose a way to reintroduce the heterogeneity in the network after its approximation in Chapter 5.

## The Factor Matrices

As a result of the approximation we obtain the factor matrices $\mathbf{A}, \mathbf{B}$ and $\mathbf{C}$ of Eq. (4.2), whose columns are the vectors of weights $\mathbf{a}_{r}, \mathbf{b}_{r}, \mathbf{c}_{r}$, with $r=$ $1, \ldots, R_{L S C H}$ and $r=1, \ldots, R_{\text {HKLSCH }}$ for the LSCH and HKSCH dataset respectively.

Each of the components extracted is related to one particular mesoscale structure of the network. In the case of time-varying networks, as the two datasets considered, we have the first two dimensions related to nodes and the third one related to time. Therefore, on the one hand the vectors $\mathbf{a}_{r}$ and $\mathbf{b}_{r}$ of the $r$-th component provide the levels of membership of a node to the specific $r$-th component (we remind that the decomposition allows nodes to belong to more than one component, thus allowing overlapping components).

On the other hand, the vector $\mathbf{c}_{r}$ is related to the temporal dimension, ans provides the temporal activity of the $r$-th component. We have shown a profile example for the three different vectors of the decompositions and both the datasets in Fig. 4.4.
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Fig. 4.4 Node memberships a and b and temporal activity c. The figure shows an example of $\mathbf{a}, \mathbf{b}$, and $\mathbf{c}$ related to the second component for the LSCH dataset (on the left) and the sixth component for the HKSCH dataset (on the right). The vectors $\mathbf{a}, \mathbf{b}, \mathbf{c}$ are normalized and their intensity corresponds to the level of membership in a and $\mathbf{b}$, and to the level of activity in $\mathbf{c}$.


Fig. 4.5 Factor matrices provided by the tensor decomposition. Here, we show the factor matrices obtained by the decomposition of the LSCH dataset (on the left) and of the HKSCH dataset (on the right). The columns of the factor matrices are related to the node memberships and the temporal activity of each component. The colorbar indicates in the first two matrices (red and green) the level of membership of a node to a certain component, while in the last matrices (yellow) the intensity of the component activity at a certain time.

By observing Fig. 4.5, we can notice that the weights in the vectors vary from node to node, depending on the component. Thus, by looking at the level
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Time-varying Networks
of membership of each node in the components we can assign to each node the component/components which it is belonging to.

Other information can be extracted from the analysis of the combination of the matrices $\mathbf{A}$ and $\mathbf{B}$, through their Khatri-Rao product $\mathbf{A} \odot \mathbf{B}$. By recalling Eq. (2.1), we can compute the product for each component as vec ( $a^{T} b$ ). In Fig. 4.6 we reported the result of the operation for some components that we reshaped in a matrix $M$ of dimensions $I \times J$ for visualization purposes. The matrix provides the membership $m_{i j}$ of each link $(i, j)$ in the network to the component.


Fig. 4.6 Link membership to the components. Here, we displayed the values obtained by computing the product $\mathbf{A} \odot \mathbf{B}$ for a specific component. As before, we chose in a) the second component for the LSCH dataset, and in b) the sixth component for the HKSCH dataset. The values in the matrices indicate the level of membership of the links to the specific component. As we can see only part of the overall links belongs to the component. The colorbar shows the range of intensities, i.e. the level of membership, in the component.

In the LSCH case, the values among each component are partially distributed around zero values and partially distributed around a non-zero value. This bimodal distribution can be interpreted by the fact that only part of the nodes is member of a component, thus the nodes having weight around the non-zero value belong to the component and vice-versa the nodes around the zero value
do not take part in the component. The different level of membership provides a way to discern which node belongs to which component and thus to divide the nodes in different groups by using any unsupervised method, e.g., k-means with two clusters if we want to divide nodes between those belonging and not belonging to the component.

However, it is worth noting that this bimodal distribution might not exist in the case of less structured data. In the HKSCH dataset, the distribution of the weights is indeed not clearly bimodal as in the LSCH case. For this reason in the application described in Section 4.2, we define a different way to select the nodes/links that belong to a component, based on the weights accumulation.


Fig. 4.7 Example of two temporal activities of the LSCH dataset. Here, we displayed the temporal activity related to component 2 and 11 respectively, with the aim of showing two different temporal patterns characterizing the time-varying network.

Finally, to understand the temporal structures that can be extracted from the decomposition, we analyse the activity patterns provided by $\mathbf{C}$ for each component. This analysis gives the possibility of knowing when and how each component is active. Different components can be characterized by different levels of activity (i.e. the weights of $\mathbf{c}_{r}$ ) and they are characterized by a specific activation in time. Thus, two different components might be active in different
time windows. As an example, we displayed two different activity patterns for the LSCH dataset in Fig. 4.7 and for the HKSCH dataset in Fig. 4.8.

Temporal activites


Fig. 4.8 Example of two temporal activities of the HKSCH dataset. Here, we displayed the temporal activity related to component 6 and 16 respectively. As before, we have shown two different temporal patterns characterizing the time-varying network.

## Interpretation

In the previous section we looked at the components extracted by the decomposition of the LSCH and the HKSCH datasets. The different columns of the factor matrices $\mathbf{A}, \mathbf{B}$ and $\mathbf{C}$ provide the information about the topological and temporal patterns that can be uncovered by applying the NTF to the time-varying networks.

We are interested in the interpretation of these topological and temporal patterns, to understand if the uncovered latent structures have an explanation that can be related in some way to the knowledge and available metadata for both the LSCH and the HKSCH datasets. The two datasets correspond to the interaction of people in two different primary schools, for which metadata related to each node are available. In particular, we know the nodes division in the school classes and the schedule of the school activities (types of classes, lunch breaks, etc.).

Consistently to the study of Gauvin et al. [11], the decomposition of the LSCH dataset gave as a result 13 different components:

- 10 components are characterized by a block structure corresponding to mutually disjoint communities in the network;
- 3 components (called mixed) are characterized by a significant overlap with the others and are consistently bigger than the other 10 components.

We remark that the selected number of components depend on the method that we choose to select them (here the change of slope), and that it is possible to select a similar value without changing the meaning of the decomposition. The choice of a slightly different number of components would lead to the merging/splitting of two or more components. For instance, by selecting $R=14$ we would find 12 components equal to the $R=13$ case, while one component would be divided in two.


Fig. 4.9 Result of the NTF decomposition of the LSCH dataset with $R=13$ components. In a) we reorganized the order of the nodes in the factor $\mathbf{A}$ for visualization purposes. The new order allows to highlight the block structure of 10 components and the mixed nature of the remaining 3 components. The colorbar indicates the level of membership of nodes to components. In b) we show the map between nodes belonging to a component and the metadata of the school class. The colorbar shows how many nodes belonging to a certain component are also belonging to a specific school class. As the figure highlights, there is a strong correspondence between the "block" components and the school classes, while people belonging to different school classes are present in the "mixed" components.

The block structure of the components is shown in Fig. 4.9(a) as well as the mixed components 9,11 and 12 , while the mapping between the nodes involved in a component and their school class can be seen in Fig. 4.9(b). For visualization purposes, in Fig. 4.9(a), we have ordered the values in the matrix A, by looking at the node membership to the components. To this aim, we applied a k-means with two clusters to define if a node belongs to a component and finally we ordered the nodes belonging to the same component by their membership value. As we can observe, there is a clear correspondence between the 10 components characterized by the block structure and the school classes, while the mixed components include nodes belonging to different school classes. Further analysis, on the temporal activation of the mixed components and the school schedule, made emerge that the activation of the mixed classes is related to social activities in the school such as the lunch break, thus explaining the proximity of individuals belonging to different school classes at the same time.


Fig. 4.10 Result of the NTF decomposition of the HKSCH dataset with $R=32$ components. In a) we reorganized the node order by their level of membership for each component. As we can see, the components are almost disjoint, i.e. they do not have nodes in common. Moreover the new order highlights the different sizes of the components. In b) we have tried to map the nodes belonging to the components to the school classes, by means of the metadata. Here the block structure is not clear anymore, as multiple components can be mapped into the same class and vice-versa. The colorbar indicated the number of nodes of a components belonging to a certain class.

We carried out the same analysis for the HKSCH dataset, whose decomposition provided 32 different components. Here, we found that all the 32
components are almost disjoint but contrarily to the LSCH case, the block sizes are strongly different from each other. Moreover, as we can see from Fig. 4.10(a) there are many nodes for which the k-means with two clusters was not able to assign a component. This could be due to the presence of nodes who do not have enough interactions to be assigned to any components. Finally, if we look at the map in Fig. 4.10(b) we can observe that the correspondence between school classes and components is not straightforward. Indeed, not only several school classes are assigned to the same component (mixed case) but also several components are assigned to one school class (i.e. the individuals of one class are divided in different components). Therefore, the components found by the decomposition of the HKSCH dataset cannot be obviously related to the school classes or to some mixed activity due to the school schedule and need to be further investigated. A possible interpretation of this observation could be the presence of different groups of correlated activity within a school class.

As we have seen in the mixed components of the LSCH dataset and for the components in HKSCH, the NTF can be used to uncover mesoscale structures that we cannot identify by simply looking at the metadata. Thus, metadata enable to understand if the results achieved by the NTF are related to some known behaviour, however they cannot be used as a pure validation of the method.

As we will see by carrying on the analysis of the HKSCH dataset, these complex mesoscale structures are characterized by temporal patterns which are active in out-schedule times, e.g. nights, weekends, etc. We will consider such correlated activity patterns as anomalous behaviours affecting the time-varying network.

To detect such anomalies, we propose an iterative method based on NTF, which we explain in the next section. The main purpose in the application of this method is to identify anomalous activity patterns, i.e. groups of links whose activation in time is correlated, and erase them from the network to clean our dataset.
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### 4.2 Anomaly detection

Time-varying networks could be affected by anomalies [146, 147]. The detection of the latter would correspond to monitor the evolution of the network to identify some unusual events and changes in the normal trends. The definition of anomalies in time-varying networks strongly depends on the specific application of interest. In general, an anomaly is characterized by an abrupt change in the connectivity patterns between nodes in the network, e.g., the establishment of new links between nodes that normally are unrelated, or the activation of links in unexpected times.

Usually, in anomaly detection methods some models that define the "normal" characteristics of the network studied are built. The main purpose is to find outliers and anomalous behaviours in the system by observing these characteristics over time. The presence of such changes in the link activations could imply the presence of malicious behaviours in the network. Therefore, detecting anomalies that resemble normal activities but whose presence could lead to inaccurate analysis, is important.

Traditional techniques often rely on the presence of outliers and look for changes in the system that are either structural or temporal. An overview of the different anomaly detection methods and their applications was provided by Chandola et al. [148], Akoglu et al. [149]. Some of the most used anomaly detection techniques are based on classification methods [150, 151], parametric statistical modelling [152], and spectral analysis [153, 154].

However, anomalies in time-varying networks can also appear at a mesoscale level, by entangling both temporal and topological characteristics and resembling normal behaviours. The detection of such anomalies observed in time-varying networks calls for further research. Indeed, as these anomalies involve both temporal and structural characteristics they cannot be considered as simple outliers and their detection is particularly challenging [155].

In the next sections, we propose and anomaly detection method with the aim of identifying anomalous correlated activity patterns in time-varying networks. The method, published in $[12,13]$, is based on an iterative procedure, which includes the NTF to uncover both normal and anomalous activity patterns. The extracted patterns are labelled as anomalous and non-anomalous and a
tensor mask is used to erase the anomalous contacts from the network. We apply the method to the HKSCH dataset whose anomalies are described in the next subsection.

### 4.2.1 HKSCH Anomalies

During an experiment involving the RFID sensors, there exist several possible settings in which anomalies can arise. We can divide these anomalies into two main groups: the anomalies that occur because something in the system unusually or abruptly changes and that are related to real activity patterns, and the anomalies that are due to events and actions that are not related to a real activity between people. To the first group, belong all the events in which an unusual circumstance suddenly happens. This is the case of a safety drills in schools or offices, where people are forced to meet in the school yard or outside the work place. To the second group, belong all the events in which an event uncorrelated to the people interactions occur. As an example, sensors could be left in boxes in different arrangements, continuing to record their proximity with their neighbours, or people could leave their sensors somewhere or lose them for a certain period of time during the experiment.

In the case of the HKSCH dataset we recorded proximity interactions among people by following the wearing protocol for the sensors explained below:

1. we gave the sensors to participants and associated each of them to the class the participant belonged;
2. with the aim of measuring the proximity relations of the volunteers during the school activities, participants wore sensors during the school day;
3. at the end of each school day, the volunteers left the sensors in classes in different settings.

Since participants left sensors in different arrangements at the end of the school activities, we recorded a great amount of interactions between sensors even in time in which the experiment was not involving interactions between individuals. Therefore, these correlated activity patterns are not related to a real social
activity and we thus aim at detecting such anomalies in the time-varying network.

The data cleaning in presence of this type of anomalies is particularly challenging as such anomalous patterns entangle both topological and temporal features and may overlap with normal behaviours. To this aim, we devised an iterative method based on NTF and applied it on the HKSCH dataset as described in the following section.

### 4.2.2 Iterative Method



Fig. 4.11 Iterative data cleaning procedure: The temporal network is represented as a tensor $\mathcal{X} .1 . \mathcal{X}$ is decomposed via non-negative tensor factorization. 2. The temporal activity patterns $\mathbf{c}_{r}$ of the components are divided into anomalous and non-anomalous by a decision function. 3. A mask $\boldsymbol{\mathcal { M }}$ is computed on the basis of the structural and temporal properties of the components. 4. The tensor entries associated with anomalous components are zeroed out in $\boldsymbol{\mathcal { X }}$, and the new tensor $\mathcal{X}^{\prime}$ becomes the input of the successive iteration.

By starting from the tensor representation of a time-varying network as described in Section 4.1.1, we build the initial tensor $\mathcal{X}_{H K S C H} \in \mathbb{R}^{I \times J \times K}$, from a time-varying network having $I=J=774$ nodes and $K=2680$ snapshots. The iterative procedure, illustrated in Fig. 4.11, is divided in 4 major steps:

1. the computation of the tensor decomposition of $\boldsymbol{\mathcal { X }}_{H K S C H}$;
2. the use of a decision function to separate the components into anomalous and non-anomalous according to their temporal activity $\mathbf{c}_{r}$
3. the analysis of topological and temporal patterns of the anomalous components to compute a tensor mask $\boldsymbol{\mathcal { M }}$, on the basis of the membership of the links to the components and their activation times;
4. the application of the mask to the tensor $\boldsymbol{\mathcal { X }}_{H K S C H}$ to zero out the anomalous entries.

The resulting tensor $\boldsymbol{\mathcal { X }}_{H K S C H}^{\prime}$ after the first iteration is used as an input for the successive iteration, and the process is repeated until no more anomalous components are selected by the decision function.

By following the steps in the procedure, first of all we decomposed $\boldsymbol{\mathcal { X }}_{H K S C H}$ by solving the optimization problem (4.1). In order to select the final number of components $R$ we follow the rank analysis described in Section 4.1.2. In particular, we computed the core consistency for several ranks ( $r=1, \ldots, 100$ ) with 5 realizations for each rank value. We then compute the curve corresponding to the core consistency over the interval $\left[1, \ldots, R_{\max }\right]$ and we select the final rank $R$ with the following procedure.

We compute the standard deviation between the 5 realizations for each number of components. We then study the standard deviations between the realizations to detect the rank in which the different core consistency values start to oscillate. To this aim, we apply the Otsu method [156] which assumes that the function given as an input contains values following a bimodal distribution. The method computes the optimal threshold which can be used to separate the two groups of values. The threshold is defined by minimizing the intra-class variance, or vice-versa by maximizing their inter-class variance. By using the threshold provided by the Otsu method, we can identify the first value of the standard deviation that exceeds the threshold and the corresponding rank $R_{e x}$. As a result, the selected rank is $R=R_{e x}-1$.

This procedure is based on the observation that once the final rank $R$ is reached the results of the NTF for higher ranks give core consistency values that start to oscillate, while in the case of lower ranks the results are stable. In the iterative approach, we preferred this rank selection method to the change of slope detection described in Section 4.1.2 as it is more restrictive: the selected
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ranks will be lower than the one provided by the other method. In this way, we ensure to find only meaningful component at each iteration. Moreover, even if some meaningful components are not included in the factors, by selecting a lower rank value, we will be able to successively uncover them as the method is iterative and at each iteration anomalous components are erased from the tensor. The technique is thus robust as the rank variation in the selection procedure does not affect the final outcome of the process.


Fig. 4.12 Example of two normalized activity patterns obtained after an iteration of the iterative method. The components are representative of a non-anomalous (blue) and an anomalous (green) behaviour related to the case study. The non-anomalous pattern is mostly active on or around the time windows [8a.m., 12p.m.], marked with a shaded area.

Once selected the best decomposition over the five runs corresponding to the selected $R$, the procedure divides the components into anomalous and non-anomalous. In particular we use the temporal activity patterns of the decomposition as a basis to identify the anomalous components and devise a decision function to divide them from the others. Fig. 4.12 illustrates an example of two activity patterns from two components, a non-anomalous and an anomalous one. Considering the entire time series, it is possible to define a suitable daily window (here from 8 a.m. to $12 \mathrm{p} . \mathrm{m}$.) in which non-anomalous components are mostly active, whereas anomalous components exhibit low activity. Hence, the decision function adopts the times at which these strong activities appear as a guideline to single the anomalous components out. In particular, for each temporal activity pattern $\mathbf{c}_{r}$, we selected the values that exceed the mean plus the standard deviation of the vector $\mathbf{c}_{r}$ and we considered them as the strongest intensity of the component. Successively, we compute the time in which this activity was taking place and we select those times that
fall in the daily time windows. Finally we count the number of the values located in the time windows. If this number increases after a random shuffling of the time series, it means that the most of the activity is located outside the daily window and the temporal activity pattern $\mathbf{c}_{r}$ is consequently labelled as anomalous. Contrarily, if the number decreases after the shuffling then most of the activity is located in the window and the corresponding temporal activity pattern is labelled as non-anomalous.

The next step in the procedure is the computation of a tensor mask to clean the original tensor. To build the mask, we take into account both the temporal and topological informations by:

1. identifying the times at which the anomalous interactions occur;
2. selecting the links involved in the anomalous component.

The temporal activity patterns found by the NTF are bursty, i.e. alternate between periods of activity and periods of negligible activity, as can be observed by the examples in Fig. 4.12. Moreover, the fluctuations of the anomalous temporal patterns in the activity periods are small, as the sensors continuously recorded the proximity with the same neighbours. However, from one activation period to another the level of intensity may change, due to the different settings from one day to another. Hence, to select the activity periods of the anomalous components, we divide the related temporal activity patterns $\mathbf{c}_{r}$ classified as anomalous into 10 intervals (from 12 a.m. to 12 a.m.), excluding the weekend. In each interval, the times at which anomalous interactions occur can be selected by the application of a step detection algorithm to the time series. Here, we adopt the Otsu algorithm [156] to compute the threshold value significant to the step detection. The application of this method on each of the intervals allows to recognise the presence of jumps for each time series and thus identify the starting and ending times at which anomalies occur. As a result, we collect a set of times in which the anomalous interactions occur for each anomalous component.

We successively identify the links involved in each anomalous component $r$ by studying the topological patterns $\mathbf{a}_{r}$ and $\mathbf{b}_{r}$, which provide the nodes membership to the components. As explained in Section 4.1.3, the identification of the links membership to a component $r$ can be done by taking into account
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the outer product $a b^{T}$. Given a link $(i, j)$, its membership to the component $r$ is defined by:

1. calculating the product $a_{i r} b_{j r}$;
2. computing the square of the values $\left(a_{i r} b_{j r}\right)^{2}$;
3. sorting the values $\left(a_{i r} b_{j r}\right)^{2}$ in descending order;
4. summing the values until the sum exceeds the $95 \%$ of the norm $\left\|\mathbf{a}_{r} \cdot \mathbf{b}_{r}^{T}\right\|_{F}^{2}$;
5. selecting the links included in the sum.

This procedure applied to the anomalous components gives as a result the links belonging to the component. Finally, we can compute the tensor mask by adopting both the activation times $k$ and the links $(i, j)$ previously detected. Hence, the tensor mask is defined as

$$
\mathcal{M}=\left\{\begin{array}{l}
m_{i j k}=0 \text { if }(i, j, k) \text { is anomalous }, \\
m_{i j k}=1 \text { otherwise }
\end{array}\right.
$$

The mask can be applied to the original tensor $\boldsymbol{\mathcal { X }}_{H K S C H}$ by computing their Hadamard product to zero out the interactions associated with anomalies. The resulting tensor

$$
\mathcal{X}_{H K S C H}^{\prime}=\boldsymbol{\mathcal { M }} * \mathcal{X}_{H K S C H},
$$

becomes the input of the successive iteration in the procedure. The described iterative method ends when it reaches a state in which no more anomalous patterns are detected.

### 4.2.3 Results and validation

In this section we report the results obtained by applying the iterative method on the HKSCH dataset, as explained earlier. We report the results, obtained after 39 iterations of the procedure, in Fig. 4.13. Here, we display the total number of contacts at each time of the experiment. For visualization purposes, we divided the number of contacts by school class via the available metadata of
the class membership of each sensor, even though we did not use any metadata in the iterative procedure.

The right hand side of Fig. 4.13 shows the total amount of contacts in the original tensor $\mathcal{X}_{H K S C H}$ : here, we found a comparable amount of contacts during the school closing and opening time. On the contrary, the left hand side of Fig. 4.13 shows the total amount of contacts of the resulting tensor $\boldsymbol{\mathcal { X }}_{H K S C H}^{\prime}$ after the iterative procedure: here, we can observe that a great amount of contacts are identified as spurious by the method and thus erased from the original dataset.

We are now interested in validating the method, to see if the contacts that were detected and erased by the procedure were effectively related to anomalies.


Fig. 4.13 Evolution of the number of interactions with time measured on the original and cleaned tensor for each school class. a) The colour of the pixels encodes the number of interactions recorded at the corresponding time. The class labels were used to group the interaction of nodes belonging to the same class. While interactions in the original state are distributed along the entire timeline, the cleaning procedure managed to identify and remove most of the anomalies. b) Time series representing the evolution of the number of interactions among people belonging to one selected school class, measured both on the original and cleaned tensor. On the left, it is possible to observe the great amount of interaction events recorded by sensors during the entire timeline. On the right, the corresponding time series after the application of the iterative method is shown.
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Time-varying Networks
To this aim, we built a reference tensor $\boldsymbol{\mathcal { X }}_{\text {ref }}$ by using the metadata of the school classes and the school schedule to clean the original tensor in the following way:

1. we considered the off-schedule interactions as anomalous;
2. we collected the starting and ending times of the scheduled activity for each class;
3. for each class we selected the nodes corresponding to the sensors belonging to the class and we computed the total number of contacts as a function of time;
4. we detected the steps in these time series to find the intervals delimiting the class activities;
5. we masked away the contacts, whose activations occur in intervals that fall outside the class schedule.


Fig. 4.14 Relative error between the cleaned and the reference tensor, computed at each iteration of the method by using the $L_{1}$-norm.

We adopted the resulting tensor $\boldsymbol{\mathcal { X }}_{\text {ref }}$ to carry out the evaluation of the iterative method at two levels: the global level and the school class level. At the
global level, we compared the ground truth with the cleaned tensor $\mathcal{X}_{H K S C H}^{\prime}$ at each iteration, by computing the relative error

$$
e r r=\frac{\left\|\mathcal{X}_{H K S C H}^{\prime}-\boldsymbol{\mathcal { X }}_{r e f}\right\|_{l_{1}}}{\left\|\boldsymbol{\mathcal { X }}_{r e f}\right\|_{l_{1}}}
$$

This quantity, shown in Fig. 4.14, monotonically decreases as the number of iterations increases and successively stabilizes around the low value of 0.2 .

Table 4.2 Scores of the tensor entry classification. The table report the Precision Recall and F1-score obtained by comparing the reference tensor to the one obtained as a result of the iterative procedure.

|  | Precision | Recall | F1-score |
| :---: | :---: | :---: | :---: |
| Anomalous | 0.99 | 0.87 | 0.92 |
| Non-anomalous | 0.81 | 0.99 | 0.89 |

Furthermore, we used the reference tensor $\boldsymbol{\mathcal { X }}_{\text {ref }}$ to label the entries of the original tensor $\boldsymbol{\mathcal { X }}_{H K S C H}$ as anomalous and non-anomalous. We compared this labelling with the one of the cleaned tensor $\boldsymbol{\mathcal { X }}_{H K S C H}^{\prime}$ to compute the overall accuracy of the method that we found to be 0.91 and the recall and precision values at each entry level, which we reported in Tab. 4.2. In particular, the method recall provides how many relevant values are selected as it is defined as the fraction of true positives over the relevant elements, and the precision of the method quantifies how many selected elements are relevant, as it is defined by the fraction of true positives obtained over the sum of true and false positives. We also computed the $F 1$-score, which is a weighted average of the precision and recall:

$$
F 1-\text { score }=2 \frac{\text { precision } \cdot \text { recall }}{\text { precision }+ \text { recall }}
$$

As shown in Tab. 4.2 these measures highlight the high performance achieved by the iterative procedure.

At the school class level, we tested the efficiency of the iterative method by comparing the temporal activities of the classes in $\boldsymbol{\mathcal { X }}_{\text {ref }}$ and in $\boldsymbol{\mathcal { X }}_{H K S C H}^{\prime}$. The temporal activities are computed by summing, separately for each school class, the total number of contacts recorded at each time. We then compare the time series corresponding to the same school class in the two tensors
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through the similarity measures of the Pearson coefficient and the dynamic time warping [157].

As a result, we found that all the Pearson correlation coefficients between the cleaned and the ground truth time series fall in [0.89, 0.99]. These results are statistically significant, as it is shown by the $p$-values, which are lower than $10^{-3}$.


Fig. 4.15 Example of two dynamic time warping cost matrices, in which we compare the time series measured on the cleaned tensor and the reference tensor. The series are computed at the level of the classes and correspond to the evolution of the number of interactions in time. Here, we show classes $4 D$ and $2 B$, whose Pearson coefficients are respectively 0.89 and 0.97 . We compute the cost matrix for the alignment of the time series to evaluate their similarity. The colour intensity indicates the cost value in each matrix position. Here, the block shapes are due to windows of time corresponding to out of school schedule periods, in which values are mostly homogeneous. The lines shown in the matrix represent the optimal warping path, which is near the matrix diagonal.

Finally, we computed the dynamic time warping distance between each couple of time series (original and cleaned). The dynamic time warping algorithm provides a similarity metric by looking for an optimal alignment between two time series. The result of this operation is summarized by a cost matrix, whose entries are the alignment costs of each pair of the time series values. In particular, the cost is given by computing the Euclidean distance.

By means of the cost matrix the dynamic time warping finds an optimal warping path, that is close to the matrix diagonal if the considered time series are similar. Here, we compute the cost matrix of each school class by comparing
the time series of the number of interactions per class of the cleaned and the reference tensor. We reported an example of two cost matrices in Fig. 4.15. The depicted costs matrices are related to the school classes $4 D$ and $2 B$, whose Pearson coefficients are respectively the lowest (0.89) and the median in the range of coefficient values (which is equal to 0.97) among all the classes. We obtained analogous results in terms of cost matrices and Pearson coefficients in the case of the other classes.

We highlight the fact that the validations achieved by computing the dynamic time warping are consistent with those obtained by the Pearson coefficients and indicate that the compared time series are highly similar. This high similarity is an indicator of the efficiency of the method to clean the data, although it only processes the structural and temporal properties of the network.

### 4.3 Conclusion

In the present chapter, we have discussed the use of non-negative tensor factorization to reveal mesoscale structures in time-varying networks. We found that a time-varying network can be split in several sub-networks through the NTF. These sub-networks are characterized by links having a correlated activity in time.

We have seen that, when metadata are available, some of these patterns can be linked to expected groups (e.g., groups of nodes belonging to the same school classes). However, some of the uncovered structures might be not linked to something already known and thus need further investigation on their nature. Indeed, we have shown, through the application on the HKSCH dataset, that some of these correlated activity patterns could be related to anomalous behaviours.

Hence, we devised a method based on the NTF to systematically identify and remove anomalous connectivity patterns from time-varying networks. Our method operates on the tensor representing the time-varying network studied and iterates a procedure consisting in its decomposition, the labelling of the components as anomalous and non-anomalous, the construction of a tensor
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mask including all the anomalies detected, and the application of the mask on the original tensor to erase the anomalous contacts from the tensor. Our method thus enables a semi-supervised cleaning of time-varying networks.

Furthermore, we investigated the performances of the method by building a reference tensor that we used as a ground truth. We relied on the metadata to clean the original tensor and we compared the resulting tensor to the output of the method. We have shown by means of different validation levels that the method achieves high accuracy in the identification of the anomalies in the HKSCH dataset, proving that the application of the method is possible on real data. The procedure and results of the present chapter are published in [12, 13].

In conclusion, the use of the NTF to find meaningful patterns in timevarying networks can be extended to different applications. In the applications we presented, we have shown that the NTF is able to approximate a timevarying network by keeping some of the properties of the original network while changing others. We also observed that the NTF introduces some level of homogeneity in the approximated network that is not present in the original case. In particular, the number of contacts in the time-varying network tends to be homogeneously distributed.

In the next chapter, we will see how NTF reveals to be useful in the recovery of missing information in time-varying networks. The rationale behind the fact that we can infer some lacking information derives from the evidences found in this chapter about the correlated activity patterns. Indeed, since with the NTF we are able to detect groups of links having similar activity, having partial information about a link could be enough to recover the unknown part by assigning to the link the properties of its group. To this purpose, we extend the model based on the NTF and we also consider the case in which additional data sources are available. This is particularly advantageous not only to recover missing information but also to detect correlated patterns involving diverse dimensions, e.g., space.

## Chapter 5

## Interplay between Time-varying Networks and Dynamical Processes: impact of the mesoscale structures

As mentioned in Chapter 1 temporal and structural properties of time-varying networks have a strong impact on the outcome of dynamical processes. In Chapter 4 we presented a technique to highlight temporal and topological characteristics of networks at the mesoscale level. We want now to investigate the interplay between the mesoscale structures detected and dynamical processes. This is useful to understand how the dynamics changes in response to the presence or absence of certain network characteristics.

Recalling what we explained in the previous chapter, tensor decomposition techniques and NTF in particular are effective tools to extract complex mesoscale structures that characterize the network in time and topology. These structures involve different link activations at different times, resulting in correlated activity patterns which we know that have an impact on dynamical processes.

By taking into account these observations, we will tackle the problem of missing data in the network. In particular, we aim at recovering the unknown information at the mesoscale level, exploiting the correlated activity patterns of the network. Second, since missing data in networks strongly bias the outcome of a dynamical process, we focus on recovering the properties of the original
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network needed for the dynamics.
To solve a missing data recovery problem we focus on two main steps. In the first step, we try to recover the properties of time-varying networks by the raw information provided by different tensor decomposition techniques. Here, we adopt the NTF framework to recover meaningful information from the partial network, and we also present an extension of this framework, in which we can take advantage of external data sources when available. This last procedure is suitable both to recover the missing values through additional information and to extract meaningful properties from multiple tensors at a time.

As explained in the previous chapter, the approximation of time-varying networks through tensor decomposition techniques are characterised by less broad distributions in the number of contacts. We also know that heterogeneity properties of networks strongly influence the outcome of dynamical processes. Thus, we divide our procedure to retrieve the lost information in two parts: the approximation of the network and its reconstruction. In the first part, we use the relevant patterns provided by the decomposition to recover the missing information at the mesoscale level. In the second part, we reconstruct the network by using some of the properties that are important to find the correct outcome of dynamical processes.

Finally, we test our method by simulating spreading processes on top of the original network, the partial network and the reconstructed network. As we will see, our procedure manages to achieve a good agreement between the outcome of the spreading process on the reconstructed and the original network.

### 5.1 Missing data recovery

The advances made in data collection, due to the accessibility to internet and electronic devices, led to the availability of high resolution data. As a consequence, the use of such data allowed to better study complex systems as time-varying networks.

However, as we have seen in the previous chapter, the data collection process could influence the resulting time-varying network, which can exhibits several types of issues, such as anomalies. Another issue that might arise, despite the
effort made in data collection, consists in the presence of missing entries, i.e. missing contacts or missing node activities [158].

The lack of information can arise for several reasons: lack of participation during surveys, incomplete records (diary-based, device-based), and technical issues occurring during the data collection process [159]. The presence of partial information can affect the properties of temporal networks, by impacting on the structure of the network itself [160]. This modification in the network structure negatively reflects on the evolution of dynamical processes, that differ from the original evolution and inevitably lead to inaccurate or misleading results.

A great amount of work was carried out to cope with missing data and several methods were developed for the recovery of missing entries [161]. The most common methods are the analysis of the network by ignoring the missing links or the replacement of the missing entries by some plausible value, e.g., the mean. Other methods include: distributional models, which estimate the likelihood of the presence of a link on the basis of the observed links and nodes attributes [162]; hierarchical structure methods [163], stochastic block models [164], and expectation maximization methods [165], that try to extract the connectivity patterns in the available part of the network to infer and complete the unknown part. More recently re-sampling procedures were used to better estimate the outcome of dynamical processes over temporal networks [166]. However, these methods are focused on the recovery of the singular links in networks, or require some external knowledge about the network properties, such as the communities structure, inter-event time distribution or contact duration.

Here, we propose an approach based on the NTF that allows to extract temporal and topological patterns from the network, as shown in Chapter 4. Our approach does not rely on the use of a-priori knowledge such as metadata, and allows to both detect fundamental properties of the studied temporal network and to use the presence of correlated activity patterns of links in the time-varying network to recover information at the mesoscale level in the network.

We adopt the NTF to approximate the time-varying network and we then reconstruct the approximated network with the aim of recovering a similar version of the original network. This network version allows to predict the
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evolution and characteristics of dynamical processes occurring over the network, which we have seen to be particularly important in fields as health care, where the process to be predicted corresponds to a disease spreading and the related outcome can help to design ad hoc control strategies [167].

In the following sections we provide a methodology that is twofold: the approximation of a time varying network, to recover missing information; and the network reconstruction to be able of reproducing dynamical processes that occur over the network. We will analyse the method performance in recovering the activity of nodes having partial information as well as how it achieves to reproduce the dynamics of an epidemic modelled by an SIR process.

### 5.1.1 Network approximation

To approximate a time-varying network affected by missing entries, we adopt a version of the NTF, as in [168], which takes into account the presence of missing values in the tensor to be factorized. Given a tensor $\mathcal{X}$, representing a time-varying network (as in Sec. 4.1.1) with some missing entries, the NTF framework shown in Eq. (4.1) is modified by including a binary tensor mask $\mathcal{W}$ of the same size of $\mathcal{X}$ whose entries are defined as

$$
w_{i j k}=\left\{\begin{array}{l}
1 \text { if } x_{i j k} \text { is known } \\
0 \text { otherwise }
\end{array}\right.
$$

To build the tensor mask $\mathcal{W}$, we assume to be aware of the nodes that have missing information in the network. More precisely, we assume that all the information relative to the nodes that are not missing and all the non-zero entries related to a missing node are meaningful. We apply the adapted version of the NTF by minimizing an optimization function of the form:

$$
\begin{equation*}
f_{w}(\mathbf{A}, \mathbf{B}, \mathbf{C})=\|\boldsymbol{\mathcal { X }} * \mathcal{W}-\mathcal{W} * \llbracket \boldsymbol{\lambda} ; \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket\|_{F}^{2}, \tag{5.1}
\end{equation*}
$$

To this aim, we generate a first set of factor matrices $\mathbf{A}, \mathbf{B}, \mathbf{C}$, we factorize a tensor $\tilde{\mathcal{X}}$ whose values are given by the combination of values of $\boldsymbol{\mathcal { X }}$ and of $\llbracket \boldsymbol{\lambda} ; \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$. In particular, the tensor $\tilde{\mathcal{X}}$ has the same size and the same values of $\mathcal{X}$ in the positions that are known, and unknown values are replaced by
the approximation in $\llbracket \boldsymbol{\lambda} ; \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket$. Thus, the tensor that we approximate is updated at each iteration by:

$$
\begin{equation*}
\tilde{\boldsymbol{\mathcal { X }}}=\boldsymbol{\mathcal { X }} * \mathcal{W}+(1-\mathcal{W}) \llbracket \lambda ; \mathbf{A}, \mathbf{B}, \mathbf{C} \rrbracket . \tag{5.2}
\end{equation*}
$$

## Joint Non-negative Tensor Factorization

When studying time-varying networks, we might have access to some external information, characterizing the nodes or links of the network. Thus, instead of just using the correlated activity patterns in a time-varying network to recover its missing values, an alternative is to use the external information. This is possible if the new data source is correlated in some dimension with the time-varying network studied, to reconstruct the missing values.

To integrate and analyse multiple data sources at a time, each represented as a tensor, we can use a generalized NTF framework that allows to decompose multiple tensor at once. This technique is called Joint Non-negative Tensor Factorization (JNTF) [169], and allows to study the correlated activity patterns in multiple dimension by coupling different tensors.

Formally, given $S$ different data sources, each represented as a tensor $\mathcal{X}_{s}$ with $s=1, \ldots, S$, we can adapt the optimization problem in Eq. (4.1) as:

$$
\begin{align*}
& \min \frac{1}{2} \sum_{s=1}^{S}\left\|\boldsymbol{\mathcal { X }}_{s}-\llbracket \boldsymbol{\lambda}_{s} ; \mathbf{A}_{s}, \mathbf{B}_{s}, \mathbf{C}_{s} \rrbracket\right\|_{F}^{2}+\frac{1}{2} \sum_{s=1}^{S} \alpha_{s}\left\|\boldsymbol{\lambda}_{s}\right\|_{2}  \tag{5.3}\\
& \text { s.t. } \boldsymbol{\lambda}_{s}, \mathbf{A}_{s}, \mathbf{B}_{s}, \mathbf{C}_{s} \geq 0
\end{align*}
$$

This generalization of the NTF problem allows to integrate data from several sources by approximating together the tensors $\mathcal{X}_{s}$. Moreover, we can envisage different couplings between tensors by imposing that some of the factor matrices $\mathbf{A}_{s}, \mathbf{B}_{s}, \mathbf{C}_{s}$ will be common for certain $s$ values, and we can add some regularization terms, which ensure sparsity.

The use of the JNTF can be illustrated by the following case study. Let us consider the time-varying social network of the LSCH dataset, and suppose to have access to the position of the nodes of the network during the same time period (see Chapter 3 for details). We can represent the contact network and the location network, providing the position of the nodes at each time, by the
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tensors $\boldsymbol{\mathcal { X }}_{1}$ and $\boldsymbol{\mathcal { X }}_{2}$, whose dimensions will be respectively node-node-time and node-location-time. As a consequence, the tensors $\boldsymbol{\mathcal { X }}_{1}$ and $\mathcal{X}_{2}$ are coupled in two dimensions, as they share the nodes and the snapshots in time, thus the Eq. (5.3) becomes:

$$
\begin{align*}
& \min \frac{1}{2}\left\|\boldsymbol{\mathcal { X }}_{1}-\llbracket \boldsymbol{\lambda}_{1} ; \mathbf{A}_{1}, \mathbf{B}_{1}, \mathbf{C}_{1} \rrbracket\right\|_{F}^{2}+\frac{\alpha_{1}}{2}\left\|\boldsymbol{\lambda}_{1}\right\|_{2}  \tag{5.4}\\
& \quad+\frac{1}{2}\left\|\boldsymbol{\mathcal { X }}_{2}-\llbracket \boldsymbol{\lambda}_{2} ; \mathbf{A}_{2}, \mathbf{B}_{2}, \mathbf{C}_{2} \rrbracket\right\|_{F}^{2}+\frac{\alpha_{2}}{2}\left\|\boldsymbol{\lambda}_{2}\right\|_{2} \\
& \text { s.t. } \boldsymbol{\lambda}_{1,2}, \mathbf{A}_{1,2}, \mathbf{B}_{1,2}, \mathbf{C}_{1,2} \geq 0,
\end{align*}
$$

where $\mathbf{A}_{1}=\mathbf{A}_{2}=\mathbf{A}$ and $\mathbf{C}_{1}=\mathbf{C}_{2}=\mathbf{C}$. Here, the two matrices $\mathbf{A}$ and $\mathbf{B}_{1}$ provide the membership of the nodes to the components, the matrix $\mathbf{C}$ gives their temporal activity and the matrix $\mathbf{B}_{2}$ represents the mapping between the components and the locations. It is worth noting that in this case we can have different $\boldsymbol{\lambda}$ vectors. Thus, this framework has the advantage of being less constrained than solving the NTF on a tensor having 4 dimensions (node-node-time-location).

The adaptation to the missing data problem in the JNTF is now straightforward, as we can substitute to the term ,corresponding to the tensor affected by the missing information, the function in Eq. (5.1). Following the aforementioned example, let us now suppose that some elements in $\boldsymbol{\mathcal { X }}_{1}$ are missing. We want to recover the missing entries by using the external information provided in $\mathcal{X}_{2}$, and consequently we need to solve the following problem:

$$
\begin{aligned}
& \min \frac{1}{2}\left\|\boldsymbol{\mathcal { X }}_{1} * \boldsymbol{\mathcal { W }}-(1-\boldsymbol{\mathcal { W }}) * \llbracket \boldsymbol{\lambda}_{1} ; \mathbf{A}, \mathbf{B}_{1}, \mathbf{C} \rrbracket\right\|_{F}^{2}+\frac{\alpha_{1}}{2}\left\|\boldsymbol{\lambda}_{1}\right\|_{2} \\
& \quad+\frac{1}{2}\left\|\boldsymbol{\mathcal { X }}_{2}-\llbracket \boldsymbol{\lambda}_{2} ; \mathbf{A}, \mathbf{B}_{2}, \mathbf{C} \rrbracket\right\|_{F}^{2}+\frac{\alpha_{2}}{2}\left\|\boldsymbol{\lambda}_{2}\right\|_{2} \\
& \text { s.t. } \boldsymbol{\lambda}_{1,2}, \mathbf{A}, \mathbf{B}_{1,2}, \mathbf{C} \geq 0
\end{aligned}
$$

To solve this minimization problem, we modified both the NCG algorithm and the KKT conditions in the ANLS method. We provide the details of the gradient computation as well as the modification of the conditions for the ANLS method in the following sections. By solving the problem, we can use the results of the raw approximation to see what characteristics of the original network we can recover.

## NCG adaptation

The computation with the NCG for both the Joint factorization and the case of incomplete data was provided by Acar et al. [169], whose results are found by using the Poblano Toolbox [170]. However, the provided package does not include the computation of the joint factorization with the nonnegativity constraints. Here, we provide the computation of the gradient, which is necessary to solve the JNTF problem. To this aim, we include the nonnegativity constraints through the Hadamard product of the factor matrices, as shown in Section 2.4.6.

Let us consider the cost function for the JNTF in Eq. (5.4), where the tensors $\mathcal{X}_{1}$ and $\mathcal{X}_{2}$ are coupled in the first and third dimension. To incorporate the non-negativity constraints we use the Hadamard product of the factors, such that the cost function, rewritten in matricized form, becomes

$$
\begin{align*}
& h\left(\boldsymbol{\lambda}_{1,2}, \mathbf{A}, \mathbf{B}_{1,2}, \mathbf{C}\right)=f_{J N T F}\left(\boldsymbol{\lambda}_{1,2} * \boldsymbol{\lambda}_{1,2}, \mathbf{A} * \mathbf{A}, \mathbf{B}_{1,2} * \mathbf{B}_{1,2}, \mathbf{C} * \mathbf{C}\right) \\
&= \frac{1}{2}\left\|\mathbf{X}_{1,(1)}-(\mathbf{A} * \mathbf{A})\left(\boldsymbol{\Lambda}_{1} * \mathbf{\Lambda}_{1}\right)\left((\mathbf{C} * \mathbf{C}) \odot\left(\mathbf{B}_{1} * \mathbf{B}_{1}\right)\right)^{T}\right\|_{F}^{2}+ \\
&+\frac{1}{2}\left\|\mathbf{X}_{2,(1)}-(\mathbf{A} * \mathbf{A})\left(\boldsymbol{\Lambda}_{2} * \mathbf{\Lambda}_{2}\right)\left((\mathbf{C} * \mathbf{C}) \odot\left(\mathbf{B}_{2} * \mathbf{B}_{2}\right)\right)^{T}\right\|_{F}^{2}= \\
&= \frac{1}{2}\left\|\delta_{1,(1)}\right\|_{F}^{2}+\frac{1}{2}\left\|\delta_{2,(1)}\right\|_{F}^{2}  \tag{5.5}\\
&= \frac{1}{2}\left\|\mathbf{X}_{1,(2)}-\left(\mathbf{B}_{1} * \mathbf{B}_{1}\right)\left(\boldsymbol{\Lambda}_{1} * \boldsymbol{\Lambda}_{1}\right)((\mathbf{C} * \mathbf{C}) \odot(\mathbf{A} * \mathbf{A}))^{T}\right\|_{F}^{2}+ \\
&+\frac{1}{2}\left\|\mathbf{X}_{2,(2)}-\left(\mathbf{B}_{2} * \mathbf{B}_{2}\right)\left(\boldsymbol{\Lambda}_{1} * \boldsymbol{\Lambda}_{1}\right)((\mathbf{C} * \mathbf{C}) \odot(\mathbf{A} * \mathbf{A}))^{T}\right\|_{F}^{2}= \\
&= \frac{1}{2}\left\|\delta_{1,(2)}\right\|_{F}^{2}+\frac{1}{2}\left\|\delta_{2,(2)}\right\|_{F}^{2}  \tag{5.6}\\
&= \frac{1}{2}\left\|\mathbf{X}_{1,(3)}-(\mathbf{C} * \mathbf{C})\left(\mathbf{\Lambda}_{1} * \boldsymbol{\Lambda}_{1}\right)\left(\left(\mathbf{B}_{1} * \mathbf{B}_{1}\right) \odot(\mathbf{A} * \mathbf{A})\right)^{T}\right\|_{F}^{2}+ \\
&+\frac{1}{2}\left\|\mathbf{X}_{2,(3)}-(\mathbf{C} * \mathbf{C})\left(\mathbf{\Lambda}_{2} * \mathbf{\Lambda}_{2}\right)\left(\left(\mathbf{B}_{2} * \mathbf{B}_{2}\right) \odot(\mathbf{A} * \mathbf{A})\right)^{T}\right\|_{F}^{2}= \\
&= \frac{1}{2}\left\|\delta_{1,(3)}\right\|_{F}^{2}+\frac{1}{2}\left\|\delta_{2,(3)}\right\|_{F}^{2} . \tag{5.7}
\end{align*}
$$

To find a solution for the minimization of this cost function, we need to derive the differential $d h\left(\boldsymbol{\lambda}_{1,2}, \mathbf{A}, \mathbf{B}_{1,2}, \mathbf{C}\right)$ with respect to all variables $\boldsymbol{\lambda}_{1,2}, \mathbf{A}, \mathbf{B}_{1,2}$,
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C, which is given by:

$$
\begin{aligned}
d h & \left(\boldsymbol{\lambda}_{1,2}, \mathbf{A}, \mathbf{B}_{1,2}, \mathbf{C}\right)= \\
& =\frac{1}{2}\left\langle\frac{\partial h\left(\boldsymbol{\lambda}_{1,2}, \mathbf{A}, \mathbf{B}_{1,2}, \mathbf{C}\right)}{\partial \mathbf{A}}, d \mathbf{A}\right\rangle+\frac{1}{2}\left\langle\frac{\partial h\left(\boldsymbol{\lambda}_{1,2}, \mathbf{A}, \mathbf{B}_{1,2}, \mathbf{C}\right)}{\partial \mathbf{B}_{1}}, d \mathbf{B}_{1}\right\rangle+ \\
& +\frac{1}{2}\left\langle\frac{\partial h\left(\boldsymbol{\lambda}_{1,2}, \mathbf{A}, \mathbf{B}_{1,2}, \mathbf{C}\right)}{\partial \mathbf{B}_{2}}, d \mathbf{B}_{2}\right\rangle+\frac{1}{2}\left\langle\frac{\partial h\left(\boldsymbol{\lambda}_{1,2}, \mathbf{A}, \mathbf{B}_{1,2}, \mathbf{C}\right)}{\partial \mathbf{C}}, d \mathbf{C}\right\rangle+ \\
+ & \frac{1}{2}\left\langle\frac{\partial h\left(\boldsymbol{\lambda}_{1,2}, \mathbf{A}, \mathbf{B}_{1,2}, \mathbf{C}\right)}{\partial \boldsymbol{\lambda}_{1}}, d \boldsymbol{\lambda}_{1}\right\rangle+\frac{1}{2}\left\langle\frac{\partial h\left(\boldsymbol{\lambda}_{1,2}, \mathbf{A}, \mathbf{B}_{1,2}, \mathbf{C}\right)}{\partial \boldsymbol{\lambda}_{2}}, d \boldsymbol{\lambda}_{2}\right\rangle .
\end{aligned}
$$

First, the derivatives with respect to the factors $\mathbf{B}_{1}$ and $\mathbf{B}_{2}$ can be found by following the steps in Section 2.4.6. Thus,

$$
\begin{aligned}
& \nabla_{\mathbf{B}_{1}} h\left(\boldsymbol{\lambda}_{1,2}, \mathbf{A}, \mathbf{B}_{1,2}, \mathbf{C}\right)=\frac{\partial h}{\partial \mathbf{B}_{1}}=2 \mathbf{B}_{1} *\left(\left(-\delta_{1,(2)}\right)[(\mathbf{C} * \mathbf{C}) \odot(\mathbf{A} * \mathbf{A})]\right), \\
& \nabla_{\mathbf{B}_{2}} h\left(\boldsymbol{\lambda}_{1,2}, \mathbf{A}, \mathbf{B}_{1,2}, \mathbf{C}\right)=\frac{\partial h}{\partial \mathbf{B}_{2}}=2 \mathbf{B}_{2} *\left(\left(-\delta_{2,(2)}\right)[(\mathbf{C} * \mathbf{C}) \odot(\mathbf{A} * \mathbf{A})]\right) .
\end{aligned}
$$

Second, the derivatives with respect to the factors $\mathbf{A}$ and $\mathbf{C}$ are given by the sum of the derivatives of terms in Eq. (5.5) and Eq. (5.7) respectively. Thus

$$
\begin{aligned}
\nabla_{\mathbf{A}} h\left(\boldsymbol{\lambda}_{1,2}, \mathbf{A}, \mathbf{B}_{1,2}, \mathbf{C}\right)=\frac{\partial h}{\partial \mathbf{A}} & =2 \mathbf{A} *\left(\left(-\delta_{1,(1)}\right)\left[(\mathbf{C} * \mathbf{C}) \odot\left(\mathbf{B}_{1} * \mathbf{B}_{1}\right)\right]\right)+ \\
& +2 \mathbf{A} *\left(\left(-\delta_{2,(1)}\right)\left[(\mathbf{C} * \mathbf{C}) \odot\left(\mathbf{B}_{2} * \mathbf{B}_{2}\right)\right]\right) \\
\nabla_{\mathbf{C}} h\left(\boldsymbol{\lambda}_{1,2}, \mathbf{A}, \mathbf{B}_{1,2}, \mathbf{C}\right)=\frac{\partial h}{\partial \mathbf{C}} & =2 \mathbf{C} *\left(\left(-\delta_{1,(3)}\right)\left[\left(\mathbf{B}_{1} * \mathbf{B}_{1}\right) \odot(\mathbf{A} * \mathbf{A})\right]\right)+ \\
& +2 \mathbf{C} *\left(\left(-\delta_{2,(3)}\right)\left[\left(\mathbf{B}_{2} * \mathbf{B}_{2}\right) \odot(\mathbf{A} * \mathbf{A})\right]\right) .
\end{aligned}
$$

Finally, we have to compute the derivatives with respect to $\boldsymbol{\lambda}_{1}$ and $\boldsymbol{\lambda}_{2}$. Let us consider $f_{J N T F}$ and rewrite it as follows:

$$
\begin{aligned}
f_{J N T F} & \left(\boldsymbol{\lambda}_{1,2} * \boldsymbol{\lambda}_{1,2}, \mathbf{A} * \mathbf{A}, \mathbf{B}_{1,2} * \mathbf{B}_{1,2}, \mathbf{C} * \mathbf{C}\right)= \\
& =\frac{1}{2} \underbrace{\left\|\boldsymbol{\mathcal { X }}_{1}\right\|_{F}^{2}}_{f_{1}}+\frac{1}{2} \underbrace{\left\|\llbracket \boldsymbol{\lambda}_{1} * \boldsymbol{\lambda}_{1} ; \mathbf{A} * \mathbf{A}, \mathbf{B}_{1} * \mathbf{B}_{1}, \mathbf{C} * \mathbf{C} \rrbracket\right\|_{F}^{2}}_{f_{2}} \\
& -\underbrace{\left\langle\boldsymbol{\mathcal { X }}_{1}, \llbracket \boldsymbol{\lambda}_{1} * \boldsymbol{\lambda}_{1} ; \mathbf{A} * \mathbf{A}, \mathbf{B}_{1} * \mathbf{B}_{1}, \mathbf{C} * \mathbf{C} \rrbracket\right\rangle}_{f_{3}}\rangle+\underbrace{\frac{\alpha_{1}}{2} \sqrt{\left(\boldsymbol{\lambda}_{1} * \boldsymbol{\lambda}_{1}\right)^{2}}+\epsilon}_{f_{4}} \\
& +\underbrace{\frac{1}{2} \underbrace{\left\|\boldsymbol{\mathcal { X }}_{2}\right\|_{F}^{2}}_{f_{5}}+\frac{1}{2} \underbrace{\| \llbracket \boldsymbol{\lambda}_{2} * \boldsymbol{\lambda}_{2} ; \mathbf{A} * \mathbf{A}, \mathbf{B}_{2} * \mathbf{B}_{2}}_{f_{7}}, \mathbf{C} * \mathbf{C} \rrbracket \|_{F}^{2}}_{f_{6}} \\
& -\underbrace{\left\langle\boldsymbol{\mathcal { X }}_{2}, \llbracket \boldsymbol{\lambda}_{2} * \boldsymbol{\lambda}_{2} ; \mathbf{A} * \mathbf{A}, \mathbf{B}_{2} * \mathbf{B}_{2}, \mathbf{C} * \mathbf{C} \rrbracket\right\rangle}_{f_{8}}+\underbrace{\frac{\alpha_{2}}{2} \sqrt{\left(\boldsymbol{\lambda}_{2} * \boldsymbol{\lambda}_{2}\right)^{2}+\epsilon}} .
\end{aligned}
$$

We compute the element-wise derivatives for all the addends in the equation above, with respect to $\lambda_{1, r^{\prime}}$ (similarly for $\lambda_{2, r^{\prime}}$ ). The terms $f_{1}, f_{5}, f_{6}, f_{7}$, and $f_{8}$ do not depend on $\boldsymbol{\lambda}_{1}$, thus:

$$
\frac{\partial f_{1}}{\partial \lambda_{1, r^{\prime}}}=\frac{\partial f_{5}}{\partial \lambda_{1, r^{\prime}}}=\frac{\partial f_{6}}{\partial \lambda_{1, r^{\prime}}}=\frac{\partial f_{7}}{\partial \lambda_{1, r^{\prime}}}=\frac{\partial f_{8}}{\partial \lambda_{1, r^{\prime}}}=\mathbf{0} \quad \forall r^{\prime} .
$$

The remaining derivatives can be computed as follows:

$$
\begin{aligned}
\frac{\partial f_{2}}{\partial \lambda_{1, r^{\prime}}} & =\frac{\partial}{\partial \lambda_{1, r^{\prime}}}\left[\left\langle\sum_{r=1}^{R} \lambda_{1, r}^{2} \mathbf{a}_{r}^{2} \circ \mathbf{b}_{1, r}^{2} \circ \mathbf{c}_{r}^{2}, \sum_{r=1}^{R} \lambda_{1, r}^{2} \mathbf{a}_{r}^{2} \circ \mathbf{b}_{1, r}^{2} \circ \mathbf{c}_{r}^{2}\right\rangle\right] \\
& =\frac{\partial}{\partial \lambda_{1, r^{\prime}}}\left[\sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K}\left(\sum_{r=1}^{R} \lambda_{1, r}^{2} a_{i r}^{2} b_{1, j r}^{2} c_{k r}^{2}\right)^{2}\right] \\
& =4 \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K}\left(\sum_{r=1}^{R} \lambda_{1, r}^{2} a_{i r}^{2} b_{1, j r}^{2} c_{k r}^{2}\right) \cdot \lambda_{1, r^{\prime}} a_{i r^{\prime}}^{2} b_{1, j r^{\prime}}^{2} c_{k r^{\prime}}^{2} \\
& =4 \lambda_{1, r^{\prime}} \llbracket \boldsymbol{\lambda}_{1} * \boldsymbol{\lambda}_{1} ; \mathbf{A} * \mathbf{A}, \mathbf{B}_{1} * \mathbf{B}_{1}, \mathbf{C} * \mathbf{C} \rrbracket \times_{1} \mathbf{a}_{r^{\prime}}^{2} \times_{2} \mathbf{b}_{1, r^{\prime}}^{2} \times{ }_{3} \mathbf{c}_{r^{\prime}}^{2}
\end{aligned}
$$
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$$
\begin{aligned}
\frac{\partial f_{3}}{\partial \lambda_{1, r^{\prime}}} & =\frac{\partial}{\partial \lambda_{1, r^{\prime}}}\left[\sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K}\left(\sum_{r=1}^{R} x_{1, i j k} \lambda_{1, r}^{2} a_{i r}^{2} b_{1, j r}^{2} c_{k r}^{2}\right)\right] \\
& =2 \lambda_{1, r^{\prime}}\left(\sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K} x_{1, i j k} a_{i r^{\prime}}^{2} b_{1, j r^{\prime}}^{2} c_{k r^{\prime}}^{2}\right) \\
& =2 \lambda_{1, r^{\prime}} \mathcal{X}_{1} \times_{1} \mathbf{a}_{r^{\prime}}^{2} \times_{2} \mathbf{b}_{1, r^{\prime}}^{2} \times_{3} \mathbf{c}_{r^{\prime}}^{2} ; \\
\frac{\partial f_{4}}{\partial \lambda_{1, r^{\prime}}} & =\alpha_{1} \frac{\lambda_{1, r^{\prime}}^{3}}{\sqrt{\left(\lambda_{1, r^{\prime}}^{2}\right)^{2}+\epsilon}} .
\end{aligned}
$$

The resulting derivatives for $\boldsymbol{\lambda}_{1}$ and analogously for $\boldsymbol{\lambda}_{2}$ are then

$$
\begin{aligned}
& \nabla_{\boldsymbol{\lambda}_{1, r^{\prime}}} h\left(\boldsymbol{\lambda}_{1,2}, \mathbf{A}, \mathbf{B}_{1,2}, \mathbf{C}\right)= \\
&=2 \boldsymbol{\lambda}_{1, r^{\prime}} *\left(\llbracket \boldsymbol{\lambda}_{1} * \boldsymbol{\lambda}_{1} ; \mathbf{A} * \mathbf{A}, \mathbf{B}_{1} * \mathbf{B}_{1}, \mathbf{C} * \mathbf{C} \rrbracket-\boldsymbol{\mathcal { X }}_{1}\right) \times_{1} \mathbf{a}_{r^{\prime}}^{2} \times_{2} \mathbf{b}_{1, r^{\prime}}^{2} \times_{3} \mathbf{c}_{r^{\prime}}^{2}+ \\
&+\alpha_{1} \frac{\lambda_{1, r^{\prime}}^{3}}{\sqrt{\left(\lambda_{1, r^{\prime}}^{2}\right)^{2}+\epsilon}} \\
& \nabla_{\boldsymbol{\lambda}_{2, r^{\prime}}} h\left(\boldsymbol{\lambda}_{1,2}, \mathbf{A}, \mathbf{B}_{1,2}, \mathbf{C}\right)= \\
&=2 \boldsymbol{\lambda}_{2, r^{\prime}} *\left(\llbracket \boldsymbol{\lambda}_{2} * \boldsymbol{\lambda}_{2} ; \mathbf{A} * \mathbf{A}, \mathbf{B}_{2} * \mathbf{B}_{2}, \mathbf{C} * \mathbf{C} \rrbracket-\boldsymbol{\mathcal { X }}_{2}\right) \times_{1} \mathbf{a}_{r^{\prime}}^{2} \times_{2} \mathbf{b}_{2, r^{\prime}}^{2} \times_{3} \mathbf{c}_{r^{\prime}}^{2}+ \\
&+\alpha_{2} \frac{\lambda_{2, r^{\prime}}^{3}}{\sqrt{\left(\lambda_{2, r^{\prime}}^{2}\right)^{2}+\epsilon}} .
\end{aligned}
$$

In the following section, we provide the adaptation of the KKT conditions for the computation of the JNTF. This adaptation can be used as an alternative to the functions provided in the Poblano Toolbox, to solve JNTF problems through the ANLS and BPP algorithms.

## KKT adaptation

In this section, we show how to adapt the ANLS framework and in particular how to compute the new KKT optimality conditions to perform the joint factorization with non-negativity constraints. To this aim, we have to solve the minimization problem in Eq. (5.3). Here, we take as regularization terms the square of the $l_{2}$-norm, which, as we will show below, will be useful to adapt the KKT conditions. We show the procedure to solve Eq.(5.4), in which the two data sources are coupled in two dimensions, i.e. $S=2, \mathbf{A}=\mathbf{A}_{1}=\mathbf{A}_{2}$, and
$\mathbf{C}=\mathbf{C}_{1}=\mathbf{C}_{2}$. The solution to this problem will be useful to find a solution for the application described in Section 5.1.3.

To solve the problem through the BPP algorithm we have to rewrite the minimization problem in the form of Eq. 2.22, and solve it for each of the factor matrices (here we include $\boldsymbol{\lambda}_{1,2}$ in the factor matrices). To this aim, we start by solving the problem for the factor matrices $\mathbf{B}_{1}$ and $\mathbf{B}_{2}$ which are respectively present in the first and third term of Eq. 5.4. With respect to these factor matrices we can rewrite the equation by using the 2 -mode matricization of $\boldsymbol{\mathcal { X }}_{1}$ and $\boldsymbol{\mathcal { X }}_{2}$, which leads to the following approximations:

$$
\mathbf{X}_{1,(2)} \approx \mathbf{B}_{1} \boldsymbol{\Lambda}_{1}(\mathbf{C} \odot \mathbf{A})^{T} \text { and } \mathbf{X}_{2,(2)} \approx \mathbf{B}_{2} \boldsymbol{\Lambda}_{2}(\mathbf{C} \odot \mathbf{A})^{T}
$$

where $\boldsymbol{\Lambda}_{1}=\operatorname{diag}\left(\lambda_{1,1}, \ldots, \lambda_{1, R}\right)$ and $\boldsymbol{\Lambda}_{2}=\operatorname{diag}\left(\lambda_{2,1}, \ldots, \lambda_{2, R}\right)$. We can rewrite the approximations as

$$
\mathbf{X}_{1,(2)}^{T} \approx(\mathbf{C} \odot \mathbf{A}) \boldsymbol{\Lambda}_{1} \mathbf{B}_{1}^{T} \text { and } \mathbf{X}_{2,(2)}^{T} \approx(\mathbf{C} \odot \mathbf{A}) \boldsymbol{\Lambda}_{2} \mathbf{B}_{2}^{T}
$$

where $\boldsymbol{\Lambda}_{1,2}^{T}=\boldsymbol{\Lambda}_{1,2}$, and thus

$$
\mathbf{B}_{1}^{T} \approx \boldsymbol{\Lambda}_{1}^{-1}(\mathbf{C} \odot \mathbf{A})^{\dagger} \mathbf{X}_{1,(2)}^{T} \text { and } \mathbf{B}_{2}^{T} \approx \mathbf{\Lambda}_{2}^{-1}(\mathbf{C} \odot \mathbf{A})^{\dagger} \mathbf{X}_{2,(2)}^{T}
$$

By using the third property of the Khatri-Rao product in Prop. 2, we can write the approximation as

$$
\begin{aligned}
& \boldsymbol{\Lambda}_{1}\left(\mathbf{C}^{T} \mathbf{C} * \mathbf{A}^{T} \mathbf{A}\right) \mathbf{B}_{1}^{T} \approx(\mathbf{C} \odot \mathbf{A})^{T} \mathbf{X}_{1,(2)}^{T} \\
& \boldsymbol{\Lambda}_{2}\left(\mathbf{C}^{T} \mathbf{C} * \mathbf{A}^{T} \mathbf{A}\right) \mathbf{B}_{2}^{T} \approx(\mathbf{C} \odot \mathbf{A})^{T} \mathbf{X}_{2,(2)}^{T}
\end{aligned}
$$

The related subproblems of Eq.(5.4) for $\mathbf{B}_{1}$ and $\mathbf{B}_{2}$ are then reduced to:

$$
\begin{aligned}
& \min _{\mathbf{B}_{1}} \frac{1}{2}\left\|\boldsymbol{\Lambda}_{1}\left(\mathbf{C}^{T} \mathbf{C} * \mathbf{A}^{T} \mathbf{A}\right) \mathbf{B}_{1}^{T}-(\mathbf{C} \odot \mathbf{A})^{T} \mathbf{X}_{1,(2)}^{T}\right\|_{F}^{2}, \\
& \min _{\mathbf{B}_{2}} \frac{1}{2}\left\|\boldsymbol{\Lambda}_{2}\left(\mathbf{C}^{T} \mathbf{C} * \mathbf{A}^{T} \mathbf{A}\right) \mathbf{B}_{2}^{T}-(\mathbf{C} \odot \mathbf{A})^{T} \mathbf{X}_{2,(2)}^{T}\right\|_{F}^{2}
\end{aligned}
$$
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Finally, the subproblems can be respectively written in the form of Eq. 2.22 by assigning

$$
\begin{aligned}
& \mathbf{V}=\boldsymbol{\Lambda}_{1}\left(\mathbf{C}^{T} \mathbf{C} * \mathbf{A}^{T} \mathbf{A}\right), \mathbf{X}=\mathbf{B}_{1}^{T} \text { and } \mathbf{W}=\boldsymbol{\Lambda}_{2}(\mathbf{C} \odot \mathbf{A})^{T} \mathbf{X}_{1,(2)}^{T}, \\
& \mathbf{V}=\left(\mathbf{C}^{T} \mathbf{C} * \mathbf{A}^{T} \mathbf{A}\right), \quad \mathbf{X}=\mathbf{B}_{2}^{T} \text { and } \mathbf{W}=(\mathbf{C} \odot \mathbf{A})^{T} \mathbf{X}_{2,(2)}^{T} .
\end{aligned}
$$

The solution to the subproblems is now straightforward as illustrated in Section 2.4.5.

We now need to rewrite the subproblems for the factors $\mathbf{A}$ and $\mathbf{C}$ which are present in both the first and third term of Eq. (5.4). We show the procedure for $\mathbf{A}$ (which is analogous for $\mathbf{C}$ ). First, we write the minimization problem by using the 1-mode matricization of $\boldsymbol{\mathcal { X }}_{1}$ and $\boldsymbol{\mathcal { X }}_{2}$ (3-mode for $\mathbf{C}$ ):

$$
\min _{\mathbf{A}} \frac{1}{2}\left\|\left(\mathbf{C} \odot \mathbf{B}_{1}\right) \boldsymbol{\Lambda}_{1} \mathbf{A}^{T}-\mathbf{X}_{1,(1)}^{T}\right\|_{F}^{2}+\frac{1}{2}\left\|\left(\mathbf{C} \odot \mathbf{B}_{2}\right) \boldsymbol{\Lambda}_{2} \mathbf{A}^{T}-\mathbf{X}_{2,(1)}^{T}\right\|_{F}^{2} .
$$

By following the procedure shown above, we can write the problem in the following way:

$$
\begin{array}{r}
\min _{\mathbf{A}} \frac{1}{2}\left\|\boldsymbol{\Lambda}_{1}\left(\mathbf{C}^{T} \mathbf{C} * \mathbf{B}_{1}^{T} \mathbf{B}_{1}\right) \mathbf{A}^{T}-\left(\mathbf{C} \odot \mathbf{B}_{1}\right)^{T} \mathbf{X}_{1,(1)}^{T}\right\|_{F}^{2}+ \\
+\frac{1}{2}\left\|\boldsymbol{\Lambda}_{2}\left(\mathbf{C}^{T} \mathbf{C} * \mathbf{B}_{2}^{T} \mathbf{B}_{2}\right) \mathbf{A}^{T}-\left(\mathbf{C} \odot \mathbf{B}_{2}\right)^{T} \mathbf{X}_{2,(1)}^{T}\right\|_{F}^{2},
\end{array}
$$

in which we can assign

$$
\begin{aligned}
& \mathbf{V}_{1}=\boldsymbol{\Lambda}_{1} \mathbf{C}^{T} \mathbf{C}+\mathbf{B}_{1}^{T} \mathbf{B}_{1}, \quad \mathbf{X}=\mathbf{A}^{T} \quad \text { and } \mathbf{W}_{1}=\left(\mathbf{C} \odot \mathbf{B}_{1}\right)^{T} \mathbf{X}_{1,(1)}^{T}, \\
& \mathbf{V}_{2}=\boldsymbol{\Lambda}_{2} \mathbf{C}^{T} \mathbf{C}+\mathbf{B}_{2}^{T} \mathbf{B}_{2} \text { and } \mathbf{W}_{2}=\left(\mathbf{C} \odot \mathbf{B}_{2}\right)^{T} \mathbf{X}_{2,(1)}^{T},
\end{aligned}
$$

leading to

$$
\begin{equation*}
f(\mathbf{X})=\min _{\mathbf{X}} \frac{1}{2}\left\|\mathbf{V}_{1} \mathbf{X}-\mathbf{W}_{1}\right\|_{F}^{2}+\frac{1}{2}\left\|\mathbf{V}_{2} \mathbf{X}-\mathbf{W}_{2}\right\|_{F}^{2} . \tag{5.8}
\end{equation*}
$$

To solve the problem in Eq. (5.8) we need to adapt the KKT conditions, which result to be

$$
\begin{aligned}
& \nabla f(\mathbf{X})=\underbrace{\left(\mathbf{V}_{1}^{T} \mathbf{V}_{1}+\mathbf{V}_{2}^{T} \mathbf{V}_{2}\right)}_{\mathbf{V}_{1,2}} \mathbf{X}-\underbrace{\left(\mathbf{V}_{1}^{T} \mathbf{W}_{1}+\mathbf{V}_{2}^{T} \mathbf{W}_{2}\right)}_{\mathbf{W}_{1,2}} \\
& \nabla f(\mathbf{X}) \geq 0, \nabla f(\mathbf{X})^{T} \mathbf{X}=0, \mathbf{X} \geq 0,
\end{aligned}
$$

whose solution is given by solving

$$
\mathbf{X}^{T} \mathbf{V}_{1,2}^{T}-\mathbf{W}_{1,2}^{T}=0
$$

Since in Eq. (5.4) are present the regularization terms, we have to adapt the KKT conditions for the minimization problem with respect to $\boldsymbol{\lambda}_{1}$ and $\boldsymbol{\lambda}_{2}$. We show the procedure for $\boldsymbol{\lambda}_{1}$, which is analogous for $\boldsymbol{\lambda}_{2}$. We consider the cost function built from the terms in which $\boldsymbol{\lambda}_{1}$ is involved (the first and second in Eq.(5.4)):

$$
f_{\boldsymbol{\lambda}_{1}}=\frac{1}{2}\left\|\boldsymbol{\mathcal { X }}_{1}-\llbracket \boldsymbol{\lambda}_{1} ; \mathbf{A}, \mathbf{B}_{1}, \mathbf{C} \rrbracket\right\|_{F}^{2}+\frac{\alpha_{1}}{2}\left\|\boldsymbol{\lambda}_{1}\right\|_{2}^{2},
$$

and we rewrite it through the vectorization:

$$
f_{\boldsymbol{\lambda}_{1}}=\frac{1}{2}\left\|\operatorname{vec}(\mathbf{C} \odot \mathbf{B} \odot \mathbf{A}) \boldsymbol{\lambda}_{1}-\operatorname{vec}(\boldsymbol{\mathcal { X }})\right\|_{F}^{2}+\frac{\alpha_{1}}{2}\left\|\boldsymbol{\lambda}_{1}\right\|_{2}^{2}
$$

Minimizing the cost function $f_{\lambda_{1}}$ is equivalent to minimize $f_{\lambda_{1}}^{\prime}$, obtained by incorporating the regularization term as follows:

$$
f_{\boldsymbol{\lambda}_{1}}^{\prime}=\frac{1}{2}\|\underbrace{\binom{\operatorname{vec}\left(\mathbf{C} \odot \mathbf{B}_{1} \odot \mathbf{A}\right)}{\sqrt{\alpha_{1}}}}_{\mathbf{v}} \underbrace{\boldsymbol{\lambda}_{1}}_{\mathbf{x}}-\underbrace{\binom{\operatorname{vec}(\boldsymbol{X})}{0}}_{\mathbf{w}}\|_{F}^{2}
$$

The solution to the minimization of $f_{\lambda_{1}}^{\prime}$ follows from Eq. (2.19), as shown in Section 2.4.5.

### 5.1.2 Network reconstruction

Once the network is approximated by using the NTF or the JNTF, we use the resulting factor matrices $\mathbf{A}, \mathbf{B}$, and $\mathbf{C}$ as a guide to rebuild the network, by starting from the original information contained in $\boldsymbol{\mathcal { X }}$. This is done with the aim of both preserving the heterogeneity in the nodes contacts and extracting general behaviours characterizing the network. This is particularly important in the perspective of using the recovered information to study a dynamic process occurring over the network. In particular we suppose to know which of the nodes have only partial activity and we discard the information about the times that were erased. This is based on the observation that while collecting data
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we are usually aware of the nodes that displayed some issues (e.g., people that did not compiled surveys, sensors that did not work correctly) and not about the time in which these issues occur.

To reconstruct the time-varying network from the components we rely on the membership of links (involving a node with partial information) to the components and infer each link activity by looking at the activation time of its temporal component. As shown in Section 4.2.2, the membership of the links can be recovered by computing the product $a_{i r} b_{j r}$ for each link $(i, j)$ in the component $r$, and by accumulating the sum of their square values in decreasing order until it exceeds the $95 \%$ of the norm $\left\|\mathbf{a}_{r} \cdot \mathbf{b}_{r}^{T}\right\|_{F}^{2}$.

The next step is to detect the times in which these links are active. For this purpose we adopt the Otsu threshold, already used in Section 4.2.2, in the following way:

1. we apply on each temporal activity $\mathbf{c}_{r}$ the Otsu method, which provides a threshold $\tau$;
2. we use the threshold $\tau$ to transform $\mathbf{c}_{r}$ in its binary version (having a 1 when the activity is above $\tau$ and a 0 otherwise);
3. we use the binary vector to find the activation times which are not present in the original network $\boldsymbol{\mathcal { X }}$.

Once computed both the links membership and their activation we reconstruct the tensor by adding to the original the contacts between the links involving at least a missing node at the detected times.

As we mentioned in the previous chapter, the distribution of contacts of a time-varying network after its approximation via the NTF tends to be more homogeneous than in the original state. In particular, even though the average weight of the components are perfectly kept by the decomposition, the same does not hold for the weight of the links, that tends to be similar in the same component.

Hence, to reconstruct the time-varying network we recalibrate the weight distribution by taking as a guide the distribution in the original state. This procedure is particularly important because we are here interested in recovering
a time-varying network that has the characteristics of the original one that matters most to reproduce the outcome of a dynamical process.

The reconstructed time-varying network is then obtained by the following procedure. First of all we compute the original weight distribution by taking into account only the links, whose activity is fully known. Then we can operate in two distinct ways:

1. we compute the weight of links involving at least a node having partial information and we reassign their weight by the one picked uniformly at random from the distribution;
2. we compute the weight of links involving at least a node having partial information and we reassign their weights by ranking the values, so that the links having higher weight in the partial information available will have higher weight after the assignment and vice-versa.

As the links in the approximation are modulated in time by the temporal activity of their component, their total weight might be often greater than the one to be reassigned. Thus, to reassign the weight we erase part of the activity in the times that we recovered through the Otsu method until the new weight match the one picked from the distribution.

### 5.1.3 Application

We applied the method, to recover the mesoscale properties of missing data in time-varying networks and the relative procedure to recover the right evolution of dynamical processes, to three different time-varying social networks collected by the SocioPatterns collaboration. The datasets, whose details are described in Chapter 3 are the HT09 and SFHH related to people proximity interactions during two conferences and the LSCH dataset, also described in Chapter 4

To apply the procedure, we simulated on the three datasets a loss of data determined by a percentage $p_{\text {nodes }} \in[0.1,0.2,0.4]$ of nodes picked uniformly at random, whose a percentage $p_{\text {times }}=0.5$ of their activity was removed consecutively in time. To erase the values we proceeded as follows. We represented each dataset as a tensor $\boldsymbol{\mathcal { X }}$, from which we erase the contacts of the selected nodes for the first half of the time, to create a new tensor $\boldsymbol{\mathcal { M }}$.
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We build the tensor mask $\mathcal{W}$, used to solve Eq. (5.1). To this aim, we only assume to know the nodes for which part of the activity is missing. The tensor mask $\mathcal{W}$ is then a tensor of the same size of $\mathcal{X}$ with entries equal to 1 if they are related to a node which is not in the set of those with partial information. Then, for each node having partial information we consider as possibly unknown (i.e. 0) all the zero-entries related to that node if no contacts were present at that time in $\boldsymbol{\mathcal { M }}$.

In the next section we report the results achieved by applying the procedure to recover a reconstructed version of the time-varying networks in the case of the three datasets with partial information, represented as the tensors $\boldsymbol{\mathcal { M }}_{H T 09}$, $\boldsymbol{\mathcal { M }}_{\text {SFHH }}$, and $\boldsymbol{\mathcal { M }}_{L S C H}$.

## Approximation results

As described in Section 5.1.1, the first step is the approximation of the tensors via non-negative tensor factorization techniques. We start our analysis by solving the NTF problem of Eq (5.1), which provides as a result the components needed to build an approximated version of the network.

Table 5.1 Selected rank and core consistency values. The table reports the selected ranks $R$ for each of the LSCH, HT09, and SFHH datasets, as well as the core consistency values $C C$, corresponding to the best realization out of 20 decompositions. These values are displayed for the $10 \%, 20 \%$ and $40 \%$ of missing nodes in the datasets and half the time span.

| Dataset | \% nodes | \% times | R | CC |
| :--- | :--- | :--- | :--- | :--- |
| LSCH | 10 | 50 | 12 | 91.7 |
|  | 20 | 50 | 12 | 92 |
|  | 40 | 50 | 11 | 94.3 |
| HT09 | 10 | 50 | 9 | 94.6 |
|  | 20 | 50 | 9 | 91.3 |
|  | 40 | 50 | 7 | 89 |
| SFHH | 10 | 50 | 12 | 92.5 |
|  | 20 | 50 | 12 | 91.2 |
|  | 40 | 50 | 11 | 85 |

First of all we select the number of components to decompose each tensor. The assessment of the final number of components $R$ is given by the computation of the core consistency between $\boldsymbol{\mathcal { M }}$ and its approximation in the tensor entries that are not related to nodes with partial information. We performed 5 different decompositions for each number of components $r \in\left[2, \ldots, R_{\max }\right]$. Here, $R_{\max }$ varies depending on the dataset. In particular, $R_{\text {max }}=R_{\text {final }}-1$, where $R_{\text {final }}$ corresponds to the first number of components in which the core consistency at each realization is lower than $85 \%$. We decided to set a high threshold for the core consistency instead of looking at the change of slope as done in Section 4.1.2, to have approximations as faithful as possible to the original network. We highlight that the final rank could vary depending on the number of nodes with activity partially missing taken into account, because the greatest is the percentage of missing nodes the most the correlations in the activity of the links are broken. The final values selected for each datasets and each percentage of nodes are reported in Table 5.1.

Once selected the best rank $R$, we run for that value 20 decompositions for each tensor and pick the result corresponding to the highest core consistency values. Table 5.1 also reports the core consistency values obtained, which correspond to the best realization for each case.

Table 5.2 Weight comparison. Comparison of the total sum of the weights in the original $\boldsymbol{\mathcal { X }}$, missing $\boldsymbol{\mathcal { M }}$, and approximated $\boldsymbol{\mathcal { X }}_{\text {app }}$ tensor of each dataset and different percentages of missing values.

|  | LSCH | HT09 | SFHH |
| :---: | :---: | :---: | :---: |
| Original | 89298 | 11550 | 36976 |
| $10 \%-50 \%$ |  |  |  |
| Missing | 80956 | 10692 | 32266 |
| Approximated | 95619 | 13330 | 38297 |
| $20 \%-50 \%$ |  |  |  |
| Missing | 73166 | 9396 | 29096 |
| Approximated | 94863 | 13002 | 36833 |
| $40 \%-50 \%$ |  |  |  |
| Missing | 61572 | 7940 | 22048 |
| Approximated | 91878 | 16159 | 35798 |
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As discussed in the previous sections, the NTF is able to keep in the approximation some of the characteristics of the original time-varying network, while changes others. For this reason we computed the total sum of the weights of the links in the original time-varying network $\boldsymbol{\mathcal { X }}$, the one with the missing values $\boldsymbol{\mathcal { M }}$, and the approximated one $\boldsymbol{\mathcal { X }}_{\text {app }}$, summarized in Tab. 5.2.

Consistently to what we have shown in the previous chapter, even in presence of missing values, the NTF manages to keep almost fixed the total sum of the approximated tensor. The little increasing in the total tensor weight is due to the fact that the approximation tends to create more links between nodes which are found to be in the same components. This phenomenon is reinforced in the presence of nodes having partial activity as the information of the contacts between them is missing and thus these nodes tend to be connected to all the nodes in the same components. However, increasing the amount of nodes with partial information decreases the connection in the network and thus erases the correlations between the activities of the nodes.

Table 5.3 Average weights computed in each sub-networks corresponding to the links belonging to the NTF components and their activity in time. Here, the original and $20 \%-50 \%$ approximated cases are compared. The results show that even with partial information the NTF is able to keep the average weights of the original network.

|  | LSCH |  | HT09 |  | SFHH |  |
| :---: | :---: | :---: | :---: | :---: | :--- | :--- |
| Components | Original | Approximated | Original | Approximated | Original | Approximated |
| 1 | 17.32 | 17.34 | 6.91 | 8.10 | 23.54 | 16.06 |
| 2 | 7.90 | 8.53 | 18.18 | 18.18 | 10.84 | 11.48 |
| 3 | 17.07 | 15.70 | 23.33 | 17.56 | 2.57 | 2.45 |
| 4 | 11.69 | 11.75 | 4.69 | 5.08 | 0.44 | 0.46 |
| 5 | 12.59 | 12.38 | 9.53 | 9.00 | 5.86 | 5.60 |
| 6 | 11.86 | 11.34 | 2.59 | 2.40 | 0.46 | 0.55 |
| 7 | 13.05 | 11.84 | 2.21 | 2.40 | 3.07 | 4.06 |
| 8 | 12.03 | 11.66 | 13.00 | 11.00 | 1.02 | 1.19 |
| 9 | 5.44 | 5.29 | 3.72 | 4.69 | 1.21 | 1.26 |
| 10 | 7.66 | 7.65 |  |  | 2.37 | 2.07 |
| 11 | 4.86 | 5.01 |  |  | 0.86 | 0.91 |
| 12 | 2.81 | 3.09 |  |  | 20.83 | 9.64 |

As we discussed in Section 4.1.3, this mechanism makes the approximated network more homogeneous. Thus, to be able of correctly reproducing dynamical processes on top of the network, we need to reinsert the heterogeneity
properties. We will see how the reconstruction step is effective in solving this problem in the next section.

These observations as well as those introduced in Chapter 4 stress the importance of reintroducing the heterogeneity in the number of contacts, as the outcome of a diffusion process might be different from the approximated network provided by the NTF to the original network. However, the NTF is able to keep some of the original network characteristics, even in the presence of missing values. This is the case of the average weight in the sub-networks corresponding to the components. We show as a representative example the average weights in the three datasets corresponding to the $20 \%$ of missing nodes and $50 \%$ of the timeline in Table 5.3.

Table 5.4 Pearson's correlation coefficient between temporal activities of the nodes, whose activity was partially missing, in the original and in the approximated network. The coefficient are computed by comparing the total number of contacts of each of these nodes on half the temporal line in the original and approximated cases. The table shows the set in which the coefficients vary and the related median value. The results corresponds to the statistically significant values achieved, i.e. having p-value $<10^{-3}$.

|  | Pearson's coeff. | median value | p-value |
| :---: | :---: | :---: | :--- |
| LSCH |  |  |  |
| $10 \%-50 \%$ | $[0.70,0.93]$ | 0.85 | $<10^{-3}$ |
| $20 \%-50 \%$ | $[0.52,0.92]$ | 0.85 | $<10^{-3}$ |
| $40 \%-50 \%$ | $[0.54,0.94]$ | 0.84 | $<10^{-3}$ |
| HT09 |  |  |  |
| $10 \%-50 \%$ | $[0.29,0.81]$ | 0.65 | $<10^{-3}$ |
| $20 \%-50 \%$ | $[0.23,0.83]$ | 0.59 | $<10^{-3}$ |
| $40 \%-50 \%$ | $[0.22,0.78]$ | 0.52 | $<10^{-3}$ |
| SFHH |  |  |  |
| $10 \%-50 \%$ | $[0.29,0.90]$ | 0.60 | $<10^{-3}$ |
| $20 \%-50 \%$ | $[0.31,0.88]$ | 0.56 | $<10^{-3}$ |
| $40 \%-50 \%$ | $[0.29,0.92]$ | 0.58 | $<10^{-3}$ |

Moreover, when approximating a network in which strong correlated activity patterns are present, the overall activity in time of the nodes with partial information is well approximated. The results achieved in recovering the
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total number of contacts with time for nodes, whose activity was partially missing, are shown by Table 5.4 in which we reported the Pearson's coefficients (range, median values) for statistically significant cases (p-values $<10^{-3}$ ). As we can observe by the coefficients values the NTF achieved good results in approximating the overall activity of the nodes (i.e. the total number of contacts of a node in time).

To better understand this result, we displayed in Fig. 5.1 the profiles of one missing node activity for each dataset in the approximation $\boldsymbol{\mathcal { X }}_{\text {app }}$ and compare it with the original case $\mathcal{X}$ and the one with partial information $\boldsymbol{\mathcal { M }}$.

(a) Activity of one node with partial information in the LSCH dataset

(b) Activity of one node with partial information in the HT09 dataset

(c) Activity of one node with partial information in the SFHH dataset

Fig. 5.1 Comparison of one activity of a nodes with partial information in the original, missing and recovered case. The comparison is shown for one representative node in each dataset. Here, the total amount of contacts in the original case is displayed in blue, the missing in green, and recovered by the NTF in red.

## Reconstruction results

Once obtained the best approximation with NTF, we can recover some mesoscale properties for the nodes whose part of the activity was missing by studying both the topological and temporal patterns. In particular, we find the links involving nodes with partial activity and their activation times as explained in Section 5.1.2. To obtain the reconstructed network $\mathcal{X}_{\text {rec }}$ we inserted heterogeneity characteristics in the network by reassigning the weight for each of the added link. This operation yield a time-varying network in which the missing information is recovered and its heterogeneity properties are kept.

As a result we reconstructed the time-varying networks of the LSCH, HT09, and SFHH datasets. With the aim of evaluating how much our procedure enables to recover the outcome of dynamical processes, we simulated an epidemic spreading over the three different datasets. Then, we compared the results of the simulations in the original network $\mathcal{X}$, in the one with the partial information $\boldsymbol{\mathcal { M }}$ and in the recovered one $\boldsymbol{\mathcal { X }}_{\text {rec }}$.

For this purpose, we computed an SIR process with different probabilities of infection $\lambda$ and recovery $\mu$. In particular we computed the process for all the couples $(\lambda, \mu)$ with $\lambda, \mu=10^{x-1}$, where we took 20 values of $x \in[-2,1]$. Then, we run several realizations (here 1000) for each couple of probabilities. Each realization starts from a node (the root) which we take among the nodes having all the information. We selected for the study the simulations that satisfy the following criterion:

- the disease spreading has to be finished in the time span of the dataset ;
- the number of infected/recovered individuals has to be greater than the $20 \%$ and lower than the $80 \%$ of the entire population.

These requirements allow to take into account in the study only those simulations that really started and finished in the entire duration.

To compare the different results obtained by using $\boldsymbol{\mathcal { X }}, \boldsymbol{\mathcal { M }}$, and $\boldsymbol{\mathcal { X }}_{\text {rec }}$ we computed the distribution of the epidemic size, in the original, missing, and recovered cases. We reported the results for the LSCH dataset in Fig. 5.2. For each percentage of $p_{\text {nodes }}$ we displayed two representative couples of the selected probabilities. In particular, we selected $\lambda=10^{-0.8}, \mu=10^{-0.6}$ and
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$\lambda=10^{-0.6}, \mu=10^{-0.6}$ with the $10 \%$ and $20 \%$ of nodes, while as the number of missing nodes reaches the $40 \%$ we selected the probabilities $\lambda=10^{-1.4}, \mu=10^{-1.3}$ and $\lambda=10^{-1.3}, \mu=10^{-0.95}$.


Fig. 5.2 Distribution of the epidemic size in the original, missing and recovered cases. We compare the results obtained in the LSCH dataset for $10 \%, 20 \%$ and $40 \%$ of nodes in which we erased the activity in the $50 \%$ of the times. The results are shown for two significant couples of probabilities: $\left(\lambda=10^{-0.8}, \mu=10^{-0.6}\right)$ and $\left(\lambda=10^{-0.6}, \mu=10^{-0.6}\right)$ for $10 \%, 20 \%$, and $\left(\lambda=10^{-1.4}, \mu=10^{-1.3}\right)$ and $\left(\lambda=10^{-1.3}, \mu=10^{-0.95}\right)$ for $40 \%$.

The difference in the couples of probabilities for the case with $p_{\text {nodes }}=40 \%$ is due to the selection procedure. To compare the distribution of the epidemic size we simulate SIR processes which start from the same root, which is a node chosen outside the missing node set.


Fig. 5.3 Distribution of the epidemic size in the original, missing and recovered cases. We compare the results obtained in the HT09 dataset for $10 \%, 20 \%$ and $40 \%$ of nodes in which we erased the activity in the $50 \%$ of the times. The results are shown for two significant couples of probabilities: $\left(\lambda=10^{-0.6}, \mu=10^{-1.3}\right)$ and $\left(\lambda=10^{-0.5}, \mu=10^{-0.8}\right)$ for $10 \%, 20 \%$, and $\left(\lambda=10^{-0.5}, \mu=10^{-1.1}\right)$ and $\left(\lambda=10^{-0.5}, \mu=10^{-0.8}\right)$ for $40 \%$.
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However, as the set of missing nodes changes, the selected root could be different from one case to the other, thus giving as a result different selected probabilities.

The results obtained for LSCH highlight the performance of the procedure, as it achieved a good match with the original case. It is worth noting that the results of the method are closer to the original case than those obtained by simply simulating the epidemic spreading on the network affected by the missing values.

In Fig. 5.3 we displayed the results achieved on the HT09 dataset. Here, we chose as couples of probabilities $\lambda=10^{-0.6}, \mu=10^{-1.3}$ and $\lambda=10^{-0.5}, \mu=10^{-0.8}$ for the cases with $10 \%$ and $20 \%$ of missing nodes, while for $40 \%$ of missing nodes we chose $\lambda=10^{-0.5}, \mu=10^{-1.1}$ and $\lambda=10^{-0.5}, \mu=10^{-0.8}$. The results achieved in the case with $10 \%$ and $20 \%$ of missing nodes are consistent to what was previously found for LSCH. The epidemic size is correctly kept in contrast to the results obtained from $\boldsymbol{\mathcal { M }}$. Even if the distributions in the case of $40 \%$ of missing nodes seem less precise if compared with the other cases, they are reasonable: as the number of groups of correlated activities in the network is small the deletion of a great amount of entries leads to the disruption of the interconnection in the groups. Therefore, the recovering of the missing values is more difficult and the results deviate a bit from the original. In any case the information provided by these results is realistic and closer to the original behaviour than the one obtained by the study of the network with partial information.

Finally we presented the results obtained by applying the procedure on the SFHH dataset. The results are shown in Fig. 5.4, in which we displayed the couples of probabilities $\lambda=10^{-0.8}, \mu=10^{-1.3}$ and $\lambda=10^{-0.6}, \mu=10^{-1.1}$ in all the three cases. As the results shown in the previous cases, the application of the procedure on the SFHH network approximated by the NTF allowed to get closer to the epidemic sizes of the original process. In the case of $40 \%$ of nodes with partial information the epidemic size is underestimated. However, it is a normal mechanism that can occur when the amount of missing values is drastically increasing. This result is due to the fact that to recover the missing information the NTF takes advantage of the correlated activity patterns in the time-varying network, and when the amount of lacking information is higher
the correlation between the activities of the links in the network decreases as many links are lost. To overcome this limitation, we propose the use of the JNTF to approximate the network by exploiting some external information.


Fig. 5.4 Distribution of the epidemic size in the original, missing and recovered cases. We compare the results obtained in the SFHH dataset for $10 \%, 20 \%$ and $40 \%$ of nodes in which we erased the activity in the $50 \%$ of the times. The results are shown for two significant couples of probabilities: $\left(\lambda=10^{-0.8}, \mu=10^{-1.3}\right)$ and $\left(\lambda=10^{-0.6}, \mu=10^{-1.1}\right)$.
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## JNTF results

As we have seen in the previous section, when the amount of missing values affecting the time-varying network drastically increases, the NTF has difficulty in recovering the missing information. This difficulty arises from the fact that when we erase contacts from the time-varying network, we are also destroying the correlated activity patterns between the links. Thus, as the NTF looks for correlation in different dimensions, the stronger this correlation is affected the worse is the final approximation.

To overcome this issue, we adopted the JNTF, which looks for correlations in the data from multiple data sources at a time. In this way, we are able to add the information lacking in the principal dataset by using some external knowledge about it. Among the three datasets used to test our procedure, the LSCH dataset has as an additional information the locations (rooms in the school) in which individuals were at each time. As explained in Chapter 3, in 15 locations of the school (e.g., classes, playground, etc.) there were antennas. The antennas registered the presence of individuals in their proximity, given as a result a time-varying location network, describing where individuals were at each time during the data collection process. The correlation between the two networks is then simple: if two individuals were in contact then they were in the same location; if two individuals were in the same location they could have been in contact.

To compare the JNTF results with the one obtained by the NTF we simulated a loss of data corresponding to $p_{\text {nodes }}=0.2$ and a $p_{\text {times }}$ of the time span, erased consecutively from its beginning, varying in the range $[0.1,0.2,0.3, \ldots, 1]$. We look at these different percentages to establish at which amount of missing data the NTF is not anymore able to recover the missing information and see how the JNTF can be used to fix this issue.

To assess the number of components for the JNTF, as this method computes the sum of several approximations at a time we use as an hint the value obtained by adopting the NTF on the tensor with the missing information, as it corresponds to the data that we want to approximate. As shown in the Table 5.5, the core consistency values corresponding to the best realizations over 20 runs of the JNTF are lower than the one achieved by the simple

NTF. However, this does not necessarily correspond to a worse approximation but finds an explanation in the fact that we are decomposing two tensors at the same time. Indeed, the involvement of external information that even if correlated is different from the tensor that we want to recover leads to lower core consistency values.

Table 5.5 Core consistency values of the NTF and the JNTF best realizations for each percentage of the time span erased and $20 \%$ of missing nodes.

| \% time | CC NTF | CC JNTF |
| :---: | :---: | :---: |
| 10 | 89.9 | 77.7 |
| 20 | 89.7 | 75.3 |
| 30 | 89.7 | 72.2 |
| 40 | 92.3 | 75.7 |
| 50 | 89.5 | 73.7 |
| 60 | 89.8 | 72 |
| 70 | 89.6 | 75.7 |
| 80 | 90 | 70.4 |
| 90 | 90.2 | 59 |
| 100 | 90.4 | 70.5 |

To evaluate the results obtained on the simulation of the SIR processes and compare the NTF with the JNTF we reported in Fig. 5.5 the distribution of the epidemic size in the original network, the one with partial information and the two reconstructed by the approximation obtained with the NTF and the JNTF. In particular, we displayed as representative cases those corresponding to the $20 \%, 60 \%$ and $100 \%$ of time line erased. As the percentages is selected consecutively on the time span of the network instead of on the overall activity of the nodes, the cases between $30 \%$ and $60 \%$ coincide as in the LSCH datasets in that window of time no activity was recorded.
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Fig. 5.5 Distribution of the epidemic size to compare the results achieved by using the NTF and the JNTF. Here, we show as significant amount of data erased the couples $20 \%-20 \%, 20 \%-60 \%$, and $20 \%-100 \%$. In the last case the NTF, which is displayed in the other figures with the red line, coincide to the green line which is the one obtained by simulating the SIR process on $\boldsymbol{\mathcal { M }}$

For the comparison we show two couples of selected probabilities: $\lambda=$ $10^{-0.8}, \mu=10^{-0.6}$ and $\lambda=10^{-0.6}, \mu=10^{-0.6}$. As we observe in Fig 5.5, the results obtained by the NTF and the JNTF are comparable in the case of $20 \%$ of the time span erased. The results in both cases well reproduce the outcome
of the SIR process, in opposition to those obtained on the partial network. The same observation can be done in the case of $40 \%$ of the time span erased, even if in this case the JNTF is more precise than the NTF to reproduce the distribution of the epidemic size. This is particularly clear in the right panel of the $20 \%-60 \%$ case. Finally, we have shown the case in which the overall activity of the missing nodes is erased. In this case, the NTF is not able to recover any value as it cannot find any correlation in the data. For this reason we did not display the red curve, as the results for the NTF coincide to the one obtained on the partial network (green curve). It is worth noting that, despite the overall activity of the nodes was erased, the JNTF is able to capture, by using the external information provided by the co-location of the nodes, their groups of correlated activity. Thus even in this extreme case the method allows to get closer to the original outcome of the process.

### 5.2 Conclusion

In this chapter we have shown how to use tensor factorization techniques to uncover mesoscale properties for nodes for which we have only partial information. In other terms, we extracted meaningful groups of links from the partial network and we assigned groups and their corresponding properties (temporal activity) to nodes having partial information. This enabled us to build an approximation of the original network. In the second part we have shown how to adjust this approximation, to reproduce the evolution and characteristics of dynamical processes that occur over the networks.

To approximate the network, we adapted both the NTF and a generalized version of the NTF: the JNTF. This method allows to integrate the information provided by different types of time-varying networks. In the NTF case, the missing information can be recovered at the mesoscale level by analysing the correlation of the links having partial information with the other links in the network. This step allows to find the membership of the links having partial information and their temporal activity. In the JNTF case, the missing information is not only recovered by the correlated activity patterns established in the time-varying network of contacts, but also by using some external source of information to approximate the network. This is possible by assuming that
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the external data are coupled with the source with partial information in some dimension.

As the approximation changes some of the relevant properties of the original network, we then described how to adjust these properties on the approximated network. To this aim, we reassigned the heterogeneity in the number of contacts per link and in their temporal activation, characteristics which were found to be essential for dynamical processes.

In conclusion, we managed to devise a methodology that successfully recover mesoscale properties of nodes from a partial network. We provided an alternative methodology based on the JNTF. This methodology helps in the case in which the percentage of missing values is so high, that it renders the NTF incapable of correctly recovering the missing information. The use of such a technique is possible when external data sources are available, as it gives a natural way to merge the information from different data sources.

Finally, we provided a procedure to reconstruct time-varying networks such that it enables to reproduce the outcome of an epidemics, even in case of missing information. We obtained a good agreement between the distributions of the epidemic size in the original and recovered networks. The achieved results highlight the impact that different characteristics of the network have in modelling a diffusion process.

The analysis carried out in the present chapter confirmed that heterogeneous properties, such as a broad distribution of weights and burstiness, as well as correlated activity patterns are principal ingredients found in empirical social network data and key aspects regarding spreading processes. Thus, we decided to use these ingredients to devise a generative model for time-varying networks. In the next chapter, we will see the main idea behind our generative model, which is based on the work we developed up to this point.

## Chapter 6

## Generative Model for Time-varying Networks

The studies which we carried out in the previous chapters helped us to understand and learn some meaningful properties about time-varying networks. In particular, we have shown that correlated activity patterns, uncovered by tensor decompositions, are an important part in the description of time-varying networks. However, tensor decompositions tend to approximate time-varying networks, by homogenizing some of their characteristics, e.g., the weight distribution. And we know, from both the literature and the work developed in the previous chapter, that heterogeneity properties are essential when studying dynamical processes occurring over networks.

In this chapter, we sketch a generative model for time-varying networks in which we take into account all the ingredients which we found to be important in our previous works. Our intention is to use this model to study the interplay between network properties and dynamical processes in a systematic way. We will show the results achieved, which, although preliminary, are promising and represent a basis for the development of our future work, which we delineate at the end of the chapter.

### 6.1 Topological and temporal effects

How can we affect dynamical processes occurring over a network? What are the elements that play a striking role in the evolution of processes such as a disease spreading? Is it possible to predict which are the properties of a network having a greater impact on the dynamics?

With the aim of answering these questions, a great amount of work have been devoted to investigate the underlying structure of networks and how its elements can affect dynamical processes. This is of particular relevance because some factors can strongly affect the evolution of dynamics such as spreading processes and can be used to plan targeted mitigation interventions.

In the recent years, several studies have shown that both temporal and topological characteristics in networks contribute to slow down dynamical processes $[58,78]$, by comparing the dynamics with randomized models. An alternative way to study the importance of such characteristics is by devising generative models for time-varying networks, as we mentioned in Section 1.7. To devise such models, empirical time-varying networks properties, e.g., interevent time distribution, degree distribution, etc., are analysed. The purpose is to extract meaningful properties to generate synthetic networks in which realistic topological and temporal correlations can be tuned [68].

As introduced in Section 1.7, an example of generative model model for time-varying networks was proposed by Granell et al. [91]. The model, based on stochastic block models, generate a synthetic network from the combination of sub-networks in which the nodes are tied by a certain probability. Here, the number of links in the network is drawn from a binomial distribution, and the temporal activation of the links is determined by a periodic function, i.e. triangular waveform.

However, the aforementioned models either rely on randomization techniques or take into account the global properties of the network to assign them to the single nodes. In this work, we are interested in devising a generative model of time-varying networks, which is not based on a randomization technique and in which we can create the network by means of mesoscale structures. This model can be used to generate synthetic networks, built from the sum of several sub-networks, in which we assign different correlated activity patterns with
certain properties in both time and topology. Our aim is to study the interplay between the assigned correlated activity patterns and dynamical processes occurring over the network.

### 6.2 Generative model

One major challenge is the study of the effect of coupled temporal and topological properties of networks on dynamical processes. As we mentioned before, a lot of work has been devoted to answer questions on how the dynamical processes are affected by the network properties. However, usually either the temporal or the topological aspects are investigated.

Our aim is then to devise a generative model of time-varying networks in which we are able to assign specific characteristics in both time and topology. Having the control on such properties and having the possibility of modulating them, give us a way of assessing their impact on dynamical processes.

To devise such a generative model we started from one key idea: a timevarying network can be seen as composed by a sum of several sub-networks. This observation comes from the previous studies on time-varying networks, which we carried out through the use of tensor factorization techniques. As we have seen in the previous chapters, a time-varying network can be represented as a tensor that the NTF is able to approximate through the sum of rankone tensors. Generally speaking, these rank-one tensors can be interpreted as sub-networks, in which only part of the original links are active. Each rank-one tensor in fact will be the representation of one group of links and their correlated activity patterns in the original network. This idea has also a natural interpretation when considering time-varying social networks: people are often engaged in several activities, which might involve different people at different times.


Fig. 6.1 Generative model for time-varying networks. A synthetic time-varying network is created by summing several sub-networks. Each sub-network $\mathcal{S}_{r}$ is characterized by a topological structure $\mathbf{A}_{r}$ which is modulated in time by a specific temporal pattern $\mathbf{c}_{r}$. Each sub-network is characterized by different properties in topology and time.

Starting from this idea, we use as an hint the factor matrices of the NTF to generate time-varying networks. The procedure is shown in Fig. 6.1 and for each sub-network $\mathcal{S}_{r}$ can be divided as follows:

1. we create an adjacency matrix $\mathbf{A}_{r}$ on the basis of observations made on empirical networks (see details below);
2. we modulate the matrix $\mathbf{A}_{r}$ by computing its outer product with a temporal activity.

Finally, we sum all the sub-networks to have the final synthetic time-varying network $\boldsymbol{T}$.

To generate the topological structures we started from the observations derived by Gauvin et al. [167], whose aim was to determine and rank the mesoscale structures identified by the NTF by studying which has an impact on a spreading process. In the paper, the mesoscale structures having a major
impact on the dynamics are identified in those composed by mixed clusters (mixed school classes). Such sub-networks are then characterized by a lower weighted clustering coefficient, defined as [171]:

$$
C_{i}=\frac{\sum_{j, k} w_{i j} w_{j k} w_{i k}}{\sum_{j \neq k} w_{i j} w_{i k}},
$$

where $w_{i j}$ is the weight of the link $(i, j)$. Thus we decided to generate the topological structures, i.e. the matrices with the links of a certain sub-network, in a way that ensure of having different clustering coefficients in different structures. To this aim, we relied on observations made on empirical timevarying social networks: we require that the ratio of the largest to the lowest node membership in a component is bounded, and that a node is usually involved in a limited number of components.


Fig. 6.2 Synthetic temporal activity used to modulate a topological structure in time and creating a sub-network. The activity is built on the basis of a temporal activity of the components in the decomposition of the LSCH dataset. The activity is binary after the application of the Otsu threshold and normalized afterwards

Then we adapt the temporal activities of the components in the LSCH decomposition, which we use to modulate the topological part, as follows. We apply the Otsu threshold on the temporal activities, to detect when they were active or inactive. We use the resulting threshold on the temporal activities to make them binary and finally we normalize them. An example of the resulting temporal activities $\mathbf{c}_{r}$ is given in Fig. 6.2. With this procedure we are able to generate sub-networks characterized by different clustering coefficient and different temporal activities.

### 6.3 Results

One of the strengths of this model is that we are able to combine and control different topological and temporal structures to create a synthetic time-varying network. Moreover, as the model is additive, we are not only able to create synthetic networks by summing several sub-networks, but we can also remove one sub-network at a time, as shown in Fig. 6.3. This procedure allows to assess the impact of each sub-network on the evolution of a dynamical process.


Fig. 6.3 Procedure to determine the impact of a mesoscale structure in time-varying networks. We start from the synthetic network $\boldsymbol{\mathcal { T }}$ which we generate by the sum of several sub-networks $\mathcal{S}_{r}$. We remove one $\mathcal{S}_{r}$ at a time to compare the original network to the one in which one mesoscale structure is not present anymore.

To study the impact of each sub-network, we remove one of them at a time from the overall synthetic network. Then, we simulate an SI process over the original network and over the one generated by the removal of one sub-network. Finally we compute the delay ratio [172, 167], which is defined as

$$
\tau_{r}=\left\langle\frac{t_{j}^{r}-t_{j}}{t_{j}}\right\rangle
$$

where $t_{j}$ is the time in which half of the population is infected in the original network with the infection starting from node $j, t_{j}^{r}$ is the half infection time in the network with the removal.

As we assigned on purpose different clustering coefficients to the different sub-networks, we first of all investigated if there exists a correlation between the delay ratio and the clustering coefficient. Here we present the case in which a synthetic network is created by $N=12$ sub-networks. Each sub-network is built by following the procedure explained in the previous section.

After the removal procedure for all the sub-networks and the related simulation of the SI processes, we computed the delay-ratio values for the 12 cases. We have shown the results in Fig. 6.4


Fig. 6.4 Delay-ratio values and the inverse of the clustering coefficient are shown for each of the 12 sub-network removals. The x-axis indicates the removed sub-network.

As we can observe in the figure, there is a clear correlation between the delay-ratio and the inverse of the clustering coefficient values: the lower is the clustering coefficient the higher is the delay-ratio. The only case that does not follow the observed trend corresponds to the removal of the 12 -th sub-network. However, by further investigating the properties of this subnetwork we noticed that even if its topological structure is characterized by a low clustering coefficient, the activation of the links occur late in time, as shown by the temporal activity in Fig 6.5.


Fig. 6.5 Temporal activity of the 12 -th sub-network used to build the final synthetic time-varying network. The total activation of the time-series is concentrated on the second half of the time line.

Therefore, as the group of links of the 12 -th sub-network activates late in time, by construction, the removal of this sub-network cannot have a significant impact on delaying the time in which half of the population is infected.

### 6.4 Future work

As we have shown in the previous sections, our generative model allows to create synthetic time-varying networks. Our method is simple as it is based on an additive representation of time-varying networks. This representation enables to control the temporal and topological properties of the sub-networks and we have seen that the clustering coefficient is an important factor to determine the impact of a sub-network on dynamical processes.

Encouraged by these promising results, we are now decided to modify the generative model to be able of creating time-varying networks in which the sub-networks are characterized by heterogeneous properties, such as burstiness. To this purpose, we further studied the characteristics of the temporal and topological properties of the components in empirical networks to be able to assign similar characteristics and create new synthetic structures.

In particular, we would like to adopt the negative binomial distribution as a candidate to assign the structural and temporal properties of the network. We use this distribution to assign the weight of links belonging to the same subnetwork. In this way not only we act on the number of contacts per link but we
also erase partially the correlated activity of the nodes in the same component, thus rendering their temporal activity patterns bursty. This is important because we have seen that the heterogeneous properties are fundamental when studying the interplay between time-varying networks and dynamical properties.


Fig. 6.6 Fit of the weight distribution of a sub-network by means of the negative binomial distribution. The sub-network is given by the decomposition of the LSCH dataset.

We propose the use of the negative binomial distribution

$$
D(x)=\sum_{n=0}^{x}\binom{n+r-1}{r-1} p^{r}(1-p)^{n}
$$

as we observed that it is particularly suitable to fit the weight distribution of the sub-networks (corresponding to the components of the NTF). We provide in Fig. 6.6 an example of fit of the weight distribution of the links in one of the aforementioned sub-networks with the negative binomial distribution.

To test the impact of this distribution in the model, we first take into account the LSCH dataset as a starting point. We decompose the network and use the binomial distribution to generate new topological and temporal structures in which we can assign the weight to the links of the synthetic network. To assign the new weights to the links we use a similar approach to the one presented in Section 5.1.2: we select a weight from the negative binomial distribution; we look at the temporal activity of the link; we erase link activation randomly in time, such that the final weight equals the one to
be assigned. In this way we both keep partial correlated activity between links belonging to the same sub-network, and we introduce heterogeneity properties in time and topology.


Fig. 6.7 Inter-event time distributions and number of contacts per links distributions in the original and synthetic network.

As shown in Fig. 6.7, through this procedure, we are able to find a number of contacts per link distribution and an inter-event time distribution which are in good agreement with what we observed in real contact networks. Therefore, the resulting synthetic network is characterized by real network structures and properties. It has been shown that in some cases, generating a network with these two distributions taken from the original network is enough to reproduce the outcome of a spreading process on the original network [60].

### 6.5 Conclusion

Devising a generative model for time-varying networks is a major challenge that helps in the investigation of the interplay between the network properties and dynamical processes which occur over the network.

Here we sketched a generative model in which we can control both the temporal and topological characteristics and combining them. Our model is the result of the conclusions of the previous works which we carried out to study time-varying networks through tensor decomposition. Indeed, we used the NTF as a basis to create a generative model in which a synthetic time-varying network is created by summing multiple sub-networks at a time. This assumption is supported by our previous studies in which we decomposed time-varying networks into the sum of elementary pieces, corresponding to sub-networks.

This additive construction could remind the block structure of stochastic block models, where blocks correspond to sub-networks. However, our subnetworks are built from a static network modulated in time. In this way, each sub-network is characterized by specific topological and temporal structure at the mesoscale level, thus corresponding to a particular correlated activity pattern, which is not present in stochastic block models.

The simulations of SI processes on the original synthetic network and on the altered networks, where one sub-network was removed at a time, brought to the identification of the clustering coefficient value as a decisive factor to predict the impact of a certain sub-network on the spreading process. It is worth noting that our model architecture, although preliminary, is such that
we can act separately on temporal activities and structural properties. This construction allows to extend the study to richer temporal patterns and to test the robustness of our observations.

We are now going further in the definition of the generative model by refining the way we are creating the synthetic temporal and topological patterns. As we have learnt from the literature and our previous work, heterogeneous properties, such as the number of contacts per link and burstiness, are fundamental to create realistic time-varying networks. We proposed to include such heterogeneities while building the topological and temporal patterns in the generative model. A natural candidate, which we observed to be suitable for such purpose, is the negative binomial distribution, which we used to assign the weight distribution to each sub-network in the model. This way of using the negative binomial distribution helps in the generation of networks displaying inter-event time distributions and number of contacts per link distributions which resemble the one encountered in real-world networks. And, these distributions are known to be crucial in the outcome of a spreading process.

In conclusion, we proposed a model to generate synthetic time-varying networks, with partial correlated activity patterns. We know that these are important characteristics found in empirical networks. Nevertheless, we want also to explore new directions for generating time-varying networks. To this purpose, we are now collaborating with Tiago Peixoto on reproducing the outcome of SI processes with a generative model for time-varying networks based on variable-order hidden Markov chain model [85]. This model differs from the one we proposed in this chapter as it is based on maximum likelihood estimation techniques, which provide in an unsupervised fashion the set of parameters, such as the number of components, required to generate the network.

## Conclusion

The study of time-varying networks is a wide research topic, which has been tackled in many fields from several points of view. This is a direct consequence of the fact that time-varying networks are appropriate objects to represent a wide range of complex natural systems, in a concise manner.

In the development of my Ph.D thesis I have looked at the problem of analysing time-varying networks with a slightly different point of view from the one usually adopted in complex systems fields. Indeed, all the methods devised in the present work rise from the intersection between multiple disciplines: multi-linear algebra, machine learning and complex network theory. We took advantage of the knowledge developed in these disciplines to provide an answer to specific questions related to time-varying networks.

In the first part of this work, I have focused on the analysis of the specific properties of time-varying networks, by trying to give an answer to several questions about the network itself: how are the elements in time-varying networks organized? What are their relations in topology and time? How can we detect such relations and their evolution? Which are the meanings of the detected relations?

To answer to these questions I decided to study time-varying networks by taking advantage of one special group of mathematical methods: tensor decomposition techniques. As the literature suggests, tensor decompositions can be applied to handle a great variety of applications. However, what I found to be the most powerful advantage of such techniques is that, once you learn how these techniques are built and how to apply them to your specific problem, it is possible to modify their framework to face several issues. Therefore, the first main result of this thesis corresponds to the development of several methods and
procedures in which we extended the mathematical framework behind tensor decompositions.

The second main ingredient in the present work consists in the fact that by applying tensor decomposition techniques on time-varying networks, we have studied their element organization and their relations at one specific level: the mesoscale level. As a result, tensor decompositions provide an additive representation of time-varying networks, in which the uncovered structures (even from one application to another) have all a common characteristic: they are correlated activity patterns. Thus, our understanding of time-varying networks and the related properties is based on the fact that time-varying networks often display an organization of their elements which corresponds to similarities in both topology and time.

The correlated activity patterns which can be uncovered have an interpretation which strongly depends on the application. We have seen that such patterns can be related in time-varying social networks to people sharing different activities with others at different times. We have also seen that these activity patterns can be linked to anomalous behaviours caused by data collection processes. For this reason, we provided an iterative methodology to face the problem of detecting anomalies in time varying networks, where the anomalies are characterized both in topology and time.

The ability of uncovering correlated activity patterns does not end in itself. Indeed, it can be used to face other issues. This is the case of recovering properties of nodes in the network, whose activity is partially known, which is a fundamental problem as time-varying networks are often affected by missing information. To face such a problem, we exploited the existing correlations in link activations to find the groups of correlated activity from the partial information we know and use their relations to recover some properties about nodes at the mesoscale level. This problem was tackled by approximating time-varying networks in two different ways. First, we used the correlated activity patterns in the network itself to infer the missing information at the mesoscale level. Second, we have shown how to infer some properties of the missing information by the coupling of external data sources.

While I was tackling different problems as anomaly detection or missing data recovery, I was also deepen my understanding in the implications of applying
tensor decomposition techniques on time-varying networks. As we have seen, the resulting network provided by the decomposition is an approximation of the original network. Thus, some of the properties of the network are kept while some others are modified. The awareness of this fact led to the identification of one another essential ingredient in my study: tensor decompositions modify the heterogeneity properties of time-varying networks. The approximated network has indeed a less broader weight distribution which reflects also in the mitigation of bursty activations of the links in the network.

These observations put together opened new questions about the study of time-varying networks in relation with dynamical processes: is the approximated network enough to recover the outcome of dynamical processes? If not, which are the essential properties to recover the dynamics? How can we insert back these properties in the approximated network? What is the impact of such properties on the dynamics?

In the second part of the present thesis, we then focused on the analysis of the interplay of the network properties and dynamical processes. As a first step, we identified the main characteristics needed to recover the outcome of diffusion processes, such as epidemic spreading. We have seen how to adjust the network characteristics after the approximation given by the tensor decomposition to recover the outcome of the dynamics. The results of this work confirmed what is also pointed out in the literature: heterogeneity properties, such as the number of contacts per link and burstiness, are essential when studying dynamical processes on time-varying networks.

At this stage of my investigation I have collected a certain number of clues which turned out to be essential to study the impact of network characteristics on dynamical processes. To summarize, we found that the presence of two main ingredients is essential in time-varying networks: correlated activity patterns, and heterogeneity properties. These observations led to the intention of studying the impact of such features in a systematic way. To this aim, we detached from tensor decomposition techniques and took all the elements discovered to combine them into a generative model of time-varying networks.

The idea behind this generative model is indeed given by the main results achieved in my research: the generation of time-varying networks in which we take advantage of an additive representation, like tensor decompositions; we
build each piece of the network as a correlated activity pattern in which we can control both the temporal and topological characteristics; finally we introduce heterogeneity properties which allow to recover realistic distributions of the number of contacts per link and inter-event time.

In conclusion, the overall work I presented in this thesis can be divided in two main parts: in the first part I zoomed in the analysis of time-varying networks to decompose them in meaningful pieces of informations, which I collected and combined in the second part to generate time-varying networks and investigate their interplay with dynamical processes.
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