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#### Abstract

We show that, when a spatially localized electric pulse is applied at the edge of a quantum spin Hall system, electron wave packets of the helical states can be photoexcited by purely intrabranch electrical transitions, without invoking the bulk states or the magnetic Zeeman coupling. In particular, as long as the electric pulse remains applied, the photoexcited densities lose their character of right and left movers, whereas after the ending of the pulse they propagate in opposite directions without dispersion, i.e., maintaining their space profile unaltered. Notably we find that, while the momentum distribution of the photoexcited wave packets depends on the temperature $T$ and the chemical potential $\mu$ of the initial equilibrium state and displays a nonlinear behavior on the amplitude of the applied pulse, in the mesoscopic regime the space profile of the wave packets is independent of $T$ and $\mu$. Instead, it depends purely on the applied electric pulse, in a linear manner, as a signature of the chiral anomaly characterizing massless Dirac electrons. We also discuss how the photoexcited wave packets can be tailored with the electric pulse parameters, for both low and finite frequencies.
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## I. INTRODUCTION

The realization of an electron-based counterpart of quantum optics, which may yield a dramatic boost in the implementation of quantum information processing, requires the ability to generate, control and detect single electron wave packets [1]. Recent studies have proposed the exploitation of quantum Hall (QH) systems to this purpose [2-9]: semiconductor quantum wells exposed to a perpendicular magnetic field exhibit chiral one-dimensional (1D) edge channels that propagate ballistically and coherently over various micrometers [10], offering an interesting electronic alternative to photonic optical fibers. However, large scale applications of QH based electronic devices are limited by the strong values of magnetic fields-various teslas-needed to generate the ballistic edge states.

The helical edge states emerging in quantum spin Hall (QSH) effect systems [11-13] may turn the tide in the field. The appearance of these counterpropagating states at each edge of narrow gap semiconductor heterostructures, such as $\mathrm{HgTe} / \mathrm{CdTe}$ [14-17] and $\mathrm{InAs} / \mathrm{GaSb}$ [18-21] quantum wells, does not require any applied magnetic field, as it originates from a spin-orbit induced topological transition. Importantly, helical edge states are also protected from backscattering off nonmagnetic impurities, as their group velocity is locked to their spin orientation. Furthermore, their linear Dirac spectrum implies that a freely propagating electronic wave packet does not undergo the usual dispersion arising in conventional parabolic band materials from the $k$-dependent velocity associated to the various wave packet components, as recently shown for the similar case of single walled carbon nanotubes [22]. This is particularly important since the encoding of information in electronic states requires the generation of sequences of wave packets that propagate without overlapping, and the control on the wave packet spatial

[^0]extension and propagation time is crucial to determine the information transmission rate. For all these reasons, QSH edge states may be a promising platform for electron quantum optics.

In order to generate electron wave packets in a controlled way, optical excitation is a widespread strategy. However, important differences emerge between QSH edge states and systems commonly used in optoelectronics. In the first instance, the vertical electric dipole transitions that typically occur between valence and conduction bands of conventional semiconductor based devices are forbidden in QSH edge states, due to a selection rule arising from their helical nature (see inset of Fig. 1). To circumvent this problem, some works have proposed to exploit circularly polarised radiations, whose magnetic field can induce magnetic dipole transitions on the edge states via Zeeman coupling [23-25]. The $g$ factor is, however, rather small. The application of strong magnetic fields has also been considered [26], with the same drawback mentioned for QH edge states, though. Alternatively, for frequencies exceeding the bulk gap, it is possible to induce optical transitions from the edge states to the bulk states [24,27], which, however, are not topologically protected and exhibit dispersive propagation. Most of these approaches are based on the so-called far field regime, where a monochromatic radiation is applied over the whole sample for a duration that is long compared to its oscillation period.

There is, however, another reason why optoelectronics is not trivial in QSH edge states: since they are described by a massless Dirac fermion theory rather than the conventional Schrödinger-like parabolic band, their response to an electromagnetic field is intrinsically affected by a peculiar property, known as the chiral anomaly. This subtle behavior, first discovered in the context of the pion decay into photons [28,29], is on the spotlight in condensed matter physics [30-33] after the recent observation of 3D Weyl semimetals [34-37]. Since it also affects 1D Dirac fermions, it must be taken into account appropriately in analyzing the photoexcitation of wave packets in QSH edge states [38].


FIG. 1. Spatially localized electric pulse is applied to a quantum spin Hall bar, thereby photoexciting counterpropagating electronic wave packets in the helical edge states. The wave packets propagate without dispersion, due to the Dirac linear spectrum of the edge states, with a well defined spin orientation, due to their helical nature. Inset: the two branches $\pm$ of the linear Dirac spectrum of the helical edge states emerging in the topological phase of a QSH system.

In this article, we investigate the response of QSH edge states to an electromagnetic field that is applied on a spatially localized region and for a finite time, as sketched in Fig. 1. We show that purely intrabranch transitions on the edge states can be induced by an electric pulse directed along the edge, without invoking the bulk states or the Zeeman coupling. As a result, it is possible to photoexcite electron wave packets that are spatially localized and propagate with a well defined spin orientation maintaining their shape without dispersion. Notably, we shall show that, despite the momentum distribution of the photoexcited electron wave packets depends on the temperature $T$ and the chemical potential $\mu$ of the initial equilibrium state and exhibits a nonlinear dependence on the amplitude $E_{0}$ of the applied pulse, the space profile of the wave packet is independent of $T$ and $\mu$. Instead it is purely determined, in a linear manner, by the space and time profile of the applied electric pulse. We shall argue that this effect is a signature of the chiral anomaly.

The article is organized as follows. After presenting the model and a short account of the chiral anomaly in Sec. II, in Sec. III we provide some general results concerning the coupling of 1D massless Dirac electrons to a time- and space-dependent electromagnetic field. More specifically, we determine the exact time evolution of the electron field operator for this nonstationary problem and, by exploiting a rigorous procedure that combines regularization and gauge invariance, we compute the photoexcited electron densities, the space correlations at equal time, as well as the time correlations at a local space point, with a particular focus on the momentum distribution and the local tunneling density of states. Then, in Sec. IV we focus on the case of a Gaussian electric pulse, localized over a finite region $\Delta$ and characterized by a finite duration $\tau$ and a frequency $\Omega$. We shall explicitly show how the photoexcited wave packets can be tailored with these electric pulse parameters. Finally, in Sec. V we discuss our results and hint at possible experimental realizations.

## II. MODEL

The two counterpropagating helical edge states flowing along one boundary of a QSH bar are known to be described by a Dirac massless fermion theory in $1+1$ dimensions [15], i.e., by a Hamiltonian of the form

$$
\begin{equation*}
\hat{\mathcal{H}}^{\circ}=v_{F} \int d x \Psi^{\dagger} \sigma_{z} \hat{p} \Psi \tag{1}
\end{equation*}
$$

In Eq. (1) $v_{F}$ represents the Fermi velocity playing the role of the speed of light $c$ in high-energy physics, $x$ and $t$ denote the space and time coordinates, respectively, while $\hat{p}=-i \hbar \partial_{x}$ is the momentum operator and $\sigma=\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right)$ are Pauli matrices acting on the electron two-component spinor field $\Psi(x)$. The electronic spectrum of the Hamiltonian (1) consists of two chiral branches with linear dispersion relation, crossing at the Dirac point and describing electrons that propagate rightwards and leftwards along $x$, respectively (see inset of Fig. 1). The two branches, henceforth labeled by $\pm$, are helical as they also correspond to electrons characterized by two different eigenvalues $\pm 1$ of $\sigma_{z}$, i.e., to two orthogonal electron fields $\Psi_{ \pm}=P_{ \pm} \Psi=\chi_{ \pm} \psi_{ \pm}$, where $P_{ \pm}=\left(\sigma_{0} \pm \sigma_{z}\right) / 2$ is the $z$ projector, $\sigma_{0}$ the $2 \times 2$ identity matrix, $\chi_{+}=(1,0)^{T}$ and $\chi_{-}=(0,1)^{T}$ the eigenvectors of $\sigma_{z}$, and $\psi_{ \pm}(x)$ two scalar fields.

We shall assume that at the time $t \rightarrow-\infty$ the QSH system is in an equilibrium state, determined by Eq. (1) and characterized by a temperature $T$ and a chemical potential $\mu$. Then, a space- and time-dependent electric pulse $E(x, t)$ is applied along the edge direction $x$, exciting electron density and current. The Hamiltonian (1) thus changes to

$$
\begin{align*}
\hat{\mathcal{H}} & =\int d x \Psi^{\dagger}\left(v_{F} \sigma_{z}\left(\hat{p}-\frac{\mathrm{e}}{c} A(x, t)\right)+\mathrm{e} V(x, t) \sigma_{0}\right) \Psi \\
& =\hat{\mathcal{H}}^{\circ}+\mathrm{e} \int d x\left(\hat{n} V-\frac{1}{c} \hat{j} A\right) \tag{2}
\end{align*}
$$

where e is the electron charge, and $V$ and $A$ are the scalar and vector potentials yielding the electric field $E(x, t)=-\partial_{x} V-$ $\frac{1}{c} \partial_{t} A$, respectively. The Zeeman coupling associated to the magnetic field related to the time variation of $E$ is assumed to be negligible. Note that we deliberately keep the gauge ( $V, A$ ) in Eq. (2) generic. This will enable us to explicitly discuss the gauge independence of our results for the photoexcited density and distribution. In the second line of Eq. (2) $\hat{n}=$ $\Psi^{\dagger} \Psi=\hat{n}_{+}+\hat{n}_{-}$and $\hat{j}=v_{F} \Psi^{\dagger} \sigma_{z} \Psi=v_{F}\left(\hat{n}_{+}-\hat{n}_{-}\right)$are the electron and current densities, respectively, with $\hat{n}_{ \pm}=\Psi_{ \pm}^{\dagger} \Psi_{ \pm}$ denoting the density in each chiral branch.

Notably, the Hamiltonian (2) still commutes with $\sigma_{z}$, yielding the important physical consequence mentioned in the Introduction: in striking contrast to the case of conventional semiconductors, no vertical optical transition between the lower and the upper Dirac cone is allowed (see inset of Fig. 1), for this would correspond to a switch in the eigenvalue of $\sigma_{z}$, which is forbidden by the symmetry of Eq. (2). The electric pulse is thus a purely "forward scattering term," in that it does not couple the two $\sigma_{z}$ helical branches $\Psi_{ \pm}$. It can only induce separate intrabranch transitions $(+) \rightarrow(+)$ and $(-) \rightarrow(-)$, and charge and current are essentially given by the sum and difference of the two dynamically decoupled quantities $\hat{n}_{+}$and $\hat{n}_{-}$.

Despite such decoupling, determining the photoexcited currents is a nontrivial problem. In the first instance, it is an intrinsically out of equilibrium problem, where the nonstationary current depends on both the time dependence and the space profile of the applied pulse $E(x, t)$. Secondly, as observed in the Introduction, the response of the massless Dirac Hamiltonian (1) to an electromagnetic field is characterized by the chiral anomaly [28,29,39]. Because this effect plays a central role in the present paper, before illustrating our results about the photoexcited electronic wave packets, we shall shortly recall the essential aspects of the chiral anomaly, focusing on the case of 1D massless Dirac fermions that is envisaged here.

## A. Chiral anomaly in $\mathbf{1 + 1}$ dimensions

To illustrate the chiral anomaly for 1D massless Dirac fermions, we observe that the time evolution of the electron field operator, obtained from the Heisenberg equation of motion dictated by the Hamiltonian (2), reads

$$
\begin{equation*}
i \hbar \partial_{t} \Psi=\left(v_{F} \sigma_{z}\left(\hat{p}-\frac{\mathrm{e}}{c} A(x, t)\right)+\mathrm{e} V(x, t) \sigma_{0}\right) \Psi \tag{3}
\end{equation*}
$$

and is the massless Dirac equation [40]. Combining Eq. (3) with the equation for $\Psi^{\dagger}$, one can in principle determine the dynamical evolution of the field bilinear, such as the electron densities $\hat{n}_{ \pm}=\Psi^{\dagger} \Psi=\hat{n}_{+}+\hat{n}_{-}$or the so called axial density $\hat{n}^{a}=\Psi^{\dagger} \sigma_{z} \Psi=\hat{n}_{+}-\hat{n}_{-}$. A naive approach to this computation would lead one to conclude that two conservation laws exist:

$$
\begin{gather*}
\partial_{t} \hat{n}(x, t)+\partial_{x} \hat{j}(x, t)=0,  \tag{4}\\
\partial_{t} \hat{n}^{a}(x, t)+\partial_{x} \hat{j}^{a}(x, t)=0 . \tag{5}
\end{gather*}
$$

Equation (4) represents the continuity equation for the electron density, encoding the conservation of the total electron number $\hat{N}=\int \hat{n} d x$. Furthermore, Eq. (5)—which only holds for the present case of massless fermions-is the continuity equation for the axial density $\hat{n}^{a}$ and axial current $\hat{j}^{a}=$ $v_{F} \Psi^{\dagger} \Psi=v_{F}\left(\hat{n}_{+}+\hat{n}_{-}\right)$, which encodes the conservation of the total axial number $\hat{N}^{a}=\int \hat{n}^{a} d x$. The existence of these two conserved quantities is seemingly consistent with two symmetries characterizing the equation of motion (3). Indeed, if $\Psi$ is a solution of Eq. (3) within the gauge ( $V, A$ ), then both a gauge transformation

$$
\begin{align*}
\Psi(y, t) & \rightarrow \Psi^{\prime}(y, t)=e^{i \chi(x, t)} \Psi(x, t), \\
V & \rightarrow V^{\prime}=V-(\hbar / \mathrm{e}) \partial_{t} \chi  \tag{6}\\
A & \rightarrow A^{\prime}=A+(\hbar c / \mathrm{e}) \partial_{x} \chi
\end{align*}
$$

and a chiral transformation

$$
\begin{align*}
\Psi(x, t) & \rightarrow \Psi^{\prime}(x, t)=e^{i \chi(x, t) \sigma_{z}} \Psi(x, t), \\
V & \rightarrow V^{\prime}=V-(\hbar / \mathrm{e}) \partial_{t} \chi \sigma_{z},  \tag{7}\\
A & \rightarrow A^{\prime}=A+(\hbar c / \mathrm{e}) \partial_{x} \chi \sigma_{z}
\end{align*}
$$

yield a solution $\Psi^{\prime}$ of Eq. (3) within a new gauge $\left(V^{\prime}, A^{\prime}\right)$ that describes the same electric field $E(x, t)$ as the original gauge $(V, A)$. Then, the conservation of $\hat{N}$ and $\hat{N}^{a}$ seems to straightforwardly follow from Nöther's theorem. Importantly, taking sum and difference of Eqs. (4) and (5) would return two
equivalent conservation laws

$$
\begin{align*}
& \left(\partial_{t}+v_{F} \partial_{x}\right) \hat{n}_{+}(x, t)=0,  \tag{8}\\
& \left(\partial_{t}-v_{F} \partial_{x}\right) \hat{n}_{-}(x, t)=0, \tag{9}
\end{align*}
$$

i.e., the continuity equations for each chiral component, which encode the conservation of $\hat{N}_{+}=\int d x \hat{n}_{+}$and $\hat{N}_{-}=\int d x \hat{n}_{-}$, separately.

The seemingly straightforward derivation of these two conservation laws is, however, physically wrong, as can be realized by considering the initial equilibrium state, characterized by a vanishing net current, i.e., a perfect balance between rightand left-moving electrons, $\hat{N}_{+}-\hat{N}_{-}=0$. Then, the separate conservation of $\hat{N}_{+}$and $\hat{N}_{-}$would imply that no unbalance $\hat{N}_{+}-\hat{N}_{-} \neq 0$, i.e., no current, can be induced even when $(V, A) \neq 0$ : the metallic electronic system (1) would turn to be inert to any applied electric field, an obviously unphysical conclusion. A physically correct result is thus expected to break the chiral conservation laws (8) and (9). Equivalently, since the charge conservation (4) must be preserved, the axial conservation law (5) should break down, and for this reason the effect is sometimes referred to as "axial anomaly" as well.

The critical point in the above derivation is well known in relativistic quantum electrodynamics, and boils down to the fact that, although Eqs. (3), (6), and (7) are correct, the definition of densities requires some care [39]. Indeed the Dirac sea, i.e., the initial equilibrium ground state of (1), contains an infinite number of occupied levels, causing a divergence in the expectation values of the bilinear combinations $\hat{n}_{ \pm}=$ $\Psi_{ \pm}^{\dagger}(x, t) \Psi_{ \pm}(x, t)$ of the fields evaluated at the same space-time point. Note that the presence of divergences is a general feature characterizing massless Dirac fermion models: in the Luttinger liquid theory, for instance, where Eq. (1) corresponds to a linearized low energy electronic band, the effects of electronelectron interaction are typically treated by introducing an ultraviolet cutoff and by subtracting the contribution due to the ground state in a controlled way [41]. In the presence of an electromagnetic field, however, this is not sufficient. The mere introduction of a cutoff would lead to results that, despite being finite, depend on the gauge ( $V, A$ ) chosen for the electromagnetic potentials in (2) and violate electric charge conservation.

The physically correct photoexcited wave packet density and current must necessarily be independent of the gauge, obey the charge continuity equation (4), and violate the axial conservation law (5). In the next section, we shall take these aspects into account by combining an exact solution of the electron field operator with the techniques of gauge invariant regularization to obtain the photoexcited currents.

## III. GENERAL RESULTS

In this section we derive some general results concerning the response of 1D massless Dirac electrons to an electromagnetic excitation.

## A. Solution of the electron field equation of motion

We start by proving that the solution of Eq. (3) is $\Psi(x, t)=$ $\chi_{+} \psi_{+}(x, t)+\chi_{-} \psi_{-}(x, t)$, where

$$
\begin{equation*}
\psi_{ \pm}(x, t)=\psi_{ \pm}^{\circ}\left(x \mp v_{F} t\right) e^{ \pm i \phi_{ \pm}(x, t)} \tag{10}
\end{equation*}
$$

In Eq. (10) the fields $\psi_{ \pm}^{\circ}\left(x \mp v_{F} t\right)$ denote the space-time evolution of the electron chiral components of Eq. (1), i.e., in the absence of the electromagnetic coupling, and describe right-/left-moving electrons, respectively. In contrast, the phases $\phi_{ \pm}$encode the effect of the electromagnetic potentials $V(x, t)$ and $A(x, t)$, and are given by

$$
\begin{align*}
\phi_{+}(x, t) & =\frac{\mathrm{e} v_{F}}{\hbar c} \int_{-\infty}^{t}\left(A-\frac{c}{v_{F}} V\right)\left(x-v_{F}\left(t-t^{\prime}\right), t^{\prime}\right) d t^{\prime} \\
& =\frac{\mathrm{e}}{\hbar c} \int_{-\infty}^{x}\left(A-\frac{c}{v_{F}} V\right)\left(x^{\prime}, t-\frac{x-x^{\prime}}{v_{F}}\right) d x^{\prime} \tag{11}
\end{align*}
$$

and

$$
\begin{align*}
\phi_{-}(x, t) & =\frac{\mathrm{e} v_{F}}{\hbar c} \int_{-\infty}^{t}\left(A+\frac{c}{v_{F}} V\right)\left(x+v_{F}\left(t-t^{\prime}\right), t^{\prime}\right) d t^{\prime} \\
& =\frac{\mathrm{e}}{\hbar c} \int_{x}^{\infty}\left(A+\frac{c}{v_{F}} V\right)\left(x^{\prime}, t+\frac{x-x^{\prime}}{v_{F}}\right) d x^{\prime} \tag{12}
\end{align*}
$$

The above expressions have a straightforward physical interpretation. The first (second) line of Eq. (11), for instance, expresses the phase $\phi_{+}(x, t)$ induced by the electromagnetic field on the right-moving electron $\psi_{+}^{\circ}\left(x-v_{F} t\right)$ as a convolution over time (space) of the values of the electromagnetic potentials at times earlier than $t$ and at positions located on the left of $x$, propagating with the electron Fermi velocity $v_{F}$ according to the dynamics dictated by Eq. (1). A similar result is expressed for the phase $\phi_{-}(x, t)$ in Eq. (12). Notice that, while in high energy physics the propagation of massless Dirac fermions occurs at the same speed as the electromagnetic wave, $c$, here it is characterized by the Fermi velocity $v_{F}$. We emphasize that, under the only constraint that the electromagnetic potentials vanish for $t \rightarrow-\infty$, the solution (10) is valid for arbitrary $V(x, t)$ and $A(x, t)$, so that the space and time dependence of the induced phases $\phi_{ \pm}(x, t)$ is not necessarily of the form $\phi_{ \pm}\left(x \mp v_{F} t\right)$. As a consequence, in the presence of the electromagnetic pulse the electron fields (10) lose their right- and left-moving character, despite the absence of any "back-scattering" that couples them.

The proof of Eq. (10) follows from noticing that, by decomposing $\Psi(x, t)=\chi_{+} \psi_{+}(x, t)+\chi_{-} \psi_{-}(x, t)$ in the two scalar chiral components $\psi_{ \pm}$, Eq. (3) is equivalent to a set of two decoupled equations,

$$
\begin{equation*}
\hat{L}_{ \pm} \psi_{ \pm}=\frac{\mathrm{e} v_{F}}{c}\left(\frac{c}{v_{F}} V(x, t) \mp A(x, t)\right) \psi_{ \pm} \tag{13}
\end{equation*}
$$

where $\hat{L}_{ \pm}=i \hbar\left(\partial_{t} \pm v_{F} \partial_{x}\right)$ are chiral operators characterizing the equation of motion $\hat{L}_{ \pm} \psi_{ \pm}^{\circ}=0$ dictated by the free Hamiltonian Eq. (1). Exploiting the retarded Green functions $G_{ \pm}^{\text {ret }}$ of such operators, $\hat{L}_{ \pm} G_{ \pm}^{\text {ret }}\left(x, t ; x^{\prime}, t^{\prime}\right)=\delta\left(x-x^{\prime}\right) \delta\left(t-t^{\prime}\right)$, it is straightforward to see that the expression

$$
\begin{equation*}
\psi_{ \pm}(x, t)=e^{\left.\frac{e v_{F}}{c} \int d \mathbf{x}^{\prime} G_{ \pm}^{\mathrm{ret}} \mathbf{(}, \mathbf{x}^{\prime}\right)\left(\frac{c}{v_{F}} V \mp A\right)\left(\mathbf{x}^{\prime}\right)} \psi_{ \pm}^{\circ}\left(x \mp v_{F} t\right) \tag{14}
\end{equation*}
$$

with $\mathbf{x}=(x, t)$ and $\mathbf{x}^{\prime}=\left(x^{\prime}, t^{\prime}\right)$, solves Eq. (13). By substituting into Eq. (14) the explicit expression $i \hbar G_{ \pm}^{\text {ret }}\left(x, t ; x^{\prime}, t^{\prime}\right)=\theta(t-$ $\left.t^{\prime}\right) \delta\left(v_{F}\left(t-t^{\prime}\right) \mp\left(x-x^{\prime}\right)\right)$ for the retarded Green function, one finds the solution (10) with Eqs. (11) and (12).

The obtained time evolution (10) of the electron field operator enables us to evaluate the expectation values of
electron fields, such as bilinears $\left\langle\psi_{ \pm}^{\dagger}\left(x_{1}, t_{1}\right) \psi_{ \pm}\left(x_{2}, t_{2}\right)\right\rangle_{\circ}$ or higher order correlations. Because we adopt the Heisenberg picture, the whole time dependence is attributed here to the fields (10), with $\langle\cdots\rangle_{\circ}=\operatorname{Tr}\left[\ldots \hat{\rho}_{ \pm}^{\circ}\right]$ denoting the average value with respect to the time-independent equilibrium density matrix $\hat{\rho}^{\circ}=\operatorname{diag}\left(\hat{\rho}_{+}^{\circ}, \hat{\rho}_{-}^{\circ}\right)$ at $t=-\infty$ stemming from the Hamiltonian (1) and characterized by a temperature $T$ and a chemical potential $\mu$. In the next subsection we shall provide general results about photoexcited densities and current as well as electronic correlations.

## B. Space profile of photoexcited electron and current densities

The photoexcited electron and current densities, defined as $\Delta n=\left\langle\hat{n}-\hat{n}^{\circ}\right\rangle_{\circ}$ and $\Delta j=\left\langle\hat{j}-\hat{j}^{\circ}\right\rangle_{\circ}$, respectively, identify the deviations in the expectation value of electron and current densities induced by the electromagnetic field with respect to the initial equilibrium values $\hat{n}^{\circ}$ and $\hat{j}^{\circ}$. They can be straightforwardly expressed through

$$
\begin{gather*}
\Delta n=\Delta n_{+}+\Delta n_{+}  \tag{15}\\
\Delta \hat{j}=v_{F}\left(\Delta n_{+}-\Delta n_{+}\right) \tag{16}
\end{gather*}
$$

in terms of the photoexcited chiral densities $\Delta n_{ \pm}=\left\langle\hat{n}_{ \pm}-\right.$ $\left.\hat{n}_{ \pm}^{\circ}\right\rangle_{\circ}=\left\langle\psi_{ \pm}^{\dagger} \psi_{ \pm}-\psi^{\circ}{ }_{ \pm}^{\dagger} \psi_{ \pm}^{\circ}\right\rangle_{\circ}$. Since the electromagnetic coupling merely affects the phase of the electron field [see Eq. (10)], one would be tempted to conclude that $\hat{n}_{ \pm}(x, t)=$ $\psi_{ \pm}^{\dagger} \psi_{ \pm}=\psi_{ \pm}^{\circ} \psi_{ \pm}^{\circ}=\hat{n}_{ \pm}^{\circ}\left(x \mp v_{F} t\right)$, i.e., that the densities remain unaffected ( $\Delta n_{ \pm}=0$ ), thereby recovering the separate conservation of $\hat{N}_{+}$and $\hat{N}_{-}$and Eqs. (8) and (9). As observed above, this conclusion is wrong and an account of the infinite number of occupied states characterizing the initial equilibrium state is mandatory.

## 1. Regularization with gauge invariance

Here we describe the technical procedure to obtain physically correct results for photoexcitations in massless Dirac fermions. Two physical principles underlie the definition of suitable operators $\Delta \hat{n}_{ \pm}$that determine the photoexcited density and current (15) and (16): (i) finite measurable quantities can only be extracted upon controlling the divergence due to the equilibrium Dirac sea; (ii) the result must be independent of the specific gauge chosen to describe the electric field $E(x, t)$. Note that, just like the Hamiltonian (2), the dynamical evolution (10) of the electron field operator does depend on the gauge, as appears from inspection of Eqs. (11) and (12). To fulfill the two above requirements, one defines [39]

$$
\begin{align*}
\Delta n_{ \pm}(x, t) \doteq & \lim _{\left(x^{\prime}, t^{\prime}\right) \rightarrow(x, t)}\left\langle\psi_{ \pm}^{\dagger}\left(x^{\prime}, t^{\prime}\right) \psi_{ \pm}(x, t) e^{-i W_{L}\left(x, t, x^{\prime}, t^{\prime}\right)}\right. \\
& \left.-\psi_{ \pm}^{\circ}\left(x^{\prime}, t^{\prime}\right) \psi_{ \pm}^{\circ}(x, t)\right\rangle_{\circ} \tag{17}
\end{align*}
$$

where $\psi_{ \pm}(x, t)$ are the electron field operators in the presence of the electromagnetic field, $\psi_{ \pm}^{\circ}(x, t)$ are the ones in absence of electromagnetic field, and

$$
\begin{equation*}
W_{L}\left(x, t, x^{\prime}, t^{\prime}\right)=\frac{\mathrm{e}}{\hbar c} \int_{(x, t)}^{\left(x^{\prime}, t^{\prime}\right)}\left(c V d t^{\prime \prime}-A d x^{\prime \prime}\right) \tag{18}
\end{equation*}
$$

is a Wilson line, i.e., a contour integral of the electromagnetic potentials ( $V, A$ ), performed in the space-time along any path connecting the two split points $\left(x^{\prime}, t^{\prime}\right)$ and $(x, t)$.

The two physical principles mentioned above are implemented in the definition (17) by two mathematical ingredients. The first one is the point-splitting, i.e., the fact that the field bilinear is evaluated as the limit for two different arguments $\left(x^{\prime}, t^{\prime}\right) \neq(x, t)$ in the fusing fields. To avoid any spurious dependence on the limit direction the standard procedure is to introduce an infinitesimal vector $\epsilon^{\mu}=\left(v_{F} \epsilon_{t}, \epsilon_{x}\right)=\left(v_{F}\left(t^{\prime}-\right.\right.$ $t), x^{\prime}-x$ ) in the space-time and to perform the limit according to the Minkowski metric tensor $\eta^{\mu \nu}$, i.e., $\lim _{\epsilon \rightarrow 0} \epsilon^{\mu} \epsilon^{\nu} / \epsilon^{2}=$ $\eta^{\mu \nu}$. The point splitting enables one to handle the diverging contribution of the ground state. However, in applying it, the gauge invariance of the bilinear combination is explicitly broken by an amount $\chi(x, t)-\chi\left(x^{\prime}, t^{\prime}\right)$, where $\chi$ is the function identifying a gauge transformation [see Eq. (6)]. Although small when $\left(x^{\prime}, t^{\prime}\right) \rightarrow(x, t)$, such gauge dependent amount does yield a finite contribution to $\Delta \hat{n}_{ \pm}$when combined with the diverging expectation value $\left\langle\psi_{ \pm}^{\circ}{ }^{\dagger}\left(x^{\prime}, t^{\prime}\right) \psi_{ \pm}^{\circ}(x, t)\right\rangle_{\circ}$. Thus, in order to obtain gauge invariant $\Delta \hat{n}_{ \pm}$, the introduction of the second ingredient is needed, namely the phase associated to the Wilson line (18), which compensates for the gauge phase difference $\chi(x, t)-\chi\left(x^{\prime}, t^{\prime}\right)$ acquired by the fields upon point-splitting.

The role of the Wilson line can be appreciated by making a comparison with the case of the conventional Schrödinger-like model characterized by a parabolic band with an effective mass $m^{*}$, and by considering the current operator, given in that case by $\hat{j}=\left(\mathrm{e} / m^{*}\right)\left[\Psi^{\dagger}\left(\hat{p}-\frac{\mathrm{e}}{c} A\right) \Psi+\right.$ H.c. $]$. The gaugedependent term $\frac{\mathrm{e}}{c} A$ compensates for the gauge dependence arising from the nonlocal action of the operator $\hat{p}=-i \hbar \partial_{x}$, in order to give a gauge invariant expectation value $\langle\hat{j}\rangle$. In contrast, in the massless Dirac model, the current operator $\hat{j}=v_{F} \Psi^{\dagger} \sigma_{z} \Psi$ is local in space and, as a consequence, does not carry any explicit dependence on the vector potential $A$. However, as observed above, the nonlocality is subtly hidden in the field point splitting that is needed to deal with the divergent contribution of the equilibrium ground state. The Wilson line thus plays the same role as the term $\frac{\mathrm{e}}{c} A$ in a Schrödinger-like model in restoring the gauge invariance.

It is also worth emphasizing that, despite its mathematical aspect, the procedure (17) of point-splitting equipped with the Wilson line is not a merely formal issue. Indeed any numerical implementation of massless Dirac fermions requires the introduction of an ultraviolet cutoff $k_{\max }$, which in fact corresponds to performing a point-splitting $\psi_{ \pm}^{\dagger}\left(x \pm i \frac{a}{2}, t\right) \psi_{ \pm}\left(x \mp i \frac{a}{2}, t\right)$ where the space coordinates are separated by a small imaginary part $a=1 / k_{\max }$, thereby breaking gauge invariance. Thus, without the Wilson line (18) in Eq. (17), one would obtain finite results for $\Delta n_{ \pm}$and for the density and current (15),(16), which, however, would be gauge dependent and violate charge conservation.

## 2. Explicit expressions

Applying the regularization procedure described above, we have computed the photoexcited helical densities $\Delta n_{ \pm}$. The result can be given four equivalently useful expressions,
namely

$$
\begin{align*}
\Delta n_{+}(x, t) & =+\frac{\mathrm{e}}{2 \pi \hbar} \int_{-\infty}^{t} E\left(x-v_{F}\left(t-t^{\prime}\right), t^{\prime}\right) d t^{\prime} \\
& =+\frac{\mathrm{e}}{2 \pi \hbar v_{F}} \int_{-\infty}^{x} E\left(x^{\prime}, t-\frac{x-x^{\prime}}{v_{F}}\right) d x^{\prime} \\
& =+\frac{1}{2 \pi}\left(\partial_{x} \phi_{+}(x, t)-\frac{\mathrm{e}}{\hbar c} A(x, t)\right) \\
& =-\frac{1}{2 \pi v_{F}}\left(\partial_{t} \phi_{+}(x, t)+\frac{\mathrm{e}}{\hbar} V(x, t)\right) \tag{19}
\end{align*}
$$

and

$$
\begin{align*}
\Delta n_{-}(x, t) & =-\frac{\mathrm{e}}{2 \pi \hbar} \int_{-\infty}^{t} E\left(x+v_{F}\left(t-t^{\prime}\right), t^{\prime}\right) d t^{\prime} \\
& =-\frac{\mathrm{e}}{2 \pi \hbar v_{F}} \int_{x}^{\infty} E\left(x^{\prime}, t+\frac{x-x^{\prime}}{v_{F}}\right) d x^{\prime} \\
& =+\frac{1}{2 \pi}\left(\partial_{x} \phi_{-}(x, t)+\frac{\mathrm{e}}{\hbar c} A(x, t)\right) \\
& =+\frac{1}{2 \pi v_{F}}\left(\partial_{t} \phi_{-}(x, t)-\frac{\mathrm{e}}{\hbar} V(x, t)\right) . \tag{20}
\end{align*}
$$

The expressions in the third and fourth lines of Eqs. (19) and (20) have been obtained by inserting the electron field evolution (10) into Eq. (17),

$$
\begin{align*}
\Delta n_{ \pm}(x, t) \doteq & \lim _{\left(x^{\prime}, t^{\prime}\right) \rightarrow(x, t)}\left\{\left\langle\psi_{ \pm}^{\circ \dagger}\left(x^{\prime}, t^{\prime}\right) \psi_{ \pm}^{\circ}(x, t)\right\rangle_{\circ}\right. \\
& \left.\times\left(e^{i\left( \pm\left(\phi_{ \pm}(x, t)-\phi_{ \pm}\left(x^{\prime}, t^{\prime}\right)\right)-W_{L}\left(x, t, x^{\prime}, t^{\prime}\right)\right)}-1\right)\right\} \tag{21}
\end{align*}
$$

and by performing the limit as discussed above, exploiting the field-free correlation

$$
\begin{equation*}
\left\langle\psi_{ \pm}^{\circ} \dagger\left(x^{\prime}, t^{\prime}\right) \psi_{ \pm}^{\circ}(x, t)\right\rangle_{\circ}=\frac{ \pm i e^{ \pm i k_{F}\left(x^{\prime}-x \mp v_{F}\left(t^{\prime}-t\right)\right)}}{2 l_{T} \sinh \left[\left(x^{\prime}-x \mp v_{F}\left(t^{\prime}-t\right)\right) \frac{\pi}{l_{T}}\right]}, \tag{22}
\end{equation*}
$$

with $l_{T}=\beta \hbar v_{F}=\hbar v_{F} / k_{B} T$ denoting the thermal length and $k_{F}=\mu / \hbar v_{F}$ the Fermi wave vector of the initial equilibrium state. The expressions in the first and second line of Eq. (19) [Eq. (20)] are then obtained by substituting Eq. (11) [Eq. (12)] into either the third or the fourth line, and by exploiting the hypothesis that $V$ and $A$ vanish for $t \rightarrow-\infty$.

The properties of the obtained results (19) and (20) are noteworthy.
(i) Equations (19) and (20) show that the space profiles $\Delta \hat{n}_{ \pm}$depend only on the applied electric pulse $E$, in a linear manner, whereas they are independent of the temperature and chemical potential characterizing the initial equilibrium state. This behavior is a peculiarity of the linear spectrum of massless Dirac fermions, and would be absent in the presence of band curvature. At a more formal level, this stems from the conformal invariance of massless Dirac theory, which causes the correlation functions to display the simple scaling laws of a critical system: thus, in the field-free correlation (22), the limit $\left|x^{\prime}-x\right|,\left|t^{\prime}-t\right| \rightarrow 0$ of small space and time difference is equivalent to rescaling the temperature and the Fermi wave vector to zero (i.e., $l_{T}=\hbar v_{F} / k_{B} T \rightarrow \infty$ and $k_{F} \rightarrow 0$ ), so that the dependence on these quantities drops out.
(ii) Chiral anomaly. From the first line of the obtained solutions Eqs. (19) and (20) one can prove that

$$
\begin{align*}
& \left(\partial_{t}+v_{F} \partial_{x}\right) \Delta \hat{n}_{+}(x, t)=+\frac{\mathrm{e}}{2 \pi \hbar} E(x, t), \\
& \left(\partial_{t}-v_{F} \partial_{x}\right) \Delta \hat{n}_{-}(x, t)=-\frac{\mathrm{e}}{2 \pi \hbar} E(x, t), \tag{23}
\end{align*}
$$

which replace the unphysical conservation laws (8) and (9) of chiral currents by displaying on their right-hand side an anomalous term describing the response to the electric field $E(x, t)$ [42]. Equivalently, the sum and difference of Eqs. (23) yield

$$
\begin{align*}
& \partial_{t} \Delta \hat{n}(x, t)+\partial_{x} \Delta \hat{j}(x, t)=0  \tag{24}\\
& \quad \partial_{t} \Delta \hat{n}^{a}(x, t)+\partial_{x} \Delta \hat{j}^{a}(x, t)=\frac{\mathrm{e}}{\pi \hbar} E(x, t) \tag{25}
\end{align*}
$$

While the continuity equation is fulfilled, the axial charge is not conserved due to the anomalous term appearing in Eq. (25). Notably, the anomalous term on the right-hand side (RHS) of Eq. (25) [or equivalently in Eqs. (23)] depends only on the universal constant e $/ 2 \pi \hbar$ and the electric field $E(x, t)$, and not on the electron degrees of freedom. This shows the close relation between the chiral anomaly and the above mentioned $T$ and $\mu$ independence of $\Delta n_{ \pm}(x, t)$ for massless Dirac fermions. Indeed for massive fermions with a nonlinear dispersion relation, Eq. (25) would display an additional (nonanomalous) term, proportional to the mass and dependent on the electronic state [39].
(iii) The equalities in the first and second lines of Eqs. (19) and (20) directly express the photoexcited chiral densities $\Delta \hat{n}_{ \pm}$ in terms of time and space convolution of the electric field $E(x, t)$, thereby proving the gauge invariance of the result. In contrast, the equalities appearing in the third (fourth) lines of Eqs. (19) and (20) express $\Delta \hat{n}_{ \pm}$as a combination of the space (time) derivative of the phases $\phi_{ \pm}$, given by Eqs. (11) and (12), and of the vector (scalar) potential. The latter term stems from the Wilson line, and compensates for the gauge dependence of the former $\phi_{ \pm}$term, yielding a gauge-invariant result.
(iv) From the first line on the right-hand side of Eqs. (19) and (20) one can straightforwardly prove that $\Delta \hat{N}=\Delta \hat{N}_{+}+$ $\Delta \hat{N}_{-}=0$, with $\Delta \hat{N}_{ \pm}=\int_{-\infty}^{+\infty} \Delta \hat{n}_{ \pm}(x, t) d x$, i.e., the total charge created by the electromagnetic field is always vanishing, as expected in a photoexcitation problem. Notice, however, that in general $\Delta \hat{N}_{+}=-\Delta \hat{N}_{-} \neq 0$ : for massless Dirac electrons the electric pulse does not merely redistribute electronic states within each helical branch + and - ; rather, it effectively "creates" electrons in one branch and "depletes" the other branch accordingly. This peculiarity of massless Dirac electrons can be illustrated by considering the example of a uniform applied electric field $E_{0}$, which causes a shift $k \rightarrow k-\mathrm{e} E_{0} t / \hbar$ in the wave vector. Because there is no lower bound in $k$, a comparison with the initial ground state shows that at a time $t$ the net effect of the field corresponds to an effective creation of electrons in one branch, with a corresponding depletion of electrons in the other branch. This phenomenon can be regarded as an effective transfer of electrons from one branch to the other, via the depth of the Dirac sea, despite the fact that the Hamiltonian (2) does not explicitly couple the branches.

## C. Equal time correlations: Density matrix and momentum distribution

The equal time correlations are described by the density matrix $\hat{\rho}$, which in turn enables one to compute the expectation value of any single-particle observable $\hat{O}$ as $\left\langle\Psi^{\dagger} \hat{O} \Psi\right\rangle_{\circ}=$ $\operatorname{Tr}[\hat{\rho} \hat{O}]$. In its real space representation the density matrix entries $\rho\left(x_{2}, x_{1} ; t\right)=\left\langle\Psi^{\dagger}\left(x_{1}, t\right) \Psi\left(x_{2}, t\right)\right\rangle$ 。 can be regarded as the generalization of the space density $n(x, t)=\left\langle\Psi^{\dagger}(x, t) \Psi(x, t)\right\rangle_{\text {。 }}$ to off-diagonal space points. As we discussed in the previous section, the inclusion of a Wilson line is crucial to obtain a physically correct density. Thus, for the case of massless Dirac fermions, it is natural to introduce a gauge-invariant density matrix that includes a Wilson line,

$$
\begin{align*}
\rho\left(x_{2}, x_{1} ; t\right) \doteq & e^{+\frac{i e}{\hbar c} \int_{x_{2}}^{x_{1}} A\left(x^{\prime}, t\right) d x^{\prime}} \\
& \times\left(\begin{array}{ll}
\left\langle\psi_{+}^{\dagger}\left(x_{1}, t\right) \psi_{+}\left(x_{2}, t\right)\right\rangle & \left\langle\psi_{+}^{\dagger}\left(x_{1}, t\right) \psi_{-}\left(x_{2}, t\right)\right\rangle \\
\left\langle\psi_{-}^{\dagger}\left(x_{1}, t\right) \psi_{+}\left(x_{2}, t\right)\right\rangle & \left\langle\psi_{-}^{\dagger}\left(x_{1}, t\right) \psi_{-}\left(x_{2}, t\right)\right\rangle
\end{array}\right) \tag{26}
\end{align*}
$$

Notice that, because the density matrix is an equal time bilinear, the Wilson line (18) reduces to the phase prefactor in Eq. (26) that only involves the vector potential $A$. Thus, for a gauge with a purely scalar potential $V(x, t)$, Eq. (26) coincides with the ordinary density matrix.

Because for the present case the $\sigma_{z}$ projections are dynamically decoupled in the Hamiltonian (2), the density matrix is block-diagonal in the spinor basis, $\hat{\rho}=\operatorname{diag}\left(\hat{\rho}_{+}, \hat{\rho}_{-}\right)$, where the blocks in the real space representation are explicitly obtained by the solution Eq. (10),

$$
\begin{align*}
\rho_{ \pm}\left(x_{2}, x_{1} ; t\right)= & \left\langle\psi_{ \pm}^{\dagger}\left(x_{1}, t\right) \psi_{ \pm}\left(x_{2}, t\right)\right\rangle_{\circ} e^{\frac{i \mathrm{e}}{\hbar c} \int_{x_{2}}^{x_{1}} A\left(x^{\prime}, t\right) d x^{\prime}} \\
= & \left\langle\psi_{ \pm}^{\circ \dagger}\left(x_{1}, t\right) \psi_{ \pm}^{\circ}\left(x_{2}, t\right)\right\rangle_{\circ} \\
& \times e^{\mp i\left(\phi_{ \pm}\left(x_{1}, t\right)-\phi_{ \pm}\left(x_{2}, t\right) \mp \frac{\mathrm{e}}{\hbar c} \int_{x_{2}}^{x_{1}} A\left(x^{\prime}, t\right) d x^{\prime}\right)} \tag{27}
\end{align*}
$$

where $\left\langle\psi_{ \pm}^{\circ} \dagger\left(x_{1}, t\right) \psi_{ \pm}^{\circ}\left(x_{2}, t\right)\right\rangle_{\circ}$ is given by Eq. (22) and $\phi_{ \pm}$by Eqs. (11) and (12). In particular, the photoexcited density matrix, describing the deviations $\Delta \rho_{ \pm}$induced by the electromagnetic field on the equilibrium density matrix $\rho_{ \pm}^{\circ}$, is given by

$$
\begin{align*}
& \Delta \rho_{ \pm}\left(x-\frac{y}{2}, x+\frac{y}{2} ; t\right) \\
& \quad \doteq \rho_{ \pm}\left(x-\frac{y}{2}, x+\frac{y}{2}, t\right)-\rho_{ \pm}^{\circ}\left(x-\frac{y}{2}, x+\frac{y}{2}, t\right) \\
& \quad=\left\langle\psi_{ \pm}^{\circ}\left(x+\frac{y}{2}, t\right) \psi_{ \pm}^{\circ}\left(x-\frac{y}{2}, t\right)\right\rangle_{\circ}\left(e^{\mp i \Delta \phi_{ \pm}^{\mathrm{et}}(x, y ; t)}-1\right) \tag{28}
\end{align*}
$$

where we have introduced the "center-of-mass" $x=\left(x_{1}+x_{2}\right) / 2$ and the relative coordinate $y=x_{1}-x_{2}$, and the equal time gauge invariant phase difference

$$
\begin{align*}
\Delta \phi_{ \pm}^{\mathrm{et}}(x, y ; t) & \doteq \phi_{ \pm}\left(x+\frac{y}{2}, t\right)-\phi_{ \pm}\left(x-\frac{y}{2}, t\right) \\
& \mp \frac{\mathrm{e}}{\hbar c} \int_{x-\frac{y}{2}}^{x+\frac{y}{2}} A\left(x^{\prime}, t\right) d x^{\prime} \tag{29}
\end{align*}
$$

with $\phi_{ \pm}$given by Eqs. (11) and (12). With the use of Eq. (22), it can easily be checked that, in the diagonal limit $y \rightarrow 0$, one
recovers from Eq. (28) the gauge-invariant chiral densities $\Delta n(x, t)$ [see third lines of Eqs. (19) and (20)].

The momentum space representation of the gauge-invariant density matrix can straightforwardly be obtained by Fourier transform

$$
\begin{equation*}
\rho_{ \pm}\left(k_{2}, k_{1} ; t\right)=\frac{1}{L} \iint d x_{1} d x_{2} e^{i\left(k_{1} x_{1}-k_{2} x_{2}\right)} \rho_{ \pm}\left(x_{2}, x_{1} ; t\right), \tag{30}
\end{equation*}
$$

where $L$ denotes the length of the 1D edge states systems, and is assumed to be the longest length scale in the problem ( $L \rightarrow$ $\infty$ ). By substituting Eq. (27) into Eq. (30), two equivalent expressions can be given for the result. The first one,

$$
\begin{equation*}
\rho_{ \pm}\left(k_{2}, k_{1} ; t\right)=L \int \frac{d k^{\prime}}{2 \pi} \Gamma_{k_{1}-k^{\prime}}^{ \pm}(t) \Gamma_{k_{2}-k^{\prime}}^{ \pm^{*}}(t) f_{ \pm}^{\circ}\left(k^{\prime}\right) e^{ \pm k^{\prime} a} \tag{31}
\end{equation*}
$$

expresses the entries of the density matrix in terms of the equilibrium Fermi distribution $f_{ \pm}^{\circ}(k)=$ $\left\{1+\exp \left[\beta \hbar v_{F}\left( \pm k-k_{F}\right)\right]\right\}^{-1}$ and a set of dimensionless
coefficients

$$
\begin{equation*}
\Gamma_{k}^{ \pm}(t)=\frac{1}{L} \int e^{i k x} e^{\mp i \phi_{ \pm}^{\mathrm{et}(x, t)}} d x \tag{32}
\end{equation*}
$$

that encode the effect of the electromagnetic field on each $k$ state, with $\phi_{ \pm}^{\text {et }}(x, t)=\phi_{ \pm}(y, t) \mp(\mathrm{e} / \hbar c) \int_{0}^{x} A\left(x^{\prime}, t\right) d x^{\prime}$, and $a$ denoting the ultraviolet cutoff length. In particular, the momentum distribution, given by the diagonal entries $k_{2}=$ $k_{1}=k$ of Eq. (31),

$$
\begin{equation*}
f_{ \pm}(k ; t)=L \int \frac{d k^{\prime}}{2 \pi}\left|\Gamma_{k-k^{\prime}}^{ \pm}(t)\right|^{2} f_{ \pm}^{\circ}\left(k^{\prime}\right) e^{ \pm k^{\prime} a}, \tag{33}
\end{equation*}
$$

appears as a convolution of the squared $\Gamma_{ \pm}$coefficients, induced by the electromagnetic field, weighted by the initial equilibrium distribution.

The second expression for the momentum representation of the density matrix can be obtained by switching integration variables $\left(x_{1}, x_{2}\right) \rightarrow(x, y)$ in Eq. (30), and by introducing the average momentum $k=\left(k_{1}+k_{2}\right) / 2$ and the transferred momentum $q=k_{1}-k_{2}$,

$$
\begin{equation*}
\rho_{ \pm}(k, q ; t)=\iint \frac{d x d y}{L} e^{i(q x+k y)} \rho_{ \pm}\left(x-\frac{y}{2}, x+\frac{y}{2} ; t\right) . \tag{34}
\end{equation*}
$$

By exploiting the formula

$$
\begin{equation*}
\pm i \lim _{a \rightarrow 0} \int_{-\infty}^{+\infty} \frac{F(y)}{l_{T} \sinh \left[\pi(y \pm i a) / l_{T}\right]} d y=F(0) \pm i \mathcal{P} \int_{-\infty}^{+\infty} \frac{F(y)}{l_{T} \sinh \left[\pi y / l_{T}\right]} d y \tag{35}
\end{equation*}
$$

where $F$ is an arbitrary function and $\mathcal{P}$ denotes the principal value, and by using the property that (29) is odd in the relative variable $y$, one obtains

$$
\begin{equation*}
\rho_{ \pm}(k, q ; t)=\frac{\delta_{q, 0}}{2}+\frac{1}{2 L} \frac{1}{l_{T}} \int_{-\infty}^{+\infty} d x e^{i q x} \int_{-\infty}^{+\infty} \frac{\sin \left(\Delta \phi_{ \pm}^{\mathrm{et}}(x, y ; t) \mp\left(k \mp k_{F}\right) y\right)}{\sinh \left[\pi y / l_{T}\right]} d y . \tag{36}
\end{equation*}
$$

Then, the momentum distribution is also obtained from (36) by taking $q=0$, i.e., $f_{ \pm}(k ; t) \doteq \rho_{ \pm}(k, q=0 ; t)$.
In particular, the momentum distribution of the photoexcited wave packets reads

$$
\begin{equation*}
\Delta f_{ \pm}(k ; t) \doteq f_{ \pm}(k ; t)-f_{ \pm}^{\circ}(k)=\frac{1}{2 L} \frac{1}{l_{T}} \int_{-\infty}^{+\infty} d x \int_{-\infty}^{+\infty} d y \frac{\sin \left[\Delta \phi_{ \pm}^{\mathrm{et}}(x, y ; t) \mp\left(k \mp k_{F}\right) y\right] \pm \sin \left[\left(k \mp k_{F}\right) y\right]}{\sinh \left[\pi y / l_{T}\right]} \tag{37}
\end{equation*}
$$

Importantly, the photoexcited momentum distribution (37) depends on the temperature $T$ and on the chemical potential $\mu$, in striking contrast with the photoexcited density profiles $\Delta n_{ \pm}(x, t)$ [see Eqs. (19) and (20)] that are independent of these quantities. It is not useless to recall that $\Delta f_{ \pm}(k ; t)$ is not the space Fourier transform of the chiral density $\Delta n_{ \pm}(x, t)$, for it contains information also about the spatial correlations at different space points. Nevertheless, it can easily be checked that $\sum_{k} \Delta f_{ \pm}(k ; t)=$ $\int d x \Delta n_{ \pm}(x, t)=\Delta N_{ \pm} \neq 0$, so that the total photoexcited charge in each branch is independent of the temperature and the chemical potential. The sum over all $k$ 's yields the total photoexcited charge and is vanishing, $\sum_{k}\left(\Delta f_{+}+\Delta f_{-}\right)(k, t)=0$.

## D. Time correlations at a space point and the local tunneling density of states

At a given space point $x$, electronic correlations at different times are described by the matrix

$$
\begin{align*}
\mathcal{G}\left(t_{2}, t_{1} ; x\right) \doteq & e^{-\frac{i e}{\hbar} \int_{t_{2}}^{t_{1}} V\left(x^{\prime}, t\right) d t^{\prime}} \\
& \times\left(\begin{array}{ll}
\left\langle\psi_{+}^{\dagger}\left(x, t_{1}\right) \psi_{+}\left(x, t_{2}\right)\right\rangle & \left\langle\psi_{+}^{\dagger}\left(x, t_{1}\right) \psi_{-}\left(x, t_{2}\right)\right\rangle \\
\left\langle\psi_{-}^{\dagger}\left(x, t_{1}\right) \psi_{+}\left(x, t_{2}\right)\right\rangle & \left\langle\psi_{-}^{\dagger}\left(x, t_{1}\right) \psi_{-}\left(x, t_{2}\right)\right\rangle
\end{array}\right) \tag{38}
\end{align*}
$$

Similar to the gauge-invariant density matrix Eq. (26), the gauge invariance of the matrix (38) is ensured by the Wilson
line (18). Note, however, that in this case of equal space points the phase prefactor appearing in the first line (38) involves only the scalar potential $V$.

Again, for the present case of the Hamiltonian (2), the $\sigma_{z}$ projections are dynamically decoupled, and the matrix (38) is block-diagonal in the spinor basis, with diagonal entries

$$
\begin{align*}
\mathcal{G}_{ \pm}\left(t_{2}, t_{1} ; x\right)= & \left\langle\psi_{ \pm}^{\dagger}\left(x, t_{1}\right) \psi_{ \pm}\left(x, t_{2}\right)\right\rangle_{\circ} e^{-i \frac{e}{\hbar} \int_{x_{2}}^{x_{1}} V\left(x, t^{\prime}\right) d t^{\prime}} \\
= & \left\langle\psi_{ \pm}^{\circ}\left(x, t_{1}\right) \psi_{ \pm}^{\circ}\left(x, t_{2}\right)\right\rangle_{\circ} \\
& \times e^{\mp i\left(\phi_{ \pm}\left(x, t_{1}\right)-\phi_{ \pm}\left(x, t_{2}\right) \pm \frac{e}{\hbar} \int_{t_{2}}^{t_{1}} V\left(x, t^{\prime}\right) d t^{\prime}\right)} . \tag{39}
\end{align*}
$$

In particular, the effect induced by the electromagnetic field on the equilibrium correlation $\mathcal{G}_{ \pm}^{\circ}$ is given by

$$
\begin{align*}
& \Delta \mathcal{G}_{ \pm}\left(t-\frac{t^{\prime}}{2}, t+\frac{t^{\prime}}{2} ; x\right) \\
& \quad \doteq \mathcal{G}_{ \pm}\left(t-\frac{t^{\prime}}{2}, t+\frac{t^{\prime}}{2} ; x\right)-\mathcal{G}_{ \pm}^{\circ}\left(t-\frac{t^{\prime}}{2}, t+\frac{t^{\prime}}{2} ; x\right) \\
& \quad=\left\langle\psi_{ \pm}^{\circ}{ }^{\dagger}\left(x, t+\frac{t^{\prime}}{2}\right) \psi_{ \pm}^{\circ}\left(x, t-\frac{t^{\prime}}{2}\right)\right\rangle_{\circ}\left(e^{\mp i \Delta \phi_{ \pm}^{\mathrm{es}}\left(t, t^{\prime} ; x\right)}-1\right), \tag{40}
\end{align*}
$$

where we have introduced the average time $t=\left(t_{1}+t_{2}\right) / 2$ and the time difference $t^{\prime}=t_{1}-t_{2}$, and the equal space gaugeinvariant phase difference

$$
\begin{align*}
& \Delta \phi_{ \pm}^{\mathrm{es}}\left(t, t^{\prime} ; x\right) \\
& \quad \doteq \phi_{ \pm}\left(x, t+\frac{t^{\prime}}{2}\right)-\phi_{ \pm}\left(x, t-\frac{t^{\prime}}{2}\right) \pm \frac{\mathrm{e}}{\hbar} \int_{t-\frac{t^{\prime}}{2}}^{t+\frac{t^{\prime}}{2}} V\left(x, t^{\prime}\right) d t^{\prime} \tag{41}
\end{align*}
$$

with $\phi_{ \pm}$given by Eqs. (11) and (12). It can easily be checked with the use of Eq. (22) that, in the equal time limit $t^{\prime} \rightarrow 0$,

$$
\begin{equation*}
\Delta v_{ \pm}(\omega ; x) \doteq v_{ \pm}(\omega ; x)-v_{ \pm}^{\circ}(\omega ; x)=\mp \frac{v_{F}}{2 L l_{T}} \int_{-\infty}^{+\infty} d t \int_{-\infty}^{+\infty} d t^{\prime} \frac{\sin \left[\Delta \phi_{ \pm}^{\mathrm{es}}\left(t^{\prime}, t ; x\right) \pm(\omega-\mu / \hbar) t^{\prime}\right] \mp \sin \left[(\omega-\mu / \hbar) t^{\prime}\right]}{\sinh \left[\pi v_{F} t^{\prime} / l_{T}\right]} \tag{44}
\end{equation*}
$$

Just like the momentum distribution $\Delta f(k ; t)$ in Eq. (37), the photoexcited LDOS $\Delta \nu(\omega ; x)$ depends on the temperature $T$ and on the chemical potential $\mu$, in striking contrast with the photoexcited density profiles $\Delta n_{ \pm}(x, t)$ [see Eqs. (19) and (20)] that are independent of these quantities.

## IV. CASE OF A LOCALIZED ELECTRIC PULSE

We shall now apply the general results obtained in the previous section to the case of an electric pulse that is applied for a finite duration $\tau$ and is localized over a region of size $\Delta$, with $\Delta$ not necessarily equal to the longitudinal length $L$ of the QSH edge channels. We start by considering a monochromatic radiation with frequency $\Omega$, with a sharp cutoff in space and time, i.e.,

$$
\begin{equation*}
E(x, t)=E_{0} \cos \left(\frac{\Omega x}{c}\right) \cos (\Omega t) \theta\left(\frac{\Delta}{2}-|x|\right) \theta\left(\frac{\tau}{2}-|t|\right) \tag{45}
\end{equation*}
$$

where $\theta$ is the Heaviside function. Although not very realistic, the form (45) allows one to qualitatively illustrate the effects of the spatial and temporal confinements $\Delta$ and $\tau$, since simple expressions for the photoexcited density profiles are straightforwardly obtained upon substituting Eq. (45) into the first two lines of Eqs. (19) and (20).

The conventional far field regime is obtained in the limits of a long $(\Omega \tau \gg 1)$ and spatially extended pulse $\Delta / L \gg 1$, where the whole electron system is exposed to the radiation for many oscillation periods, so that both energy and momentum conservation constraints hold for the excited electrons and the absorbed "photon." Because the velocities $v_{F}$ and $c$ of the
one recovers from Eq. (40) the gauge-invariant chiral densities [see fourth lines of (19) and (20)].

Time correlations are also suitably described in the frequency domain, by Fourier transforming Eq. (39) with respect to times

$$
\begin{align*}
& \mathcal{G}_{ \pm}(\omega, \tilde{\omega} ; x) \\
& \quad=\frac{v_{F}}{L} \iint d t d t^{\prime} e^{-i \omega t^{\prime}} e^{-i \tilde{\omega} t} \mathcal{G}_{ \pm}\left(t-\frac{t^{\prime}}{2}, t+\frac{t^{\prime}}{2} ; x\right) \tag{42}
\end{align*}
$$

By substituting Eq. (39) into Eq. (42) and by proceeding in a similar way as for the density matrix, one obtains

$$
\begin{align*}
\mathcal{G}_{ \pm}(\omega, \tilde{\omega} ; x)= & \frac{\pi \delta(\tilde{\omega})}{L} \mp \frac{v_{F}}{2 l_{T} L} \int e^{-i \tilde{\omega} t} d t \\
& \times \int_{-\infty}^{+\infty} \frac{\sin \left(\Delta \phi_{ \pm}^{\mathrm{es}}\left(t^{\prime}, t ; x\right) \pm(\omega-\mu / \hbar) t^{\prime}\right)}{\sinh \left[\pi v_{F} t^{\prime} / l_{T}\right]} d t^{\prime} \tag{43}
\end{align*}
$$

whose limit $\tilde{\omega} \rightarrow 0$ yields the local tunneling density of states, i.e., $v(\omega ; x) \doteq \mathcal{G}_{ \pm}(\omega, \tilde{\omega}=0 ; x)$.

In particular, the photoexcited local tunneling density of states (LDOS) is
electronic and photonic spectra are different, these constraints cannot be both fulfilled, and a vanishing intrabranch response is obtained,

$$
\begin{equation*}
\Delta n_{ \pm}(x, t) \propto \pm \frac{\mathrm{e} E_{0} c}{2 \hbar} \delta\left(\Omega v_{F}-\Omega c\right)=0 \tag{46}
\end{equation*}
$$

However, when the time or/and the space confinement is finite, either of these constraints or both are relaxed and a nonvanishing intrabranch optical transition is possible. In particular, if the radiation is applied everywhere $(\Delta \gg L)$ but for a short time ( $\Omega \tau \ll 1$ ), the energy conservation constraint is relaxed and one obtains

$$
\begin{equation*}
\Delta n_{ \pm}(x, t)= \pm \frac{\mathrm{e} E_{0} \tau}{2 \pi \hbar} \cos \left[\frac{\Omega}{c}\left(x \mp v_{F} t\right)\right] \tag{47}
\end{equation*}
$$

In this regime only the transferred momentum $q=\Omega / c$ is conserved, while the electron density oscillates in time with a frequency $\Omega_{e l}=\Omega v_{F} / c$ lower than the electromagnetic wave. Typically one has $\Omega L / c \ll 1$, where $L$ is the length for the QSH edge system, i.e., the electron system "sees" the electromagnetic wave as a uniform electric field oscillating in time. Note that the amplitude of the photoexcited electron densities is governed by the product $E_{0} \tau$.

In the opposite case of a radiation applied for a long time $(\tau \rightarrow \infty)$ but over a short spatial region $\Omega \Delta / v_{F} \ll 1$ one obtains, away from the exposed region ( $|x|>\Delta / 2$ ),

$$
\begin{equation*}
\Delta n_{ \pm}(x, t)= \pm \frac{\mathrm{e} E_{0} \Delta}{2 \pi \hbar v_{F}} \cos \left[\frac{\Omega}{v_{F}}\left(x \mp v_{F} t\right)\right] . \tag{48}
\end{equation*}
$$

In this case the energy is conserved, so that the electron density oscillates in time with the same frequency $\Omega$ as the electromagnetic wave, while the momentum conservation constraint is relaxed, and the electron wave vector $q_{e l}=\Omega / v_{F}>q_{l i g h t}=$ $\Omega / c$ is higher than the radiation field. Notice that, even if typically $\Omega L / c \ll 1, \Omega L / v_{F}$ is not necessarily small. In this regime the electron system "sees" the electromagnetic wave as a localized time-dependent gate voltage that oscillates with the frequency $\Omega$, and the amplitude of the photoexcited electron densities is governed by the product $E_{0} \Delta / v_{F}$.

In the case of a localized electric pulse, the spatial and temporal confinement interplay, as we shall now describe with
the more realistic case of a Gaussian pulse

$$
\begin{equation*}
E(x, t)=E_{0} e^{-\frac{x^{2}}{2 \Delta^{2}}} e^{-\frac{t^{2}}{2 \tau^{2}}} \cos (\Omega t) \tag{49}
\end{equation*}
$$

where $\Delta$ and $\tau$ denote the standard deviation around the space and time origin, respectively. Here below we present the result for the case (49), focusing on the density space profile and the momentum distribution of the photoexcited wave packets.

## A. Photoexcited density profiles

Substituting the pulse (49) into Eqs. (19) and (20), one obtains

$$
\begin{equation*}
\Delta n_{ \pm}(x, t)= \pm \frac{\mathrm{e} E_{0}}{2 \pi \hbar} \frac{D}{v_{F}} \sqrt{\frac{\pi}{2}} e^{-\frac{\Omega^{2} D^{2}}{2 v_{F}^{2}}} e^{-\frac{\left(x \mp v_{F} t\right)^{2}}{2\left(\Delta^{2}+\left(v_{F} t\right)^{2}\right)}} \operatorname{Re}\left\{e^{i \frac{\Omega D^{2}}{\frac{V}{F}^{\Delta^{2}}\left(x \mp v_{F} t\right)}}\left[1+\operatorname{Erf}\left(\frac{D}{\sqrt{2}}\left( \pm \frac{x}{\Delta^{2}}+\frac{t}{v_{F} \tau^{2}} \pm \frac{i \Omega}{v_{F}}\right)\right)\right]\right\} \tag{50}
\end{equation*}
$$

where

$$
\begin{equation*}
D \doteq\left(\frac{1}{\Delta^{2}}+\frac{1}{\left(v_{F} \tau\right)^{2}}\right)^{-1 / 2}=\frac{v_{F} \tau \Delta}{\sqrt{\Delta^{2}+\left(v_{F} \tau\right)^{2}}} \tag{51}
\end{equation*}
$$

is an effective length scale involving both the space extension $\Delta$ and the time duration $\tau$ of the pulse. Let us now analyze some specific limits of the expression (50).

## 1. Low frequency limit

Since the spectrum of the QSH is gapless, optical transitions are possible also in the limit of low frequency $\Omega$. Indeed, for $\Omega \tau \ll 1$ and $\Omega \Delta / v_{F} \ll 1$, Eq. (50) reduces to

$$
\begin{align*}
\Delta n_{ \pm}(x, t)= & \pm \frac{\mathrm{e} E_{0}}{2 \pi \hbar} \frac{D}{v_{F}} \sqrt{\frac{\pi}{2}} e^{-\frac{\left(x \neq v_{F}\right)^{2}}{2\left(\Delta^{2}+T^{2}\right)}} \\
& \times\left\{1+\operatorname{Erf}\left[\frac{D}{\sqrt{2}}\left( \pm \frac{x}{\Delta^{2}}+\frac{v_{F} t}{T^{2}}\right)\right]\right\} \tag{52}
\end{align*}
$$

providing useful physical insights. During the finite duration of the pulse (i.e., for $|t| \lesssim \tau$ ), the densities $\Delta n_{ \pm}(x, t)$ do not evolve, in general, as right and left movers. In contrast, after the pulse, i.e., for times $t \gg \tau$, Eq. (52) reduces to

$$
\begin{equation*}
\Delta n_{ \pm}(x, t) \simeq \pm \frac{\mathrm{e} E_{0}}{2 \pi \hbar} \frac{\tau \Delta \sqrt{2 \pi}}{\sqrt{\Delta^{2}+\left(v_{F} \tau\right)^{2}}} e^{-\frac{\left(x \neq v_{F} t\right)^{2}}{2\left(\Delta^{2}+\left(v_{F} \tau\right)^{2}\right)}} \tag{53}
\end{equation*}
$$

which describes two photoexcited wave packets propagating rightwards and leftwards, respectively. Notably, although the shape of the electron densities $\Delta n_{ \pm}$is Gaussian like the applied pulse (49), their space extension

$$
\begin{equation*}
\Delta_{e l}=\sqrt{\Delta^{2}+\left(v_{F} \tau\right)^{2}} \tag{54}
\end{equation*}
$$

is determined by both the space extension $\Delta$ and the time duration $\tau$ of the electric pulse, and is bigger than $\Delta$. In the particular limit of a short pulse, $\tau \ll \Delta / v_{F}$, Eq. (49) can be treated as a $\delta$ pulse, $E(x, t)=\mathcal{E}_{0} \delta(t) \exp \left(-x^{2} / 2 \Delta^{2}\right)$ upon identifying $\mathcal{E}_{0}=E_{0} \tau \sqrt{2 \pi}$, and the profile of the photoexcited electron density has the same space extension $\Delta$ as the pulse.

Figure 2 shows the process of electron wave packets photoexcitation and propagation for the low frequency case, specifically for $\Omega=10 \mathrm{GHz}, \tau=50 \mathrm{fs}$, and $\Delta=50 \mathrm{~nm}$ in Eq. (49), through a series of snapshots of the total density
$\Delta n=\Delta n_{+}+\Delta n_{-}$. As one can see, during the application of the electric pulse (thin solid curve) the density is gradually modified and starts to display its two components $\Delta n_{+}$and $\Delta n_{-}$with opposite sign, which counterpropagate with velocity $v_{F}$ without dispersion once the pulse has ended (dashed and thick solid curves). In this case the wave packet profile is Gaussian, with a spatial extension given by Eq. (54).

## 2. Finite frequency: Asymptotic behavior

Let us now consider a finite frequency $\Omega$, and analyze the asymptotic behavior for long times and/or positions. More specifically, for $\left|D\left(\frac{x}{\Delta^{2}}+\frac{t}{v_{F} \tau^{2}} \pm \frac{i \Omega}{v_{F}}\right)\right| \gg 1$, Eq. (50) reduces


FIG. 2. Space profile of the electron density $\Delta n=\Delta n_{+}+\Delta n_{-}$ photoexcited by the pulse (49) in the regime of low frequency, namely for $\Omega=10 \mathrm{GHz}, \tau=50 \mathrm{fs}$, and $\Delta=50 \mathrm{~nm}$, is shown at three different snapshots: $t=0.01 \mathrm{ps}$ (thin solid curve), $t=0.5 \mathrm{ps}$ (dashed curve), and $t=1.5 \mathrm{ps}$ (thick solid curve). In this regime, the electronic density profiles reproduce the space profile of the electric pulse, with, however, a renormalized space extension parameter $\Delta_{e l}$ given by Eq. (54). The profile is independent of the temperature and chemical potential of the initial electronic equilibrium state, and is linear in the amplitude $E_{0}$ of the applied pulse, as is emphasized by the vertical axis label. The two photoexcited wave packets counterpropagate with velocity $v_{F}=5 \times 10^{5} \mathrm{~m} / \mathrm{s}$.


FIG. 3. Space profile of the electron density $\Delta n=\Delta n_{+}+\Delta n_{-}$ photoexcited by the pulse (49) in the regime of high frequency, namely for $\Omega=40 \mathrm{THz}, \tau=150 \mathrm{fs}$, and $\Delta=50 \mathrm{~nm}$, is shown at three different snapshots: $t=0.2 \mathrm{ps}$ (thin solid curve), $t=1.0 \mathrm{ps}$ (dashed curve), and $t=2.0 \mathrm{ps}$ (thick solid curve). In this regime, the electronic wave packet exhibits space and time oscillations, characterized by a frequency $\Omega_{e l}$, given by Eq. (56), renormalized with respect to the pulse frequency $\Omega$. Again, the profile is independent of the temperature and chemical potential of the initial electronic equilibrium state, and is linear in the amplitude $E_{0}$ of the applied pulse. The propagation velocity is $v_{F}=5 \times 10^{5} \mathrm{~m} / \mathrm{s}$.
to

$$
\begin{align*}
\Delta n_{ \pm}(x, t)= & \pm \frac{\mathrm{e} E_{0}}{2 \pi \hbar} \frac{\tau \Delta \sqrt{2 \pi}}{\sqrt{\Delta^{2}+\left(v_{F} \tau\right)^{2}}} e^{-\frac{\Omega^{2} D^{2}}{2 v_{F}^{2}}} e^{-\frac{\left(x \neq v_{F}\right)^{2}}{2\left(\Delta^{2}+\left(v_{F} \tau\right)^{2}\right)}} \\
& \times \cos \left[\frac{\Omega v_{F} \tau^{2}}{\Delta^{2}+\left(v_{F} \tau\right)^{2}}\left(x \mp v_{F} t\right)\right] \tag{55}
\end{align*}
$$

The finite frequency yields an exponential suppression $\exp \left(-\Omega^{2} D^{2} / 2 v_{F}^{2}\right)$ of the electric pulse amplitude $E_{0}$, where $D$ is given by Eq. (51). Furthermore, in this case the photoexcited
electron densities exhibit, besides the Gaussian envelope, an oscillatory behavior characterized by a frequency

$$
\begin{equation*}
\Omega_{e l}=\Omega \frac{\left(v_{F} \tau\right)^{2}}{\Delta^{2}+\left(v_{F} \tau\right)^{2}} \tag{56}
\end{equation*}
$$

that depends on both the finite space extension $\Delta$ and time duration $\tau$ of the electric pulse, and that is lower than the frequency $\Omega$ of the applied pulse. These features are described in Fig. 3, which shows the photoexcitation of wave packets in the high frequency regime, specifically for $\Omega=40 \mathrm{THz}$, $\tau=150 \mathrm{fs}$, and $\Delta=50 \mathrm{~nm}$.

These results show how the photoexcited charge space profile can be tailored by the applied pulse parameters.

## B. Photoexcited momentum distribution

The photoexcited momentum distribution $\Delta f(k ; t)$ can be obtained from Eq. (37) and depends on the equal time gaugeinvariant phase difference $\Delta \phi_{ \pm}^{\mathrm{et}}(x, y ; t)$ in Eq. (29). The latter can be evaluated in any gauge $(V, A)$ yielding the Gaussian electric pulse (49); two examples are noteworthy among all possible gauges, namely a gauge with purely scalar potential,

$$
\begin{align*}
& V(x, t)=-E_{0} \Delta \sqrt{\frac{\pi}{2}} \operatorname{Erf}\left(\frac{x}{\sqrt{2} \Delta}\right) e^{-\frac{t^{2}}{2 \tau^{2}}} \cos (\Omega t) \\
& A(x, t)=0 \tag{57}
\end{align*}
$$

and a gauge with purely vector potential,

$$
\begin{align*}
V(x, t)= & 0 \\
A(x, t)= & -c E_{0} \tau \sqrt{\frac{\pi}{2}} e^{-\frac{x^{2}}{2 \Delta^{2}}} e^{-\frac{(\Omega \tau)^{2}}{2}} \\
& \times\left\{1+\operatorname{Re}\left[\operatorname{Erf}\left(\frac{1}{\sqrt{2}}\left(\frac{t}{\tau}+i \Omega \tau\right)\right)\right]\right\}, \tag{58}
\end{align*}
$$

where Erf denotes the error function. In both cases, using Eqs. (11), (12), and (29), one finds for the Gaussian pulse (49)

$$
\begin{equation*}
\Delta \phi_{ \pm}^{\mathrm{et}}(x, y ; t)= \pm \frac{\mathrm{e} E_{0}}{\hbar} \Delta \sqrt{\frac{\pi}{2}} \int_{-\infty}^{t} d t^{\prime} e^{-\frac{t^{\prime 2}}{2 \tau^{2}}} \cos \left(\Omega t^{\prime}\right)\left\{\operatorname{Erf}\left[\frac{x+\frac{y}{2} \mp v_{F}\left(t-t^{\prime}\right)}{\sqrt{2} \Delta}\right]-\operatorname{Erf}\left[\frac{x-\frac{y}{2} \mp v_{F}\left(t-t^{\prime}\right)}{\sqrt{2} \Delta}\right]\right\} \tag{59}
\end{equation*}
$$

and a numerical integration of Eq. (37) straightforwardly enables one to determine the dependence of $\Delta f_{ \pm}(k ; t)$ on the amplitude $E_{0}$ of the electric pulse and the temperature $T$. In particular, for times longer than the pulse duration, $t \gg \tau$, the momentum distributions $\Delta f_{ \pm}(k ; t)$ of the two counterpropagating wave packets shown in Figs. 2 and 3 turn out to be asymptotically independent of time. Exploiting the spatial symmetry of the electric pulse (49), the simple relation $\left.\Delta f_{-}(k ; t)\right|_{k_{F}}=-\left.\Delta f_{+}(k ; t)\right|_{-k_{F}}$ can be obtained. We shall thus focus on the case right-moving electron wave packet.

Figure 4 shows the photoexcited momentum distribution $\Delta f_{+}(k ; t)$ in the low frequency regime, for a fixed value of the temperature and chemical potential of the initial equilibrium state, and for various values of the amplitude $E_{0}$ of the applied pulse. Differently from the spatial density profile $\Delta n_{ \pm}(x, t)$ shown above, $\Delta f_{+}(k ; t)$ does not rescale simply linearly with $E_{0}$. In particular, while for weak fields $\Delta f_{+}(k ; t)$ is roughly
symmetric around the Fermi wave vector $k_{F}$, for stronger fields it exhibits a negative dip below the Fermi level and a broader positive peak above it; notably, the integral over $k$ is nonvanishing, and increases with $E_{0}$. As observed above, for massless Dirac electrons the electric pulse effectively "creates" electrons in the chiral branch, e.g., + , while "depleting" the other branch - , the total created charge remaining of course vanishing.

Figure 5 shows the strong temperature dependence of $\Delta f_{+}(k)$. In particular, at low temperature $\Delta f_{+}(k)$ displays sharp dips and peaks with an oscillatory pattern, as a result of the spatial localization $\Delta$ of the applied electric pulse. Indeed for a uniform field $E_{0}$ applied for a duration $\tau$, the photoexcited distribution would simply be $\Delta f_{+}(k)=f_{+}^{\circ}(k-$ $\left.\mathrm{e} E_{0} \tau / \hbar\right)-f_{+}^{\circ}(k)$, without oscillations, as can be obtained from the general result Eq. (37). For higher temperature values the oscillations of $\Delta f_{+}(k)$ are washed out by thermal


FIG. 4. Momentum distribution $\Delta f_{+}(k)$ of the right-moving electron wave packet photoexcited by the pulse (49) with $\Delta=100 \mathrm{~nm}$ and $\tau=100$ fs and $\Omega=10 \mathrm{GHz}$ is shown as a function of the wave vector deviation $k-k_{F}$ from the Fermi wave vector $k_{F}$, for different values of the electric pulse amplitude $E_{0}=2 \mathrm{kV} / \mathrm{m}$ (dotted curve), $E_{0}=5 \mathrm{kV} / \mathrm{m}$ (dashed curve), $E_{0}=10 \mathrm{kV} / \mathrm{m}$ (thin solid curve), and $E_{0}=25 \mathrm{kV} / \mathrm{m}$ (thin solid curve). The initial equilibrium state is characterized by a temperature $T=2 \mathrm{~K}$ and a chemical potential $\mu=\hbar v_{F} k_{F}$, with $v_{F}=5 \times 10^{5} \mathrm{~m} / \mathrm{s}$. Differently from the space profile of the photoexcited density shown in Figs. 2 and $3, \Delta f_{+}(k)$ depends nonlinearly on $E_{0}$.
fluctuations and the dips and peaks decrease and broaden. It is also worth mentioning that, as a further effect of the pulse spatial localisation, off-diagonal entries $\left(k_{1} \neq k_{2}\right)$ arise in the momentum representation of the density matrix $\rho\left(k_{2}, k_{1}, t\right)$, which is instead purely diagonal for a uniform electric pulse.


FIG. 5. Momentum distribution $\Delta f_{+}(k)$ of the right-moving electron wave packet photoexcited by the pulse (49) with $E_{0}=25 \mathrm{kV} / \mathrm{m}$, $\Delta=100 \mathrm{~nm}$, and $\tau=100 \mathrm{fs}$ and $\Omega=10 \mathrm{GHz}$ is shown as a function of the wave vector deviation $k-k_{F}$ from the Fermi wave vector $k_{F}$, for different values of temperature $T$ of the initial equilibrium state: $T=100 \mathrm{mK}$ (thick solid curve), $T=1 \mathrm{~K}$ (dashed curve), and $T=4 \mathrm{~K}$ (thin solid curve). The Fermi velocity is $v_{F}=5 \times 10^{5} \mathrm{~m} / \mathrm{s}$. While sharp peaks and oscillations related to the localization length scale $\Delta$ of the applied pulse arise at low temperature, with increasing $T$ the oscillations are washed out by thermal fluctuations and the peaks of $\Delta f_{+}(k)$ decrease and broaden.

These results explicitly show the striking difference of the photoexcitation effects in $k$ space as compared to real space: with varying the initial temperature $T$ and the amplitude $E_{0}$ of the applied pulse, the occupation of electronic states in $k$ space is modified in a complex and nonlinear way, which, however, leaves the spatial electron profile $\Delta n(x, t)$ unaltered by $T$ and linearly rescaled by $E_{0}$ (see Figs. 2 and 3). As observed at the end of Sec. III B, such simple behavior in real space is a signature of the chiral anomaly. In turn, the relations $\int \Delta n_{ \pm}(x, t) d x=\sum_{k} \Delta f_{ \pm}(k, t)$ imply that, despite that $\Delta f_{ \pm}(k, t)$ depends on $T$, its integral over $k$ does not.

## V. DISCUSSION AND CONCLUSION

We have investigated the photoexcitation of electron wave packets in QSH helical edge states, described by a massless Dirac fermion Hamiltonian, exposed to an electric pulse applied along the QSH edge. In massless Dirac fermions the response to an electromagnetic field involves a nontrivial phenomenon: neither does the field directly couple the two helical branches, nor does it simply redistribute electronic states within each branch. Instead, it effectively creates electrons in one branch and depletes electrons in the other branch accordingly, leading to an interbranch transfer of electrons occurring via the inner depths of the Dirac sea. This subtle effect, known as the chiral anomaly, breaks the conservation laws (8) and (9) that would be expected to hold for each chiral branch, on the basis of the Hamiltonian symmetries. We have fully taken into account these aspects by deriving the exact quantum dynamics of the electron field operator, and by computing electron densities and correlations with a regularization procedure that ensures the gauge invariance of the results via the inclusion of a suitable Wilson line.

Our results show that, while for an applied radiation in the far field regime electric dipole transitions are forbidden by helical selection rule and only transitions involving magnetic Zeeman coupling or bulk states are allowed, when the electric pulse is localized over a finite length and has a finite duration, the photoexcitation of electron wave packets is possible as a result of purely electrical intrabranch transitions in the edge states. In particular, we have shown that during the application of the pulse the helical components lose their character of right and left movers, despite their mutually decoupled dynamics. In contrast, after the ending of the pulse, the photoexcited wave packets propagate in opposite directions maintaining both their spin orientation and their spatial profile without dispersion (see Figs. 2 and 3), as a result of the helical nature and the linearity of the Dirac spectrum. We have computed both the electron space correlations at equal times, and the time correlation at a fixed space point. In particular, for the case of a Gaussian electric pulse (49), we have discussed in detail how the momentum distributions $\Delta f_{ \pm}(k ; t)$ of the photoexcited wave packets depend on the temperature $T$ and the chemical potential $\mu$ of the initial electronic equilibrium state (see Fig. 4), and we have shown its nonlinear behavior as a function of the amplitude $E_{0}$ of the applied field (see Fig. 5).

Importantly, we have proven that the space profile $\Delta n_{ \pm}(x, t)$ of the photoexcited wave packets is instead independent of $T$ and $\mu$, and is determined uniquely and linearly by the applied electric pulse $E(x, t)$ [see Eqs. (19) and (20)]. This is a
signature of the chiral anomaly in 1D massless Dirac fermions. Indeed the term on the right hand side of Eq. (23), which breaks the chiral conservation laws and is responsible for a nonvanishing response to the applied electric field, depends only on the universal constant $\mathrm{e} / 2 \pi \hbar$ and the electric field $E(x, t)$ itself, in a linear manner, and not on the electronic degrees of freedom.

The search for signatures of the chiral anomaly is currently on the spotlight in condensed matter physics, due to the discovery of 3D Weyl semimetals [34-37], where the anomalous term depends on both the electric and magnetic field and is expected to lead to an unconventional electron pump. Quite recently its impact has also been envisaged in 1D QSH edge states, and a system of two QSH quantum dots has been proposed to observe its signatures in real space [38]. In this respect, not only our results indicate a signature of the chiral anomaly in QSH edge states, they also have a practical consequence, since the shape of the propagating wave packets is shown to be tailored through the applied electric pulse only. Indeed its spatial extension $\Delta_{e l}$ and frequency $\Omega_{e l}$ after the pulse ending have been shown to depend, at low as well as at finite frequencies, on a combination of both the space extension $\Delta$ and the time duration $\tau$ of the pulse [see Eq. (54) and Eq. (56)].

The results presented here are valid in the mesoscopic regime. Before concluding, however, we would like to discuss the possible impact of a few aspects that we have neglected in our analysis, and a possible scheme for implementation of the proposed setup.

Electron-phonon coupling effects. As observed above, after the ending of the pulse, the photoexcited density profiles $\Delta n_{ \pm}(x, t)$ are shown to propagate without dispersion, as a consequence of the linear spectrum of the massless Dirac fermions. While elastic scattering off nonmagnetic impurities is forbidden by topological protection, inelastic electronphonon coupling may in principle affect this ideal scenario. For the case of metallic SWNTs-which are also characterized by a linear spectrum - a recent study has shown that modifications to the dispersionless propagation mainly arise from electronphonon backscattering terms, due in that case to breathing phonon modes that couple the two graphene sublattices [22]. However, such backscattering terms have no counterpart in the QSH edge states, as electron-phonon coupling does not mix spin species. Yet, electron-phonon coupling may interplay with Rashba impurities, which do allow spin-flip processes when combined with a momentum reversal, leading to inelastic two-particle backscattering that would affect the wave packet propagation. It should be mentioned, however, that the backscattering current, although in principle present, has been evaluated as extremely negligible at low applied voltage or temperature, maintaining the QSH edge state topological protection de facto [43].

Electron-electron interaction effects. The present analysis has neglected electron-electron interaction in the QSH edge states. As is well known, interactions in 1D electron systems typically induce a Luttinger liquid behavior, leading the correlation functions to exhibit a nonanalytic behavior characterized by a nonuniversal Luttinger parameter $K \leqslant 1$, which depends on the interaction screened by the substrate. The effective interaction strength has been predicted to be weak in $\mathrm{HgTe} / \mathrm{CdTe}$ quantum wells [44], and stronger in $\operatorname{InAs} / \mathrm{GaSb}$ quantum well
[45]. However, it should be pointed out that, at the moment, experimental evidence for a Luttinger liquid behavior in QSH edge states is extremely limited [46]. Although the analysis of interaction effects is beyond the purpose of the present article, it is worth discussing briefly what can be expected when the Hamiltonian (1) is replaced by a helical Luttinger liquid (HLL) Hamiltonian. In the first instance, because the HLL includes both intra- and interbranch density-density interactions, the dynamical evolutions of the fields $\Psi_{ \pm}$would be no longer decoupled. As a consequence, while in the noninteracting case the photoexcited density profiles $\Delta n_{ \pm}(x, t)$ reacquire their character of left and right movers after the ending of the pulse, in the presence of interactions, even after the pulse, each $\Delta n_{ \pm}$becomes a combination of both right- and left-moving components, consisting of quasiparticles with a fractional charge $\mathrm{e}^{*}=\mathrm{e} K$ traveling with a velocity $v=v_{F} / K$. Secondly, an important question is the dependence of the photoexcited observables on the temperature $T$ and chemical potential $\mu$. For the noninteracting case we have shown that the $T$ and $\mu$ independence of the photoexcited spatial profiles $\Delta_{ \pm}(x, t)$ is related to the short-distance behavior of the correlations functions (22), determined by their scaling laws. Because interactions modify but do not destroy the scaling properties of the correlation functions, we expect the independence from $T$ and $\mu$ to be robust to interaction effects. In contrast, the photoexcited momentum distribution $\Delta f(k)$, which involves also long distance correlations, would be affected by interactions, and nonanalytical behavior is expected. While interaction effects are often masked in dc measurements by the noninteracting leads [47-49], they may become observable in time-resolved or finite-frequency measurements, as also emphasized in various works [50-53]. We point out that the natural framework to describe interaction effects is the bosonization formalism [41] where, by expressing electron field operators $\Psi_{ \pm}$as exponential of bosonic fields $\Phi_{ \pm}$, the interacting HLL Hamiltonian can be rewritten as a simply quadratic Hamiltonian for the latter fields. When the electric pulse is applied, $\Phi_{ \pm}$acquires a zero mode $\phi_{ \pm}$, whose noninteracting limit precisely corresponds to the phases $\phi_{ \pm}$ given in Eqs. (11) and (12). The spatial derivative of the zero mode, up to an additional term ensuring gauge invariance, is related to the photoexcited densities $\Delta n_{ \pm}$, similar to the third lines of Eqs. (19) and (20).

Possible implementation. Let us now discuss possible implementations of the proposed setup. QSH edge states have been observed in both $\mathrm{HgTe} / \mathrm{CdTe}$ and in $\mathrm{InAs} / \mathrm{GaSb}$ quantum wells, where they exhibit a linear dispersion with a Fermi velocity $v_{F} \simeq 5 \times 10^{5} \mathrm{~m} / \mathrm{s}$ and $v_{F} \simeq 2 \times 10^{4} \mathrm{~m} / \mathrm{s}$, respectively $[15,20]$, within a bulk gap $E_{g} \sim 30 \mathrm{meV}$. In these systems the phase breaking length $L_{\phi}$, i.e., the length scale for which the analysis carried out here holds, is of the order of $1-2 \mu \mathrm{~m}$ at kelvin temperatures. In order to generate a localized electric pulse, the most straightforward way might be to utilize a side finger electrode, contacted to the QSH bar and biased by a pulse voltage $V(t)$, similar to what has been done in GaAs/AlGaAs 2DEG [54]. In this case the spatial extension of the electric pulse is determined by the lateral width $\Delta \sim 100 \mathrm{~nm}$ of the finger electrode, and the applied frequency range is in the GHz range. Alternatively, more localized electric pulses can be obtained with near field
scanning optical microscopes (NSOM) [55] in the illumination mode, as has been done both in semiconductor quantum dots [56], in SWNTs [57], and in QH chiral edge states [58,59]: an optical fiber with a thin aperture of tens of nm, positioned near the sample, excites a strong electric field at the tip apex due to an antenna effect. In this case the THz frequency regime is accessible. The recent impressive advances in pump-probe experiments and photocurrent spectroscopy, successfully applied to time-resolved measurements in 2DEG [54], QH edge states $[6,60]$, graphene $[61,62]$, and also to the surface states of 3D topological insulators [63], make the detection of the photoexcited wave packets in QSH system at experimental reach in the near future.

Future developments. We conclude by outlining some possible developments of the present work within the field of electron quantum optics. We note that a quantum point contact (QPC) realized by etching a constriction in the quantum well could be used as a beam splitter on the electron wave packets photoexcited on one edge of the QSH bar, similar to what is currently done for the edge states of QH systems [6]. In the QSH case, however, due to the spin-orbit coupling characterizing these materials, both spin-preserving and spinflipping interedge tunneling terms may emerge across the constriction [44,64-69]. Due to the helical nature of the QSH states, the control of tunneling properties at the QPC might then open up the perspective to electrically manipulate the
spin of the photoexcited wave packets and their partitioning into various terminals [70-74].

Another interesting development may be related to the observability of the so called "levitons." These somewhat minimal quasiparticles, characterized by purely particle or purely hole excitations, were predicted by Levitov and coworkers [75-77] to emerge as a response to Lorentzian-shaped voltage pulses of quantized area. After their recent observation in 1D channels created in ordinary semiconductor 2DEGs [54], they are on the spotlight in electron quantum optics [78-80], and it would thus be interesting to determine whether spinpolarized levitons can be generated in QSH edge channels. To this purpose, a time-domain analysis of the phases $e^{ \pm i \phi_{ \pm}}$ acquired by the two-counterpropagating electron fields (10) is needed. The present work may provide the natural framework to address this problem: the general expressions (11) and (12) obtained in Sec. III hold for arbitrarily shaped pulses applied to the QSH edge states, and are not limited to the example of Gaussian pulse discussed in Sec. IV. Work is in progress along these lines.
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