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This paper reports an investigation of the physical origin of the thermal droop (the drop of the

optical power at high temperatures) in InGaN-based light-emitting diodes. We critically investigate

the role of various mechanisms including Shockley-Read-Hall recombination, thermionic escape

from the quantum well, phonon-assisted tunneling, and thermionic trap-assisted tunneling; in addi-

tion, to explain the thermal droop, we propose a closed-form model which is able to accurately fit

the experimental data by using values extracted from measurements and simulations and a limited

set of fitting parameters. The model is based on a two-step phonon-assisted tunneling over an inter-

mediate defective state, corrected in order to take into account the pure thermionic component at

zero bias and the field-assisted term. VC 2016 AIP Publishing LLC.

[http://dx.doi.org/10.1063/1.4942438]

I. INTRODUCTION

Light-emitting diodes (LEDs) are commonly considered

as promising devices for all applications requiring high-

efficiency light generation, including general lighting, and

automotive and biomedical applications. In order to

approach the high-power end of the illumination market, the

overall efficiency of the systems has to be improved at de-

vice and circuit level.

A high degree of effort has been put into the understand-

ing of the efficiency droop, i.e., the drop of the optical power

at higher bias levels.1–3 However, there is another mecha-

nism that can severely limit the optical power of InGaN

LEDs, namely, the thermal droop. This effect consists of the

decrease in optical power with increasing temperature and

may lead to a remarkable quenching in the electrolumines-

cence (EL) signal. Thermal droop has been reported by sev-

eral research groups,4–7 but no rigorous analysis on its

physical causes has been carried out up to now. A clear

understanding of the physical origin of thermal droop is nec-

essary, since commercial devices are now rated for very high

maximum junction temperatures (up to 175 �C), which may

lead to a severe optical power drop (up to 25% at 150 �C for

typical commercial devices).8 Preliminary studies tentatively

ascribed the thermal droop to Shockley-Read-Hall (SRH)

recombination9 or to carrier escape from the quantum

wells;10 however, the individual contribution of these mech-

anisms to the luminescence quenching still has to be quanti-

tatively investigated.

The aim of this paper is to improve the understanding of

the thermal droop in InGaN-based LEDs by investigating the

possible impact of Shockley-Read-Hall recombination,

thermionic escape from the quantum well, phonon-assisted

tunneling (PAT), and thermionic trap-assisted tunneling

(TTAT). By combined experimental and theoretical investi-

gation, (i) we demonstrate that—in the samples under inves-

tigation—none of these processes alone can explain the

temperature dependence of the experimental data over a

wide temperature range. To explain the physical origin of

the thermal droop, (ii) we propose a novel model based on a

thermionic trap-assisted tunneling process which causes the

escape of carriers from the quantum wells; the model was

validated by using the data on defect density and concentra-

tion obtained through capacitance deep level transient spec-

troscopy (C-DLTS), and information on the energetic

structure of the quantum wells derived by numerical

simulations.

II. THERMAL DROOP AND DEFECT DENSITY

The devices under test are InGaN-based single quantum

well (SQW) light-emitting diodes with different point defect

densities, as estimated by DLTS measurements. In the fol-

lowing, we will refer to them as device families A to E.

Details on device properties and fabrication processes can be

found in Refs. 11 and 12. The LEDs under test were grown

on a silicon substrate on the c-direction by means of metal-

organic vapor phase epitaxy (MOVPE). Over the substrate, a

low-temperature AlN nucleation layer was deposited. The

epitaxial structure is composed of a 5 lm thick AlGaN/GaN

buffer, a highly Si-doped GaN current spreading layer, and a

single 3 nm thick quantum well. A Mg-doped AlGaN block-

ing layer and a p-doped GaN:Mg contact layer form the p-

side of the device.

In order to quantitatively evaluate the thermal droop, we

carried out—on all families—a temperature-dependent charac-

terization of the output power at different current levels. The

results of this analysis are summarized in Fig. 1 for 200 lAa)carlo.desanti@dei.unipd.it and matteo.meneghini@dei.unipd.it
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bias. As can be noticed, the devices lose more than 99% of

their light emission at very small current densities when tem-

perature is increased from 83 K to 475 K. This effect is more

severe in devices with higher densities of SRH lattice defects,

as revealed by DLTS measurements (see Fig. 2). This result

suggests a correlation between the thermal droop and the den-

sity of defects responsible for non-radiative recombination.

This is also confirmed by the fact that the samples with higher

non-radiative SRH recombination coefficient A (evaluated by

means of differential lifetime measurements, an entirely inde-

pendent set of measurements13) have the strongest thermal

droop (Fig. 2). The extrapolated values of A are comparable to

similar reports in the literature.1,13,14

III. SRH RECOMBINATION

To our knowledge, results on the correlation between

defect density and thermal droop have been reported only by

Wang et al.15 and by Chhajed et al.16 In the paper by Wang

et al.,15 the authors qualitatively assumed that the thermal

droop was caused by the increase in SRH non-radiative

recombination with increasing temperature. In the second pa-

per,16 the authors carried out a quantitative analysis based on

the SRH rate equation. They derived an explanation based on

the non-linear relation between the internal quantum effi-

ciency (IQE) and the non-radiative lifetime (sNR) due to the

presence of the radiative lifetime term (sR): IQE¼ sNR/

(sRþ sNR). Their study is based on the assumption that sR is

constant over the temperature range under analysis, which

may be in disagreement with other reports.17–20 In the follow-

ing, we will present three different arguments indicating

that—in the analyzed temperature range—thermal droop can-

not be explained by simply taking into account the increase in

SRH recombination at high temperature levels. Other factors

will be then considered in the subsequent part of the paper.

A. Numerical simulations

To understand if SRH recombination alone can explain our

thermal droop data, we carried out numerical simulations in

order to evaluate the expected optical power decrease due to

non-radiative recombination events. The drift-diffusion model is

composed by Poisson’s equation and two continuity equations

r �~jn ¼ q
@n

@t
þ Rtot r �~jp ¼ �q

@p

@t
� Rtot (1)

The constitutive equations for the electron and hole cur-

rent densities~jn,~jp include a drift and a diffusion term

~jn ¼ qnln
~E þ qDn

@n

@x
~jp ¼ qplp

~E � qDp
@p

@x
; (2)

were ln, lp are the electron and hole mobilities, ~E is the

electric field, and Dn, Dp are the carrier diffusivities. Rtot rep-

resents the sum of all recombination contributions: Auger,

SRH, and radiative recombination.

Rtot ¼ RSRH þ RRAD þ RAUG: (3)

Our interest is focused on the modeling of the SRH

recombination rate (RSRH), which is expected to be dominant

at low currents. In the following, Auger recombination rate

(RAUG) has been modeled as

RAUG ¼ ðCnnþ CppÞðnp� n2
i Þ: (4)

Radiative recombination rate (RRAD) has been modeled

according to the k � p approach, within the quantum well

region, and according to

RRAD ¼ Bðnp� n2
i Þ (5)

elsewhere. The variation of B at different temperatures was

considered according to BðTÞ ¼ Bð300Þ ½300=T�N=2
.21 The

k � p model parameters used for our simulations are taken

from Ref. 22 and are summarized in Table I.

The radiative recombination rate inside the active region

is usually expressed as a summation running over j conduc-

tion states and i valence states23,24

RRAD ¼
2p
�h

� �X
i;j

ð ð
�hxq2

2m0ex2

� �
jMijj2 fj � fið Þ

� D Eð Þq0
ijh �hx� E0

ij

� �
dkdE; (6)

FIG. 1. Normalized optical power as a function of temperature for all device

families under analysis, at a bias current¼ 200 lA. The different defect den-

sities are indicated.

FIG. 2. Correlation between the SRH A coefficient, obtained by differential

lifetime measurements, the trap density evaluated by capacitance DLTS, and

the amount of thermal droop.
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where DðEÞ is the optical mode density, Mij is the momen-

tum matrix element, fi and fi are Fermi statistics for i-th and

j-th energy levels, q0
ij is the 2D density of states, and E0

ij is

the energy distance between the two levels. In our simula-

tions, the net SRH recombination rate is calculated as25

RSRH
net ¼

np� n2
i

sp nþ n1ð Þ þ sn pþ p1ð Þ
(7)

in which n and p are the electron and hole concentrations, ni

is the intrinsic carrier concentration, and sn and sp are the

electron and hole lifetimes. The values of n1 and p1 corre-

spond to electron and hole concentrations calculated when

the quasi-Fermi energy is equal to the trap energy ET . For

these simulations, we considered that the electron and hole

lifetimes depend on temperature according to the formula

presented by Schenk in Ref. 26, namely,

snjp Tð Þ ¼ snjp 300ð Þ 300

T

� �3=2

; (8)

where snjp(300) is the SRH recombination lifetime at room

temperature. The overall SRH lifetime (sSRH) was calculated

according to the simpler formulation

RSRH ¼ An ¼ 1

sSRH
n: (9)

Parameters common to all simulations are listed in Table II.

The results of the simulations are reported in Fig. 3: as

can be noticed in Fig. 3(a), by numerical calculations the de-

pendence of the sSRH on temperature can be accurately

reproduced by the simulations. Fig. 3(b) reports the experi-

mental thermal droop, compared with the simulated data,

obtained by taking into account the variation of sSRH with

temperature reported in Fig. 3(a). The results of this analysis

demonstrate a poor correspondence between the experimen-

tal data and the simulated behavior, and indicate that thermal

droop cannot be simply explained by considering that high

temperatures induce an increase in non-radiative SRH

recombination. An additional mechanism must be therefore

taken into account.

TABLE I. Simulation parameters for k�p model of radiative recombination

within the quantum well.

Parameter GaN InN Units

A 3.1892 3.5446 Å

C 5.185 5.718 Å

Eg at T¼ 0 K 3.507 0.735 eV

a 0.909 0.245 meV K�1

B 830 624 K

X 4.07 5.9272 eV

Dso 14 1 meV

Dso 19 41 meV

er 9.5 15 …

mejj 0.20 0.065 …

me? 0.20 0.065 …

A1 �6.56 �8.21 …

A2 �0.91 �0.68 …

A3 5.65 7.57 …

A4 �2.83 �5.23 …

A5 �3.13 �5.11 …

A6 �4.86 �5.96 …

D1 �3.0 �3.0 eV

D2 3.6 3.6 eV

D3 8.82 8.82 eV

D4 �4.41 �4.41 eV

D5 �4.0 �2.33 eV

D6 �5.0770 �0.3536 eV

C11 390 271 GPa

C12 145 124 GPa

C13 106 92 GPa

C33 398 224 GPa

C44 105 46 GPa

Psp �0.034 �0.042 C m�2

TABLE II. Parameters common to all simulations.

InGaN GaN AlGaN Units

Cn 6:7 200 200 10�32 cm6s�1

Cp 6:7 200 200 10�32 cm6s�1

lnð300KÞ 300 300 300 cm2V�1s�1

lpð300KÞ 10 10 10 cm2V�1s�1

an 1.5 1.5 1.5 …

ap 2.0 2.0 2.0 …

B … 2:0 2:0 10�11 cm3s�1

me 0.188 0.2 0.2 …

mh 1.67 1.5 1.09 …

FIG. 3. Comparison between the experimental amount and a simulation of

the SRH recombination contribution for (a) SRH lifetime and (b) thermal

droop. SRH recombination lifetime was evaluated by means of differential

carrier lifetime measurements.
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B. Stress experiments

A second argument to demonstrate that thermal droop

does not only depend on the increase in SRH recombination

at high temperatures was obtained through the execution of

degradation tests.

The idea is to forcibly induce a change in defect concen-

tration (by applying a high constant current) and to track the

effects it has on the device. The LED was submitted to

100 mA constant bias at 75 �C, and at each stress step we

monitored the current-voltage characteristic, the output opti-

cal power, and the differential carrier lifetime. Moreover, the

photoluminescence (PL) and corresponding photocurrent

were obtained through a custom setup employing a 405 nm

laser diode and an optical system able to reach excitation

levels up to 50 W/mm2. The results are summarized in

Fig. 4.

During stress, we detected a clear increase of the SRH A

coefficient, which is related to the non-radiative recombina-

tion through deep levels, suggesting an increase of the defect

concentration inside the quantum well. The same conclusion

is supported also by the strong decrease of the photolumines-

cence level: since no increase of the photocurrent was

detected, the photogenerated electron-hole pairs are lost due

to the recombination through the higher number of defective

states. Even though these two quantities indicate a higher

defect density inside the quantum well, no significant varia-

tion of the thermal droop was induced by the stress. This

result is a further evidence of the fact that thermal droop

does not solely depend on the amount of SRH recombination

within the quantum well.

C. Impact of electron blocking layer

Another indication of the fact that SRH recombination

is not the main cause of thermal droop comes from the fact

that an improvement of the electron blocking layer (EBL)

can result in a significant reduction of the thermal droop.2,4,10

This suggests that another possible mechanism for explain-

ing thermal droop is the escape of carriers from the quantum

wells.4,10,15,27

IV. ESCAPE MECHANISMS

In order to provide a better understanding of the proc-

esses responsible for thermal droop, we evaluated the impact

of carrier escape mechanisms on the optical efficiency of the

devices.

A critical parameter is the distance between the lower

border of the conduction band and the lowest allowed ener-

getic level inside the quantum well EC – E0; this was calcu-

lated by starting from the unstrained energy gap, introducing

strain,28 evaluating the band profile, and solving the

Schr€odinger problem for the conduction band in flat-band

approximation.

A. Thermionic escape

The first escape mechanism we evaluated is the simple

thermionic escape (Fig. 5(a)): here the electrons inside the

well are able to overcome the barrier energy VB¼EC � E1

thanks to the thermal energy, and then they can escape into

the barrier layer. The band diagrams reported in this paper

are simple sketches intended as visual aid for the reader for

an easier understanding of the different models, they are not

accurate representations of the device. The closed-form

equation describing this mechanism was derived by

Schneider et al.29 and was used for studying the carrier

escape from InGaN quantum wells of solar cells (e.g., by

Lang et al.).30 The electron flow balance (inside and outside

the well) is evaluated from the energy distribution of the car-

rier density inside the well, by obtaining the relation

stherm esc ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pm�L2

w

kBT

s
exp

EC � E1

kBT

� �
; (10)

where stherm_esc is the average time required for the escape of

one electron, m� the electron effective mass inside the well,

and LW the well thickness. The results reported in Fig. 5(b)

show that the dependence on the temperature of the experi-

mental data strongly differs from the theoretical relation of

pure thermal escape calculated based on (10). Moreover, the

simple thermal escape model is not able to explain the fact

that thermal droop depends on defect density, as highlighted

FIG. 4. Variation of thermal droop, photoluminescence level, and SRH A

coefficient over stress at 100 mA, 75 �C.

FIG. 5. (a) Sketch of the pure thermionic escape process and (b) fitting of

the experimental data.
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in Fig. 2. Therefore, a pure thermionic escape process from

the quantum well is not a likely candidate as the cause for

the thermal droop, at least in the blue spectral range consid-

ered within this paper.

B. Phonon-assisted tunneling

A possible reason for this may be the fact that the pure

thermionic model in Fig. 5(a) does not consider any defect-

and phonon-related escape process, such as tunneling. We

therefore considered a more accurate model to simulate carrier

escape, namely, PAT. This process, described in Figure 6(a),

consists of the tunneling of the electron from the QW,

enhanced by the coupling of the electrons with the phonons

and by the electric field. The widely diffused equation derived

by Pons et al.31—which was successfully used by Kim et al. in

the analysis of the reverse-bias current-voltage characteristics

of InGaN-based LEDs32—was found to provide a reasonable

fit of our experimental data (see Figure 6(b)). The emission

rate from the quantum well can be briefly expressed as

eFðTÞ / ð1� e��hx=kBTÞ
X1
n¼0

e�n�hx=kBT ; (11)

where eF is the field-enhanced emission rate and �hx the

energy of the phonon which has the strongest coupling with

the electrons (the complete formulation we used is lengthy

and can be found in Section IV D or in the paper by Pons31).

Fig. 6(b) shows some agreement between the data and the

model; however, the PAT model in (11) does not explain the

relation between defect density and the thermal droop.

C. Thermionic trap-assisted tunneling

A more complex model that allows to consider the role

played by deep levels and also the effect of thermal proc-

esses is the TTAT in its widespread formulation developed

by Sathaiya et al. for Schottky diodes described in Fig.

7(a).33,34 The first part of the mechanism (A) is a field- and

temperature-assisted emission from the quantum well to an

intermediate deep level, while the second part (B) is a pure

tunneling process from the deep level to the edge of the con-

duction band, described in this case by using the Wentzel-

Kramers-Brillouin (WKB) approximation.

To use this model, it is necessary to collect information

on the presence/properties of the deep levels within the active

region of the devices. For this reason, we carried out C-DLTS

measurements on all sample families, by using a filling volt-

age of 1 V and a measure voltage of �2 V in the temperature

range from 83 K to 475 K. We detected three trap states: one

hole trap H1 at EH1 � EVþ 1 eV and two electron traps E1 at

EE1 � EC � 0.8 eV and E2 at EE2 � EC � 0.33 eV. Hole traps

in gallium nitride described by similar signatures have already

been reported in the literature,35–37 and they may be related to

gallium vacancies.38 Concerning the electron traps, the first

one has been detected several times in n-GaN39–41 and has

been ascribed to native point defects introduced during GaN

growth.42 The E2 level is similar to the one detected by other

groups in GaN layers,36,43,44 possibly related to N vacancy

complexes.45 Since it is an intrinsic defect in gallium nitride

and is placed between the bottom of the conduction band and

the lowest allowed energetic level inside the quantum well, it

is a likely candidate for the TTAT mechanism.

This approach is also not able to completely reproduce

the experimental behavior (see Fig. 7(b)), due to the very

high barrier for the pure tunneling part (B) of the process.

The latter causes a very slow emission from the deep level

that dominates in the overall balance and produces an almost

temperature-independent mechanism, since the tunneling is

not thermally assisted in this formulation.

D. Extended thermionic trap-assisted tunneling

To overcome the limitations of the models described

above, we developed a new model, called extended

FIG. 6. (a) Sketch of the phonon-assisted tunneling escape process and (b)

fitting of the experimental data.
FIG. 7. (a) Sketch of the thermionic trap-assisted tunneling escape process

and (b) fitting of the experimental data.
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thermionic trap-assisted tunneling (ETTAT), in order to

take into account the role of the temperature also in the

second part of the emission process. A sketch of the sug-

gested mechanism is reported in Fig. 8. Even if, at first

sight, the escape process may seem similar to the TTAT of

Fig. 7 (a), it is important to point out that the equation set

describing process “P1” and “P2” vastly differ from the

equations of “A” and “B” derived by Sathaiya et al., since

we employ for each part Pons’s phonon assisted tunneling.

Moreover, process “P2” takes into account the effect of

temperature. A detailed description of the model is given

in Sec. IV D 1.

1. Model formalism

The carrier escape processes consist in two steps with

the same analytical description, from the well to the trap

(P1) and from the trap to the conduction band (P2, see

Fig. 8). Each step is defined by an extension of the phonon-

assisted tunneling. Equation (11) is the field-assisted part of

the process, but we have to add the component of the thermal

emission at zero bias, as was stated but not calculated in

the original derivation by Pons et al. (see Equation (18) in

Ref. 31). Each step then assumes the complete description

eðTÞ ¼ eTðTÞ þ k � eFðTÞ; (12)

where e is the total emission rate, eT, eF are the zero-bias

thermal emission rate and the field-enhanced emission rate

as per Equation (11), respectively, and k is a fitting

parameter.

Concerning the pure thermal emission, as discussed in

Equation (10), we can set

eT Tð Þ ¼ 1

stherm esc
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kBT

2pm�L2
w

s
exp � DE

kBT

� �
(13)

substituting DE with the relevant distances, ET � E1 and EC

� ET, respectively, for the well to trap (P1) and trap to band

(P2) step. All these energy values are not fitting parameters

but actual data taken from the DLTS analysis and from the

simulations, so they confer consistency to the results of the

theoretical analysis.

The complete formula for the field-assisted part briefly

reported in Section IV B (see Equation (11)), as summarized

in Equation (B.2) in Pons’ paper, is

eF ¼ 1� e��hx=kBTð Þ

�
X1
n¼0

X
p

e�n�hx=kBTC Dpð ÞJ2
p 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S nþ 1

2

� �s24
3
5; (14)

where n is the number of phonons, p the order of the phonon

energy level, Dp the energy difference between the conduc-

tion band edge and the phonon energy level of order p, and S
the Huang-Rhys factor. Moreover, other elements in this

equation that can be expanded are the Bessel function of the

first kind Jp

Jp xð Þ ¼ 1

2p

ðp

�p
ei ps�x sin sð Þds (15)

and Korol’s formula for the ionization rate of an electron

trapped in a delta function potential well (which most closely

models the behavior of a deep level) C(D)

C Dð Þ ¼ c
D

qK
e�K ; (16)

where

c ¼ 8q

3�h
(17)

is Pons’ preexponential factor (q is the electronic charge)

and

K ¼ 4

3

2m�

�hF
D3=2 (18)

the WKB attenuation of the wave function across the poten-

tial barrier caused by an electric field F. By using (13) and

(14) in (12), we obtain the complete equation for the ETTAT

emission rate

e Tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

kBT

2pm�L2
w

s
exp � DE

kBT

� �
þ k � 1� e��hx=kBTð Þ

�
X1
n¼0

X
p

e�n�hx=kBTC Dpð ÞJ2
p 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S nþ 1

2

� �s24
3
5: (19)

The model needs only two fitting parameters in order to

produce meaningful results. The first one is the value of the

electric field at the border of the quantum well, which can be

estimated through simulations or experimental analyses. The

second one is a scaling constant in the sum of Equation (12),

due to the need to obtain comparable contributions from dif-

ferent equations containing parameters theoretically known

or experimentally extracted with a limited degree of preci-

sion and accuracy. Even though the ETTAT was used in this

paper in order to explain the thermal droop of an InGaN-

based LED, this formalism could be applied to any kind of

detrapping process. If the thermal emission is from a deep

level and not from a quantum well, at a first glance the value

of the quantum well thickness LW is missing and should be

substituted with the thickness of the equivalent potential
FIG. 8. Sketch of the proposed extended thermionic trap-assisted tunneling

escape process.
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well induced by the defect, which is not easy to obtain. At a

closer analysis of Equation (19), we can see that LW is a mul-

tiplicative term for the thermal emission at zero bias compo-

nent, and since the model employs the multiplicative fitting

parameter k for the field assisted part, any dummy value can

be used for LW without compromising the descriptive capa-

bility of the ETTAT model.

2. Calculation of relevant parameters

The derived ETTAT formulation (see Equation (19))

contains several physical constants, but also some device-

and material-related parameters that need to be calculated.

The Huang-Rhys factor S and the energy of the phonon

with the strongest coupling to the electrons �hx can be eval-

uated from EL spectral measurements at low temperature.46

Even if these values are typically obtained from PL tests, the

figures reported in the literature and experimentally derived

in this paper are consistent with PL reports,47–51 as are the

ones in cathodoluminescence (CL) studies.52 The spectra

present one or more secondary peaks, called phonon replicas,

caused by the interaction between the electron-hole pair and

one or more phonons. The energy separation between neigh-

boring peaks is the energy of the phonon, typically a

longitudinal-optical (LO) phonon, while the Huang-Rhys

factor can be calculated from the peak amplitudes according

to the equation

Inþ1

In
¼ S

nþ 1
; (20)

where S is the Huang-Rhys factor, n the number of phonons

involved in the process (or, equivalently, the order of the rep-

lica), and In and Inþ1 the intensity of the n-th and (n þ 1)-th

replica, respectively. The process, along the experimental

data, is shown in Fig. 9. We obtained �hx¼ 90 meV and

S¼ 0.30.

If experimental data are not readily available, an esti-

mate could be obtained from the literature. The LO phonon

energy is calculated in the range 89–92 meV,47–57 in perfect

accordance with the data presented in this paper. For the

Huang-Rhys factor, reported values typically cluster in the

region 0.1–0.6,47–57 and the probable linear dependence on

zero-phonon peak energy must be taken into account.53–57

The experimental estimation of the electron effective

mass m� is not trivial; therefore, values reported in the litera-

ture for the same material system may be used. Theoretical

studies compute an effective mass for GaN (m�GaN) in the

range 0.179–0.26 m0 in the direction parallel to the hexago-

nal axis (m�k) and 0.18–0.28 m0 in the perpendicular direction

(m�?), where m0 is the electron mass.58–61 Early experimental

studies suggest a value of 0.20 m0 from normal-incidence

reflectivity62 and of 0.22–0.23 m0 by cyclotron resonance

experiments,63–66 while more accurate estimates were

obtained by Witowski et al. (0.222 m0
67) and by using infra-

red absorption spectroscopy (0.236 m0
68). AlGaN/GaN het-

erostructure were used in order to evaluate the effective

mass by Shubnikov–de Haas oscillations in the two-

dimensional electron gas,69–73 obtaining values in the large

interval from 0.18 m0 to 0.228 m0, probably due to the effect

of different magnetic fields73 or to the different electron

wave-function penetration into the barrier layer.74 Perlin

et al.75 calculated 0.22 m0 by infrared reflectivity, and

derived almost no difference between the parallel and per-

pendicular component of the effective mass, a very impor-

tant result partly supported by the data obtained by Kasic

et al.76 through infrared spectroscopic ellipsometry, yielding

similar values for m�k (0.228 m0) and m�? (0.237 m0).

Concerning indium nitride (m�InN), theoretical studies

yield values in the range 0.058–0.07 m0 in the direction par-

allel to the hexagonal axis and 0.061–0.073 m0 in the perpen-

dicular direction.59–61 Experimental studies report values of

0.12 m0 by reflection spectra,77 0.14 m0 by infrared spectro-

scopic ellipsometry78 and a larger 0.24 m0
79 by plasma

reflection spectra. More recent papers find a strong reduction

of the effective mass, 0.07 m0 and 0.05 m0 by infrared reflec-

tion experiments,80,81 while by infrared magneto-optic gen-

eralized ellipsometry values in the range 0.039–0.090 m0 for

m�k and 0.047–0.090 m0 for m�? were obtained.82

Taken into account the theoretical and experimental

reports, we suggest m�GaN ¼ 0.20 m0 and m�InN ¼ 0.07 m0, in

accordance with Ref. 83. The electron effective mass in

InGaN can then be estimated through a linear interpola-

tion84–86 (method supported also by some tight-binding cal-

culations87) as

m�InxGa1�xN ¼ m�GaN þ xðm�InN � m�GaNÞ: (21)

Even though there are papers describing the dependence

of m� on the free electron concentration in InN,80–82 at the

best of our knowledge the same issue has not been reported

yet for GaN or InGaN; therefore, we may assume the values

obtained through Equation (21) to be reliable.

3. Thermal droop modeling

In our specific case, the difference between the energetic

barriers of the two steps P1 and P2 is so high (0.2 eV to

0.3 eV) that the deep level is easily filled by the very fast P1

process. Therefore, the escape rate from the quantum well is

limited by the time required to empty the defective state,

FIG. 9. Procedure for the calculation of the phonon energy and Huang-Rhys

factor from the experimental electroluminescence spectrum at low

temperature.
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which acts as an intermediate reservoir of electrons. The

number of escaped electrons is proportional to the density of

defects,88–90 giving an increased carrier loss (and then a

more intense thermal droop) in the devices with higher

defect density, consistent with the experimental findings (see

Fig. 1). It is useful to point out that this loss mechanism

depends on the first power of the carrier density; therefore, it

could cause a variation of the A SRH coefficient which may

be incorrectly ascribed to an increase of the non-radiative

recombination.

Fig. 10(b) shows that the developed ETTAT model pro-

vides a very good agreement with the experimental data,

while Fig. 10(c) shows the breakdown of the curve into the

two components: the zero-bias thermionic and the field-

assisted part. Fig. 10(a) reports the same sketch of Fig. 8 for

reference. The value of k in (19) should theoretically equal

unity, and in our case the fitted value is 0.33, a good agree-

ment if the possible variations caused by the estimate of the

effective mass from the literature, by the calculation of the

Huang-Rhys factor and of the phonon energy and by the

emission energy accuracy of the DLTS system are taken into

account. This defect-enhanced escape mechanism may also

play a role in explaining the unexpected carrier transport dur-

ing resonant optical excitation measurements.91

Even though the role of the pure thermionic escape in

Fig. 10(c) may seem small, its contribution should not be

overlooked. The presence of the thermionic escape in the

model is needed as per Eq. (12), and it causes nearly 16% of

the total thermal droop. Pure thermionic escape would have

an even higher impact in case of higher measurement tem-

perature or shallower EC � ET barrier.

The suggested ETTAT formulation describes a rate-

limited process, whose limiting quantity is the defect density

of the intermediate deep level. In a simple electrical model,

it can be regarded to as a leakage path with low maximum

current (related to the maximum number of escape events

through the fixed number of defects) shunting the quantum

well. Therefore, the amount of thermal droop should be

higher at low bias current levels, where the number of

escaped electrons is a large portion of the total injected cur-

rent, and decrease with increasing bias, due to the lower

escaped–injected electrons ratio. As reported in Fig. 11, this

behavior of the model is consistent with the experimental

data. Since the escape mechanism has a maximum rate, a

possible contribution of SRH non-radiative recombination to

the thermal droop in every possible defect position and con-

centration, bias, and device structure combination cannot be

excluded. Moreover, the carrier escape model presented in

this paper requires a deep level present at an energy level

between the lower edge of the conduction band and the low-

est allowed state inside the quantum well in order to contrib-

ute to the overall thermal droop.

In summary, within this work we demonstrated the cor-

relation between the drop of the optical power with increas-

ing temperature in InGaN-based SQW LEDs and the

concentration of defects. In order to explain this finding, we

have reviewed some mechanisms that are believed to be

related to the efficiency of the device, such as the Shockley-

Read-Hall recombination, the thermionic escape of carriers

from the quantum well, and other field-assisted escape mech-

anisms, namely, the phonon-assisted tunneling and the

thermionic trap-assisted tunneling. Each of these processes

has some specific properties that—for the samples under

investigation—make it unable to fully explain the whole set

of experimental data, so we developed a new model called

extended thermionic trap-assisted tunneling. It consists of a

two-step zero bias extended phonon-assisted tunneling from

the quantum well to the trap, which acts as an intermediate

reservoir of electrons, and from the quantum well to the bor-

der of the conduction band. By using parameters extracted

FIG. 10. (a) Sketch of the proposed escape model (for reference), (b) agree-

ment between the experimental data and the developed model, and (c) break-

down of the overall curve into the two components. FIG. 11. Dependence of the thermal droop on bias current.
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from simulation of the energetic structure of the quantum

wells and from C-DLTS characterization of the deep levels,

the obtained closed-form equation was able to accurately fit

the data on the thermal droop of five different families of

GaN-on-Si LEDs.
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