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Approximate controllability and lack of control-
lability to zero of the heat equation with memory1

Andrei Halanay2

Luciano Pandolfi3

Abstract
In this paper we consider the heat equation with memory in a bounded
region Ω ⊂ Rd, d ≥ 1, in the case that the propagation speed of the signal
is infinite (i.e. the Colemann-Gurtin model). The memory kernel is of
class C1. We examine its controllability properties both under the action of
boundary controls or when the controls are distributed in a subregion of Ω.
We prove approximate controllability of the system and, in contrast with
this, we prove the existence of initial conditions which cannot be steered to
hit the target 0 in a certain time T , of course when the memory kernel is
not identically zero. In both the cases we derive our results from well known
properties of the heat equation.

keyword Heat equation with memory, approximate controllability, control-
lability to zero, lack of controllability

1 Introduction

This paper is concerned with controllability properties of the heat equation
with memory ([4, 14])

θ′ =
∂θ

∂t
(t, x) = aθ(t, x) +∆θ(t, x) +

∫ t

0
M(t− s)∆θ(s, x)ds+F (t, x) (1.1)

where x ∈ Ω ⊆ Rd is a bounded region with C2 boundary (which lays on
one side of its boundary) t ∈ [0, T ], a is a real constant whose role will be
specified at the end of this section and ∆ = ∆x is the laplacian in the space
variable x.
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1



We assume that the kernel M(t) is of class C1 (in fact, H1 would be
enough).

We associate an initial condition to Eq. (1.1):

θ(0, x) = ξ(x), x ∈ Ω (1.2)

and a boundary condition defined on an open set Γ ⊂ ∂Ω by

θ(t, x) =

{
f(t, x), x ∈ Γ, t ∈ [0, T ]

0, x ∈ ∂Ω \ Γ, t ∈ [0, T ]
(1.3)

In the following applications the affine term F (t, x) has the form

F (t, x) = u(t, x)χω(x), ω ⊂ Ω , (1.4)

where χω(x) is the characteristic function of the region ω so that u is a
distributed control which acts in the subregion ω ⊆ Ω while f is a control
function acting on Γ.

When studying controllability, we shall assume that either f = 0, and u
is the active control, or u = 0 and f is the active control.

Note that dependence of the functions on the variables t and x is indi-
cated only when needed for clarity, and in general we shall write θ or θ(t)
instead of θ(t, x).

Eq. (1.1) is called the Coleman-Gurtin (or Jeffrey) model for thermody-
namical systems with memory, see [14].

The solutions of problem (1.1)-(1.3) are defined in Section 2, where we
prove also the following result:

Theorem 1. Suppose M ∈ C1(0,∞). For every T > 0, f ∈ L2((0, T ),
L2(Γ)), F ∈ L2((0, T ); L2(Ω)) and for every initial condition ξ ∈ L2(Ω) we
have:

1. there exists a unique solution θ ∈ L2((0, T ), L2(Ω)) of (1.1)-(1.3). The
transformation (ξ, F, f) 7→ θ is linear and continuous in the specified
spaces.

2. If there exists ε > 0 such that f(t, x) = 0 for t ∈ (0, ϵ) or t ∈ (T −ε, T )
then θ ∈ C([0, ϵ);L2(Ω)) or θ ∈ C((T − ε, T ];L2(Ω)).

The previous result and a counterexample in [18] show that the evalua-
tion of θ at a fixed time T , which is a crucial ingredient in controllability, is
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meaningless if the boundary control is merely of class L2((0, T );L2(Γ)). For
this reason we define:

Definition. A boundary control f ∈ L2((0, T );L2(Γ)) is admissible
when there exists ε > 0 such that t 7→ θ(t, x) ∈ C((T − ε, T ], L2(Ω)) (the
number ε depends on the control f).

As stated in Theorem 1, sufficient condition for admissibility is that
f = 0 in (T − ε, T ), a condition usually imposed when giving sufficient
conditions of controllability, see [24].

Now we define:
Definition. Let F (t, x) = u(t, x)χω(x).

1. A target η ∈ L2(Ω) is reachable in time T under the action of the
distributed control when there exists u ∈ L2([0, T ];L2(Ω)) such that
θ(T ) = η (we assume ξ = 0 and f = 0); it is reachable in time T under
the action of the boundary control when there exists an admissible
boundary control f ∈ L2([0, T ];L2(Γ)) such that θ(T ) = η (here we
assume ξ = 0, u = 0).

The set of the reachable targets at time T is the reachable set (either
under the distributed or boundary control) at time T . It is denoted
RT .

2. the system is approximately controllable (under the distributed or
boundary control) when the corresponding reachable set is dense in
L2(Ω).

3. System (1.1) is controllable to zero in time T when for every ξ ∈ L2(Ω)
there exists a control u such that, with f = 0, we have θ(T ) = 0;
alternatively, there exists an admissible control f such that, with u =
0, we have θ(T ) = 0.

Remark. We defined controllability with the initial condition equal zero
and the control which is not active equal zero too. It is well known that
for linear systems approximate or null controllability with any fixed initial
condition and/or fixed non active control holds if and only if it holds with
these elements put equal zero.

The main results of this paper are:

Theorem 2. If M ∈ C1(0,∞), approximate controllability holds for (1.1)
both under the action of the distributed or the boundary control.
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A second result is that we prove lack of controllability to zero. Of course
here it is crucial that the memory kernel be nonzero. This is expressed in
terms of the resolvent kernel of M(t). We first recall the following property
of the Volterra integral equation in R (see [8]):

y(t) +

∫ t

0
M(t− s)y(s)ds = g(t) :

the unique solution that exists for g ∈ L2
loc([0,∞)) is given by

y(t) = g(t)−
∫ t

0
R(t− s)g(s)ds (1.5)

where R, called the resolvent kernel of M , solves

R(t) = M(t)−
∫ t

0
M(t− s)R(s)ds. (1.6)

Furthermore, the transformation g → y is linear, continuous and continu-
ously invertible from L2(0, T ) to itself for every T > 0.

The following result holds true:

Theorem 3. Let R be the resolvent kernel of M ∈ C1(0,∞) and let T > 0
be such that R(T ) ̸= 0. Then we have:

• let ω ̸= Ω. Then there exist an initial data ξ ∈ L2(Ω) that cannot be
controlled to zero at time T by an interior control;

• there exist an initial data ξ ∈ L2(Ω) that cannot be controlled to zero
at time T by an admissible boundary control.

A word of explanation is needed to understand properly the sense of
this theorem: when proving controllability to zero of the (memoryless) heat
equation, it is assumed that the boundary control is (for example) zero in a
first interval (0, ϵ) so to have continuity of the solution on this interval. In
the study of controllability to zero under boundary control we prove even a
stronger result: we shall give a formula for the solution θ(t) of (1.1), which
depends on ξ. We shall prove that there exist elements ξ ∈ L2(Ω) such that
θ(T ) = 0 cannot be achieved by any admissible control, not even when when
θ(t) is not continuous for t close to zero.

Remark.(The role of the constant a) The constant a has no role in
the study of controllability, since the transformation w(t, x) = e−γtθ(t, x)
transforms Eq. (1.1) to

w′ = (a− γ)w +∆w +

∫ t

0
[Mγ(t− s)]∆w(s)ds+ e−γtF
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Mγ(t) = e−γtM(t)

with the same initial condition and boundary control e−γtf(x, t).
The important property is that

Mγ(0) = M(0) .

Hence, we can change at will the value of a, without changing the value of the
kernel at t = 0. We use this observation since the following arguments are
slightly simplified if we use the previous transformation to assign a special
value to the constant a:

a = −M(0) . (1.7)

1.1 References and the goals of this paper

Heat equations with memory of the Gurtin-Pipkin type (see [10]), i.e.

θ′ =

∫ t

0
M(t− s)∆θ(s)ds

has been widely studied, (see [1, 7, 15, 19, 20, 21, 22, 23]). Instead, the
Colemann-Gurtin model received far less attention. It seems that Theorem 2
has been first proved in [2] (see also [13, 27]) when the kernel M(t) is of the
form

M(t) =

m∑
k=1

∫
Ik

bk(s)e
−stds+

l∑
j=1

aje
−λjt

where aj ≥ 0, λj ≥ 0 and the functions bk(t) are integrable and nonnegative
on the intervals Ik. We extend this result to any C1 kernel.

Theorem 3 (and boundary control) has been proved in [9] whenM(t) ≡ 1
(see also [25, 27]) and in [11] for a certain kernel which satisfies the restric-
tions imposed by thermodynamics, but dimension d = 1, i.e. when Ω is an
interval. Then, the result in [9, 11] has been extended to every C1 kernel
(see [12]), still when Ω is an interval.

A first goal of the present paper is an extension of the previous results
to domains Ω in Rd, when d > 1 and any (smooth) kernel.

The cited references prove approximate controllability or lack of control-
lability to zero using delicate estimates on certain sequences of exponentials,
or their biorthogonal sequences, which extend the estimates first given in [6].

Our second goal is to show that this step can be skipped since we derive
our results directly as special instances of known properties of the memory-
less heat equation.
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2 Definition of the solutions and the proof of The-
orem 1

Let A be the operator

A : domA 7→ L2(Ω), domA = H2(Ω) ∩H1
0 (Ω) , Au = ∆u . (2.1)

It is known that the operator A is selfadjoint, with compact resolvent and
bounded inverse A−1; it generates a holomorphic semigroup eAt (see [3, 26]).
Closely related to A is the Dirichlet operator D: v = Df where v solves

∆v = 0 in Ω,

{
v(x) = f(x), x ∈ Γ,
v(x) = 0, x ∈ ∂Ω \ Γ .

(2.2)

For details about D, see [3, 26]).
In order to define the solutions of Eq. (1.1) we use a formal computations

(involving the MacCamy trick) and we reduce the equation to a Volterra
integral equation in L2(Ω). The solutions of this Volterra integral equations
are by definition the solutions of (1.1).

When (1.5) is used in (1.1) with y(t) = ∆θ(t, x) and g = θ′−F − aθ, we
formally get

∂θ

∂t
(t, x) = ∆θ(t, x) + aθ(t, x)+

+

∫ t

0
R(t− s)

∂θ

∂s
(s, x)ds− a

∫ t

0
R(t− s)θ(x, s)ds+G(t) ,

G(t) = F (t)−
∫ t

0
R(t− s)F (s) ds .

(2.3)

This formal computation is known as MacCamy trick.
Note that the transformation F 7→ G is linear, continuous and continu-

ously invertible in L2(0, T ;L2(Ω)) for every T > 0, see [16]. Introduce

L(t) = R′(t)− aR(t) = R′(t) +M(0)R(t) (2.4)

(by (1.6), R is C1 and R(0) = M(0)). An integration by parts in (2.3) gives,
using (1.2) and (1.7), i.e. a+R(0) = a+M(0) = 0:

∂θ

∂t
(t, x) = ∆θ(t, x)−R(t)ξ(x) +

∫ t

0
L(t− s)θ(s, x)ds+G(t, x) (2.5)

A solution of (2.5) will be, by definition, a solution of (1.1)-(1.3).
Now we recall the following result concerning the (memoryless) heat

equation (see for example [17, p. 7])
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Theorem 4. Suppose f ∈ L2((0, T ), L2(Γ)), ξ ∈ L2(Ω), g ∈ L2((0, T )×Ω).
The solution of the following mixed problem

∂w

∂t
(t, x) = ∆w(t, x) + g(t, x)


w(0, x) = ξ(x), x ∈ Ω
w(t, x) = f(t, x), t ∈ [0, T ), x ∈ Γ
w(t, x) = 0, t ∈ [0, T ), x ∈ ∂Ω \ Γ

(2.6)
is unique in L2((0, T ), L2(Ω)) and is given by

w(t) = eAtξ +

∫ t

0
eA(t−s)g(s)ds−A

∫ t

0
eA(t−s)(Df)(s)ds . (2.7)

The transformation (ξ, f, g) 7→ w is continuous in the specified spaces.
Furthermore we have:

• if ξ, g and f are of class C∞ with compact support respectively in Ω,
(0, T ) × Ω and (0, T ) × Γ then w(t, x) has continuous first derivative
in t and second derivatives in the space variable.

• if f(t) = 0 on (0, ϵ) or on (T − ε, T ) then t 7→ w(t, x) is an L2(Ω)-
valued function which is continuous on [0, ϵ) or on (T − ϵ, T ].

Now we use a last formal step in Eq. (2.5): we apply formula (2.7)
with

g(t) =

∫ t

0
L(t− s)θ(s)ds−R(t)ξ +G(t) . (2.8)

We get the following integral equation for θ

θ(t)−
∫ t

0
eA(t−s)

[∫ s

0
L(s− r)θ(r)dr

]
ds =

= eAtξ −
∫ t

0
eA(t−s)R(s)ξds+

+

∫ t

0
eA(t−s)G(s)ds−A

∫ t

0
eA(t−s)Df(s)ds .

(2.9)

The properties of the Volterra integral equations in Hilbert spaces (see for
example [16]) show the existence of a unique solution θ(t) ∈ L2(0, T ;L2(Ω))
of (2.9), which depends continuously on ξ, f and F as specified in Item 1 of
Theorem 1.

Definition. The unique solutions of (1.1)-(1.3) is by definition the
unique solution of the Volterra integral equation (2.9) in the Hilbert space
L2(Ω).
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In conclusion, Theorem 1 follows from Theorem 4 and the properties of
the Volterra integral equations in Hilbert spaces. Note in particular that
the memory term in (2.9), i.e. the integral on the left side, is a continuous
function of time so that we have continuity of θ(t) when the last integral
on the right hand side is continuous, in particular on [0, ϵ) or on (T − ϵ, T ]
when f(t) is constant (in particular, equal zero) on these intervals.

Finally we state the following regularity result for the solutions of the
heat equation (2.6), and which are inherited by the solutions of (1.1)-(1.3):

Lemma 5. Let T > 0 and let ξ(x), F (t, x) and f(t, x) be of class C∞

and with compact support respectively in Ω, (0, T ) × Ω and (0, T ) × ∂Ω.
Then the solutions w(t, x) of (2.6) have the following regularity property:
for y(t) = w(t)−Df(t), one has y ∈ C([0, T ], domA) ∩ C1([0, T ];L2(Ω)).

This property is inherited by the solutions of (1.1)-(1.3) in the following
sense:

y = θ −Df ∈ C([0, T ], domA) ∩ C1([0, T ];L2(Ω)) (2.10)

where now θ(t) is given by (2.9).

Proof. We prove the property for the solution θ(t) in (2.9). The statement
for w(t) is the special case when M(t) = 0, hence R(t) = L(t) = 0. The last
integral in (2.9) (i.e. in (2.7)) can be integrated by parts and we get

θ(t)−Df(t)−
∫ t

0
eAs

∫ t−s

0
L(r)θ(t− s− r)dr ds =

= eAtξ −
∫ t

0
eAsR(t− s)ξds+

∫ t

0
eAsG(t− s)ds−

∫ t

0
eAtDf ′(t− s)ds .

So, y(t) = θ(t)−Df(t) solves

y(t)−
∫ t

0
eAs

∫ t−s

0
L(r)y(t− s− r)dr ds =

= eAtξ −
∫ t

0
eA(t−s)R(s)ξds+

∫ t

0
eAsG(t− s)ds−

∫ t

0
eAtDf ′(t− s)ds+

+

∫ t

0
eAs

∫ t−s

0
L(r)Df(t− s− r)dr ds
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and either y′(t) or Ay(t) are the solution of, respectively,

y′(t)−
∫ t

0
eAs

∫ t−s

0
L(r)y′(t− s− r)dr ds−

∫ t

0
eAsL(t− s)ξds =

= AeAtξ −
∫ t

0
eA(t−s)R(s)Aξds−R(t)ξ +

∫ t

0
eAsG′(t− s)ds−

−
∫ t

0
eAtDf ′′(t− s)ds+

∫ t

0
eAs

∫ t−s

0
L(r)Df ′(t− s− r)dr ds

or

[Ay(t)]−
∫ t

0
eAs

∫ t−s

0
L(r) [Ay(t− s− r)] dr ds =

= eAtAξ −
∫ t

0
eAsR(t− s)Aξds+

+

∫ t

0

[
AeAs

](
G(t− s)−Df ′(t− s) +

∫ t−s

0
L(r)Df(t− s− r)dr

)
ds .

The last integral is an L2(Ω)-continuous function since it can be integrated
by parts.

These equalities show that y′ ∈ C([0, T ];L2(Ω)) andAy ∈ C([0, T ];L2(Ω)),
as wanted.

This result can be used to justify our definition of the solutions of (1.1)-
(1.3) since, when combined with continuous dependence on ξ, f and F ,
shows that the solutions of (1.1)-(1.3) defined by (2.9) are limits of smooth
solutions. Furthermore, it justifies the results of the following computations,
which are correct for “smooth” data, i.e. when the assumptions in Lemma
2.2 hold, and then extended by continuity to every solution.

2.1 Projection on the eigenfunctions

It is known (see e.g. [26]) that L2(Ω) has an orthonormal basis {φn} of
eigenvectors of the operator A. Let −λ2

n be the eigenvalue of φn. Then:

1. at most a finite number of eigenvectors have the same eigenvalue;

2. we have −λ2
n < 0 for every n;

3. it is possible to order the elements of the basis {φn} so that the se-
quence {λ2

n} is increasing.

Lemma 6. The definition of the operator A shows that:
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1. the eigenvectors ϕn of A satisfy

Aφn = ∆φn = −λ2
nφn , φn ∈ H2(Ω) ∩H1

0 (Ω)

so that the trace γ0φn on ∂Ω is well defined and it is zero and also
γ1φn, the exterior normal derivative on ∂Ω, is well defined and

γ1φn =
∂

∂ν
φn ∈ L2(∂Ω) .

2. An element ξ ∈ L2(Ω) belongs to domA if and only if

ξ(x) =
∞∑
n=1

cn
λ2
n

ϕn(x) , {cn} ∈ l2 .

The first property is used to justify Green formula∫
Ω
(∆θ(t, x)φn(x)dx− θ(t, x)∆φn(x))dx =

=

∫
∂Ω

[
∂

∂ν
θ(t, x)φn(x)− θ(t, x)

∂φn

∂ν
(x)

]
dσ = −

∫
Γ
f(t, x)(γ1φn)dσ

and the following equality (see [26, Prop. 10.6.1]):∫
Ω
φn(x)(Df)(x)dx = − 1

λ2
n

∫
Γ
(γ1φn(x)) f(x)dσ . (2.11)

We represent;

θ(t, x) =

∞∑
n=1

ϕn(x)θn(t) , θn(t) =

∫
Ω
θ(t, x)φn(x)dx. (2.12)

Let

ξn =

∫
Ω
ξ(x)φn(x) dx Fn(t) =

∫
Ω
F (t, x)φn(x)dx ,

Gn(t) = Fn(t)−
∫ t

0
R(t− s)Fn(s)ds .

Using (2.11) in (2.9) we get:

θn(t)−
∫ t

0

[∫ t−s

0
L(t− s− r)e−λ2

nrdr

]
θn(s)ds =

=

[
e−λ2

nt −
∫ t

0
e−λ2

n(t−s)R(s)ds

]
ξn+

+

∫ t

0
e−λ2

n(t−s)Gn(s)ds−
∫ t

0
e−λ2

n(t−s)

[∫
Γ
f(s) (γ1ϕn) dσ

]
ds .

(2.13)
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For the sake of concision, we shall use the notation

fn(t) =

∫
Γ
(γ1φn)f(t, x)dσ . (2.14)

Equations (2.13) are Volterra integral equations for θn(t), with kernels

Zn(t) = −
∫ t

0
L(t− s)e−λ2

nsds

Let Hn(t) be the resolvent kernel of Zn(t):

Hn(t) = Zn(t)−
∫ t

0
Zn(t− s)Hn(s)ds .

Then we have:

θn(t) = e−λ2
ntξn −

[∫ t

0
e−λ2

n(t−s)R(s)ds−
∫ t

0
Hn(t− s)e−λ2

nsds+

+

∫ t

0
R(s)

(∫ t−s

0
Hn(τ)e

−λ2
n(t−s−τ)dτ

)
ds

]
ξn

+

∫ t

0

[
e−λ2

n(t−s) −
∫ t−s

0
Hn(τ)e

−λ2
n(t−s−τ)dτ

]
(Gn(s)− fn(s)) ds .

The following result holds:

Theorem 7. There exists a continuous function J(t, s), which does not
depend on n, such that∫ t

0
Hn(t− τ)e−λ2

nτdτ =

∫ t

0
J(t, τ)e−λ2

nτdτ . (2.15)

Furthermore the following estimates hold for t ∈ [0, T ] (any T > 0):

|Hn(t)| ≤
MT

λ2
n

,∣∣∣∣∫ T

0
Hn(T − τ)

(
e−λ2

nτ −
∫ τ

0
e−λ2

n(τ−s)R(s)ds

)
dτ

∣∣∣∣ ≤ MT

λ4
n

. (2.16)

The proof is in [12]. For completeness we report in the appendix the proof
of the interesting equality (2.15). Using this equality we can represent:

θn(t) = e−λ2
ntξn −

[∫ t

0
e−λ2

n(t−s)R(s)ds−
∫ t

0
Hn(t− s)e−λ2

nsds+

+

∫ t

0
R(s)

(∫ t−s

0
Hn(τ)e

−λ2
n(t−s−τ)dτ

)
ds

]
ξn

+

∫ t

0

[
e−λ2

n(t−s) −
∫ t−s

0
J(t− s, τ)e−λ2

nτdτ

]
(Gn(s)− fn(s)) ds . (2.17)
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We are now in position to study the control properties of system (1.1).

3 Approximate controllability

We recall that when M = 0, i.e. for the memoryless heat equation, approxi-
mate controllability holds both when the control acts on an open part of ∂Ω
and when it is distributed in an open region ω ⊆ Ω. We prove that these
controllability properties are inherited by the system with memory.

As we noted, in the study of approximate controllability we can assume
ξ = 0 and either f = 0 and F (x, t) = χω(x)u(t, x) or F = 0 and f the active
control.

When F (t, x) has the form (1.4) then

G(t, x) = χω(x)ũ(t, x) , ũ(t, x) = u(t, x)−
∫ t

0
R(t− s)u(s, x)ds

and ũ ∈ L2(0, T ;L2(Ω)) is arbitrary. Hence we can study controllability in
terms of G(t, x) = χω(x)ũ(t, x).

Let T > 0 be fixed. The set of the vectors θ(T ) (reachable either un-
der the distributed or the boundary control) is dense in L2(Ω) when the
sequences of their Fourier coefficients {θn(T )} are dense in l2.

We consider first the case of the distributed control, i.e. the case f = 0.
We must study the sequences whose elements are

θn(T ) =

∫ T

0
e−λ2

nsGn(T − s)ds−
∫ T

0

[∫ T−s

0
J(T − s, τ)e−λ2

nτdτ

]
Gn(s)ds =

=

∫ T

0
e−λ2

n(T−r)

{
Gn(r)−

∫ r

0
J(T − s, T − r)Gn(s)ds

}
dr =

=

∫
Ω
ϕn(x)χω(x)

∫ T

0
e−λ2

n(T−r)

[
u(r, x)−

∫ r

0
R(r − s)u(s, x)ds

]
dr dx =

=

∫
Ω
φn(x)χω(x)

{∫ T

0
e−λ2

n(T−r)ũ(r, x)dr

}
dx

This formula holds also ifM(t) ≡ 0 and in this case we have also R(t) = 0
and J(t, s) = 0.

Now let

η(x) =
∞∑
n=1

φn(x)ηn , {ηn} ∈ l2 (3.1)
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be reachable for the memoryless heat equation so that there exists a control
ũ(t, x) ∈ L2(0, T ;L2(Ω)) such that∫

Ω
φn(x)χω(x)

∫ T

0
e−λ2

n(T−r)ũ(r, x)dr dx = ηn .

The equation

u(r, x)−
∫ r

0
J(T − s, T − r)u(s, x)ds = ũ(r, x) (3.2)

is a Volterra integral equation of the second kind in L2(0, T ;L2(Ω)), hence
admits a (unique) solution u. We conclude that if η ∈ L2(Ω) is reachable for
the memoryless heat equation and distributed control ũ, it is also reachable
for the equation with memory, using the control u in (3.2).

Hence we have approximate controllability of the memory system with
distributed controls.

The argument which proves approximate controllability with boundary
control is similar, but we need some more care. Formally, the same compu-
tations as above hold with Gn(t) replaced by

fn(t) =

∫
Γ
γ1φn(x)f(t, x)dσ

so that η(x) in (3.1) is reachable by, respectively, the memoryless heat equa-
tion and by the heat equation with memory when there exists respectively
f̃(t, x) or f(t, x) in L2(0, T ;L2(Γ)) such that

−ηn =

∫
Γ
(γ1φn)

∫ T

0
e−λ2

n(T−r)f̃(r)dr dσ , (3.3)

−ηn =

∫
Γ
(γ1φn)

∫ T

0
e−λ2

n(T−r)

[
f(r)−

∫ r

0
J(T − s, T − r)f(s)ds

]
dr dσ .

(3.4)

For every fixed n the integrals converge, but there is no guarantee that
the series (2.12) with these coefficients will converge to an L2(Ω)-valued
function which is continuous near T . But, η is by assumption reachable for
the memoryless heat equation so that the series

+∞∑
n=1

[∫
Γ
(γ1φn)

∫ t

0
e−λ2

n(t−r)f̃(r)dr dσ

]
φn(x) = w(t, x)

13



converges in L2(0, T ;L2(Ω)), to a function which is continuous on (T −ε, T )
for some ε > 0, and w(T, x) = η(x).

So, the same properties hold for the series of the memory system, i.e.

+∞∑
n=1

[∫
Γ
(γ1φn)

∫ T

0
e−λ2

n(T−r)

[
f(r)−

∫ r

0
J(T − s, T − r)f(s)ds

]
dr dσ

]
φn(x)

when the function f solves the following Volterra integral equation in L2(0, T ;L2(Γ)):

f(r, x)−
∫ r

0
J(T − s, T − r)f(s, x)ds = f̃(r, x) .

This proves Theorem 2.

4 Lack of controllability to zero

In this section we prove that, in spite of the approximate controllability, it is
not possible to steer any initial condition ξ to the smoothest possible target,
i.e. η = 0, either in the distributed or in the boundary control case. An
initial condition ξ can be controlled to hit the target zero at time T when
there exists a (distributed or boundary) control such that for every n the
following equality holds:∫ T

0

[
e−λ2

n(T−s) −
∫ t−s

0
Hn(τ)e

−λ2
n(T−s−τ)dτ

]
(Gn(s)− fn(s)) ds =

− e−λ2
nT ξn +

[∫ T

0
e−λ2

n(T−s)R(s)ds−
∫ T

0
e−λ2

n(T−s)Hn(s)ds+

+

∫
R(s)

(∫ T−s

0
Hn(τ)e

−λ2
n(T−s−τ)dτ

)
ds

]
ξn . (4.1)

Here we intend either Fn = 0 or fn = 0 for every n and with the usual
caveat in the boundary control case.

As we noted (see (2.17)), using (2.15) we can write the left hand side the
same form as obtained from the memoryless heat equation:∫ T

0
e−λ2

n(T−s)

[
[Gn(s)− fn(s)]−

∫ s

0
J(T − τ, T − s) [Gn(τ)− fn(τ)] dτ

]
ds .

This fact transforms controllability to zero of the system with memory to
a suitable reachability problem for the memoryless heat equation: we have
controllability to zero for the system with memory if and only if the reachable

14



set of the memoryless heat equation contains all elements whose Fourier
coefficients are given by the right hand side of (4.1). Concerning these
coefficients, we note the following result, which is easily proved (see [12]):

Lemma 8. Let T > 0 be such that R(T ) ̸= 0. There exists a number N
such that the equations

− e−λ2
nT ξn +

[∫ T

0
e−λ2

n(T−s)R(s)ds−
∫ T

0
e−λ2

n(T−s)Hn(s)ds+

+

∫ T

0
R(s)

(∫ T−s

0
Hn(τ)e

−λ2
n(T−s−τ)dτ

)
ds

]
ξn =

cn
λ2
n

, n ≥ N

are solvable for every sequence {cn}n≥N ∈ l2([N,+∞)).

Now we use the following important property of the memoryless heat
equation:

Theorem 9. Let ω̃ be a nonempty open set with the following property:

cl ω̃ ⊆ Ω , cl ω̃ ∩ clω = ∅ (4.2)

(the second condition is to be disregarded in the case of the boundary control,
i.e. when F = 0). Then, every solution w(t, x) of the memoryless heat
equation (2.6) is of class C∞((T − ε, T ]× ω̃) (provided that T − ε > 0).

For completeness we give some detail on this fact in the appendix.
Now we consider separately the case of the distributed and the boundary

control.

4.1 Lack controllability to zero with distributed controls

The assumptions is that f = 0 and that the active control is distributed in
a regione ω ̸= Ω.

We use Lemma 8 and we see that if controllability to zero holds then the
targets η = θ(T ) which can be reached from the initial condition ξ = 0 have
the form ∑

n≥N

cn
λ2
n

φn(x) +

(
N−1∑
n=1

αnφn(x)

)
.

Here, {cn}n≥N is arbitrary in l2 while the second term, in parenthesis, is
related in a complicated way to the series. But, it is a linear combination
of eigenfunctions, and so it is of class C∞(Ω).
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In order to prove lack of controllability to zero (for the system with
memory), it is sufficient to exhibit a target η(x) whose Fourier coefficients
have the form as the right hand side of (4.1), and which is not reachable
by the memoryless heat equation. Let ω̃ be as in (4.2). We consider any
function η(x) with compact support in ω̃ and such that

η(x) ∈ H2(ω̃) , η(x) /∈ H3(ω̃) .

Let ηe(x) be its extension with 0 to Ω. Then, ηe(x) ∈ H2(Ω) ∩ H1
0 (Ω) =

domA so that, using the statement 2 in Lemma 6,

ηe(x) =

∞∑
n=1

dn
λ2
n

φn(x) =

∞∑
n=N

dn
λ2
n

φn(x) +

(
N−1∑
n=1

dn
λ2
n

φn(x)

)
, {dn} ∈ l2 .

(4.3)
Let us consider the sequence {dn}n≥N . This sequence can be obtained from
the right hand side of (4.1). So, if controllability to zero holds for the system
with memory, then there exists u such that the solution w of the memoryless
system satisfies

w(T, x) =

∞∑
n=N

dn
λ2
n

φn(x) + w̃(x) .

The function w̃(x) is a linear combination of ϕn(x), 1 ≤ n ≤ N − 1, hence
it is of class C∞(Ω).

The restriction of w(T, x) to ω̃ is

η(x) +

(
w̃(x)−

N−1∑
n=1

dn
λ2
n

φn(x)

)
.

The sum of a function which is not of class H3(ω̃) and a function of class
C∞(ω̃).

Hence w(T, x) is not of class H3(ω̃). As we stated above, this is not pos-
sible, since w(T, x) ∈ C∞(ω̃). The contradiction proves that controllability
to zero does not hold.

4.2 Lack of controllability to zero under boundary controls

The same argument can be used to prove that the target η = 0 is not
reachable from every initial condition, under boundary controls. Let now ω̃
be any subdomain such that

cl ω̃ ⊆ Ω .
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Every η(x) ∈
(
H2(Ω) ∩H1

0 (Ω)
)
\H3(Ω) has Fourier coefficients {ηn}n≥N of

the form given by the right hand side of (4.1). Hence, if controllability to
zero holds there should be functions η(x) ∈

(
H2(Ω) ∩H1

0 (Ω)
)
\H3(Ω) which

belong to the reachable set of the memoryless system. This is not possible
since w(t, x) ∈ C∞((T − ε, T ] × ω̃) for every square integrable boundary
control f , even for those boundary control f which are not admissible, i.e.
for which w(t) /∈ C((T − ϵ, T ];L2(Ω)).

Appendix

In this appendix, we first explain more precisely the regularity property used
in the proof of the lack of controllability to zero. Then we report the proof
of formula (2.15).

The regularity of θ(t, x)

Let ΩT = (0, T ]× Ω and

H(ΩT ) =
{
w : ΩT 7→ R , wt , wxixj ∈ C(ΩT )

}
.

Let (T, x0) ∈ ΩT and let Cρ be the cylinder

Cρ =
{
(t, x) |x− x0| < ρ , t ∈ (T − ρ2, T )

}
.

The number ρ is small enough, so that C4ρ ⊆ ΩT . We denote by µ the
Lebesgue measure of C4ρ.

The following result is proved in [5, p. 258]. There exist constants γ and
C, which depends only on the dimension d of Ω, such that the following
holds for every solution w ∈ H(ΩT ) of the heat equation w′ = ∆w:

sup
(t,x)∈Cρ

|Dαw| ≤ γ
C |α||α|!
ρ|α|µ

∫
C4ρ

|w(t, x)|dx dt ≤

≤ γC|α||α|!
ρ|α|√µ

[∫
C4ρ

|w(t, x)|2dx dt
]1/2

,

sup
(t,x)∈Cρ

∣∣∣∣∂kw

∂tk

∣∣∣∣ ≤ γ
C2k|α|!
ρ|α|µ

∫
C4ρ

|w(t, x)|dx dt ≤

≤ γC2k|α|!
ρ|α|√µ

[∫
C4ρ

|w(t, x)|2dx dt
]1/2

(4.4)

(α is the multiindex of the partial differentiation).
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Note that these inequalities can be applied to the points of ω̃ even if a
distributed control acts on ω, provided that (cl ω̃)∩ (clω) = ∅, and provided
that ∂ω̃ does not intersect ∂Ω, in the case of boundary control.

The previous inequalities have been stated for solutions which belong to
H(ΩT ). This is not the case if u ∈ L2(0, T ;L2(Ω)) or f ∈ L2(0, T ;L2(Γ))
but, as stated in Theorem 4, every solution is the limit of a sequence of
solutions which belong to H(ΩT ). So, the previous inequalities can be lifted
from “smooth” solutions to every solution given by formula (2.7). Indeed,
we see from (4.4) that L2(0, T ;L2(Ω))-convergence of a sequence of solutions
implies that the sequence of partial derivatives of any order is uniformly
Cauchy on Cρ, thus uniformly convergent and so the partial derivatives of
the limit exist. In particular, every function given by (2.7) is of class C∞(ω̃).

Formula (2.15)

The convolution of two functions defined on (0,∞) is

f ∗ g =

∫ t

0
f(t− s)g(s)ds

The convolution of f with itself will be denoted as f∗k = f ∗f∗(k−1), f∗1 = f .
Let us fix an index n and let, for every k ≥ 0,

e0 = e−λ2
nt , ek(t) =

tk

k!
e−λ2

nt.

Then ek+1 = e0 ∗ ek and Zn = −L ∗ e0. It is clear that if F is an integrable
function and if F̃ = F ∗ ek then

Zn ∗ F̃ = ek+1 ∗ (−L ∗ F ).

In fact,

Zn ∗ F̃ = (−L ∗ e0) ∗ (F ∗ ek) = (e0 ∗ ek) ∗ (−L ∗ F ) = ek+1 ∗ (−L ∗ F ) .

It follows that Z∗k
n = (−1)kL∗k ∗ ek−1. By [8, p. 36], the resolvent kernel

of Zn is

Hn(t) =
∞∑
k=1

(−1)k−1Z∗k
n = −

∞∑
k=1

L∗k ∗ ek−1 =

= −
∫ t

0

( ∞∑
k=1

L∗k(t− s)
sk−1

(k − 1)!

)
e−λ2

nsds

(4.5)
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Since |L(t)| ≤ M for t ∈ [0, T ] one has

|L∗k(t)| ≤ T kMk

k!
, ∀t ∈ [0, T ]

so the series in (4.5) converges uniformly in [0, T ]. It follows from (4.5) that∫ t

0
Hn(t− τ)e−λ2

nτdτ = e0 ∗H = −e0 ∗
∞∑
k=1

L∗k ∗ ek−1 =

=
a∑

k=1

L∗k ∗ ek = −
∫ t

0

( ∞∑
k=1

L∗k(t− s)
sk

k!

)
e−λ2

nsds =

∫ t

0
J(t, s)e−λ2

nsds

where

J(t.s) =
∞∑
k=1

L∗k(t− s)
sk

k!

is a continuous function which does not depend on n.

References

[1] S. Avdonin and L. Pandolfi, Simultaneous temperature and flux con-
trollability for heat equation with memory, Quarterly Appl. Math.
71 (2013) 339–368. Electronic version DOI 10.1090/S0033-569X-2012-
01287-7

[2] V. Barbu, M. Iannelli, Controllability of the heat equation with mem-
ory, Diff. Integral Eq. 13 (2000) 1393–1412.

[3] A. Bensoussan, G. Da Prato, M.C. Delfour, S.K. Mitter, Representation
and control of infinite dimensional systems, Birkhäuser Boston, MA,
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