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Majorana bound states can emerge as zero-energy modes at the edge of a two-dimensional topological insulator
in proximity to an ordinary s-wave superconductor. The presence of an additional ferromagnetic domain close
to the superconductor can lead to their localization. We consider both normal-metal–superconductor (N-S) and
Josephson (S-N-S) junctions based on helical liquids and study their spectral properties for arbitrary ferromagnetic
scatterers in the normal region. Thereby, we explicitly compute Andreev wave functions at zero energy. We
show under which conditions these states form localized Majorana bound states in N-S and S-N-S junctions.
Interestingly, we can identify Majorana-specific signatures in the transport properties of N-S junctions and the
Andreev bound levels of S-N-S junctions that are robust against external perturbations. We illustrate these findings
with the example of a ferromagnetic double barrier (i.e., a quantum dot) close to the N-S boundaries.

DOI: 10.1103/PhysRevB.89.205115 PACS number(s): 74.45.+c, 74.78.Na, 71.10.Pm

I. INTRODUCTION

As main requirements for topological quantum computers,
Majorana bound states (MBSs) in one-dimensional (1D)
topological superconductors have been in the focus of recent
research. Originally, MBSs where shown by Kitaev [1] to
arise as localized edge states in a simple model of a 1D,
spinless, p-wave superconductor [1], which is intimately
related to the physics of spin- 1

2 chains [2]. Subsequently,
several groups proposed a possible experimental realization
based on semiconductor nanowires with strong spin-orbit
coupling, in proximity to an s-wave superconductor, and
in the presence of a Zeeman field [3,4]. In order to probe
MBS in transport experiments, hybrid structures, namely
normal-metal–superconductor (N-S) and Josephson (S-N-S)
junctions, have been realized with InAs nanowires that
produced data compatible with Majorana physics [5–7]. Two
kinds of transport signatures are generally considered. Tunnel
current measurements in an N-S junction should lead to a
robust zero-bias peak, signaling the presence of a zero-energy
mode—the MBS—at the interface [8], while a fractional
Josephson effect—a 4π periodic supercurrent mediated by
localized MBS—is expected in S-N-S junctions [1]. Both
results were reported in recent experiments [5–7], although
the situation remains, to date, controversial [9–14]. Inspired
by these experiments, remarkable attention has been devoted
by theorists to the nanowire realizations. An interesting
question is the fate of the localized MBS once contact is
made with a normal lead, in either the N-S or the S-N-S
case. Both numerical [15] and analytical [16] works showed
that the Majorana states completely delocalize in the normal
lead [15,16] and, in Josephson junctions, typically transform
into Andreev states [15] for superconductor phase differences
away from π . Such a delocalization is robust to the inclusion
of Coulomb interactions [17].

Recent experiments [18,19] carried out on quantum spin
Hall (QSH) insulators in proximity to s-wave superconductors
may turn the tide. Without need for fine tuning, normal edge
states of QSH insulators form a true helical liquid [20–24].

Furthermore, Dirac mass defects—such as the boundary
between a ferromagnetic and a superconducting domain—can
also host Majorana states [25,26]. In order to formulate
precise predictions for transport experiments in N-S and S-N-S
junctions based on helical liquids at the edge of topological
insulators, it is crucial to have a deeper understanding of
the formation of bound states. Specific situations have been
investigated by some groups, such as Josephson junctions
in the tunneling regime [26–29] or in the presence of
isolated ferromagnetic impurities [30,31], magneto-Josephson
effects [32], and N-S junctions with a quantum dot and a
small Zeeman field [33]. However, a more general approach
to the problem was missing so far. With this perspective in
mind, we have derived a general result for the N-S and the
S-N-S junctions with helical liquids in the presence of an
arbitrary ferromagnetic domain, including, in particular, the
case of two ferromagnetic barriers. More specifically, for the
N-S case we have obtained a general formula for the Andreev
reflection probability, which shows that, in addition to the zero
excitation energy modes that are always perfectly Andreev
reflected, many resonant, Fabry-Pérot-like peaks can appear
at nonzero energies, related to virtual bound states at the
ferromagnet-superconductor interface. As for the S-N-S case,
we have determined the expression for the Andreev-bound
levels, which shows that a zero-energy Andreev bound state at
phase difference equal to π is stable, independent of the shape
and strength of the ferromagnetic domain. Explicit results
are shown for a ferromagnetic quantum dot realized by two
sharp ferromagnetic barriers. Furthermore, for the particular
case of a single ferromagnetic barrier of finite length, we
provide explicit expressions of the Majorana wave functions,
localized on either side of the barrier, in both N-S and S-N-S
configurations.

Outline and summary of results. The paper is organized as
follows. In Sec. II, we start by reviewing the spectral properties
of the Bogoliubov-de Gennes theory for inhomogeneous
superconductors in the case of broken spin rotation invariance.
We discuss, in particular, the construction of Majorana states.
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FIG. 1. (Color online) N-S and S-N-S junctions realized with
helical edge states in the presence of a ferromagnetic domain F in the
normal region. The regions N1 and N2 represent the interface regions
where helical states propagate freely. �0 is the pairing amplitude in
the superconductor, χR the superconducting phase in the N-S setup,
and χ the phase difference across the S-N-S junction.

In Sec. III, we investigate the transport properties of N-S
junctions in the presence of a ferromagnetic scatterer and,
in Sec. IV, we discuss properties of the Andreev bound levels
for S-N-S junctions. In Sec. V, we discuss the implications of
our findings for the detection of MBSs in experiments.

II. SPECTRAL PROPERTIES OF THE BOGOLIUBOV-DE
GENNES THEORY

In this section, we review some general properties of the
hybrid structures we shall consider thereafter. We derive the
Bogoliubov-de Gennes Hamiltonian and proceed to discuss
Andreev and Majorana states, introducing the notations we
use in the later sections.

A. Hamiltonian of the system

We start by reviewing some general properties of the
hybrid structures we shall consider thereafter. A helical liquid
consists of a pair of edge states in a quantum spin Hall
insulator (QSHI), where the group velocity is locked to the
spin orientation. The helical liquid is contacted to one or two
s-wave superconducting electrodes. Additionally, the presence
of a ferromagnet along the edge induces an arbitrary Zeeman
coupling in the normal region (see Fig. 1). The Hamiltonian
of such a structure is given by

H = H0 + HZ + H�, (1)

where H0 is the Hamiltonian of the helical liquid, HZ describes
the Zeeman coupling, and H� is the proximity-induced pairing
potential. For definiteness, and without loss of generality, we
assume that for the edge states the spin quantization axis is
well defined and points along the z direction and that right-
(left-) moving electrons are characterized by spin ↑ (spin ↓)

so that

H0 =
∫

dx (ψ†
R↑,ψ

†
L↓) [vF pxσz − μ]

(
ψR↑
ψL↓

)
, (2)

where px = −i�∂x and μ denotes the chemical potential. The
presence of the ferromagnetic domain is accounted for by the
term

HZ =
∫

dx (ψ†
R↑,ψ

†
L↓) m(x) · σ

(
ψR↑
ψL↓

)
, (3)

where σ = (σx,σy,σz) are the Pauli matrices and m(x) =
(m‖ cos φ,m‖ sin φ,mz) is the space-dependent magnetization
vector with m‖(x) > 0. Here m‖(x) and φ(x) denotes the
local absolute value and angle of the in-plane magnetization,
respectively, and mz the perpendicular magnetization com-
ponent. The electron field operator ψ

†
R↑(x) [ψR↑(x)] creates

[annihilates] a right mover with spin ↑, while ψ
†
L↓(x) [ψL↓(x)]

creates [annihilates] a left mover with spin ↓. Finally, the
superconducting pairing potential is given by

H� =
∫

dx [�(x) ψ
†
R↑ψ

†
L↓ + �∗(x)ψL↓ψR↑]. (4)

The Hamiltonian (1) can be rewritten in a Bogoliubov-de
Gennes (BdG) form

H = 1

2

∫
dx 	†HBdG	 (5)

by introducing the Nambu spinor 	† = (ψ†
R↑,ψ

†
L↓,ψL↓,

− ψR↑) and the Hamiltonian matrix

HBdG =
(

He
0 �σ0

�∗σ0 Hh
0

)
. (6)

In Eq. (6),

He
0 = vF σzpx − μσ0 + m(x) · σ , (7a)

Hh
0 = −T He

0T −1 = −σy

(
He

0

)∗
σy

= −vF σzpx + μσ0 + m(x) · σ , (7b)

are the particle and hole sector diagonal blocks, respectively, σ0

denotes the identity matrix in spin space [34], and T = Kiσy

is the time-reversal operator, with K the complex conjugation.
For the moment, we keep an arbitrary profile for both the

pairing potential �(x) and the ferromagnetic coupling m(x).
Later, we specify �(x) for the case of N-S and S-N-S junctions,
whereas general results will be given for an arbitrary profile
m(x).

B. Quasiparticle states

The Hamiltonian (5) can be written in a diagonal form,

H =
∑
εn�0

∑
j

εn γ
†
εn,j

γεn,j
, (8)

where γ
†
εn,j

and γεn,j
, respectively, create and annihilate a

fermionic quasiparticle with positive excitation energy εn, with
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respect to a ground state, whose energy has been set to zero.
The label j accounts for possible degeneracies, examples of
which are given in later sections. The diagonalization (8) is
achieved from (5) through the ansatz

	(x) =
∑
εn�0

∑
j

{
ϕεn,j (x)γεn,j

+ [
Cϕεn,j

]
(x)γ †

εn,j

}
, (9)

where

ϕεn,j
.= (

uεn,j,↑,uεn,j,↓,vεn,j,↓,vεn,j,↑
)T

(10)

is a solution of the BdG equation [35],

HBdG ϕεn,j = εnϕεn,j , (11)

and Cϕεn,j is its charge-conjugated wave function. Here we
have introduced the antiunitary charge-conjugation operator
C = KUC , with UC = τy ⊗ σy , and K the complex conjuga-
tion. The relations (9) can be inverted, and the quasiparticle
operator γεn,j expressed as

γεn,j =
∫

dx
[
ϕ∗

εn,j
(x)

]T
	(x)

=
∫

dx
[
u∗

εn,j,↑(x)ψR↑(x) + u∗
εn,j,↓(x)ψL↓(x)

+ v∗
εn,j,↓(x)ψ†

L↓(x) − v∗
εn,j,↑(x)ψ†

R↑(x)
]
, (12)

As can be seen from Eq. (6), in Eq. (11) the superconducting
pairing potential couples a right- (left-) moving electron
uεn,j,↑ (uεn,j,↓) to a left- (right-) moving hole vεn,j,↓ (vεn,j,↑).
Furthermore, while the mz component of the magnetization of
the ferromagnetic domain preserves spin as a good quantum
number, the in-plane magnetization m‖ couples the dynamics
of right- and left-moving electrons (holes), uεn,j,↑ (vεn,j,↑) and
uεn,j,↓ (vεn,j,↓). Thus, differently from the standard treatment
of FS junctions, where only the mz magnetization is considered
(see, e.g., Refs. [36–38]), no decoupling of the BdG equations
into two 2 × 2 independent blocks occurs here, and the
solutions of the BdG equations are always four-component
wave functions ϕεn,j . The problem is therefore closer to
that of hybrid structures with spin-orbit coupling, with the
important difference that the ferromagnetic coupling does
break time-reversal symmetry [39,40].

C. Particle-hole symmetry and Majorana states

It is well known that the BdG Hamiltonian (6) exhibits a
built-in particle-hole symmetry. Indeed, one has CHBdGC−1 =
U

†
CH∗

BdGUC = −HBdG. The particle-hole symmetry entails
that, if ϕεn,j is an eigenstate of HBdG with energy εn, then
the charge-conjugated state, Cϕεn,j , is an eigenstate of HBdG

with energy −εn. Introducing the notation Cϕεn,j = ϕ−εn,j c ,
the relation between components of charge-conjugated states
reads

ϕ−εn,j c = (
u−εn,j c,↑,u−εn,j c,↓,v−εn,j c,↓,v−εn,j c,↑

)
= Cϕεn,j = (−v∗

εn,j,↑,v∗
εn,j,↓,u∗

εn,j,↓, − u∗
εn,j,↑

)
, (13)

and, combining Eqs. (13) and (12), one obtains

γ
†
εn,j

= γ−εn,j c . (14)

The latter allows for the potential existence of Majorana
fermions, quasiparticles that are equal to their antiparticles
(γ † = γ ). Indeed, from Eq. (14) a quasiparticle excitation is a
Majorana fermion if—and only if—it fulfills two conditions;
namely, it (i) has vanishing energy and (ii) is invariant under
charge conjugation, jc = j . These conditions amount to state
that a Majorana wave function ϕ(x) is a kernel solution of
the BdG equations, HBdG ϕ = 0, that fulfills the constraint
Cϕ = ϕ; that is,

u↑ = −v∗
↑,

(15)
u↓ = v∗

↓.

Any zero-energy fermionic quasiparticle γ0,j that is not
Majorana-like (j �= jc) can always be decomposed as γ0,j =
c+ + ic−, where c+

.= γ0,j + γ0,j c and c−
.= −iγ0,j + iγ0,j c

are two Majorana fermions (c± = c
†
±). Because c± are lin-

ear combinations of quasiparticles within the same energy
subspace, they are also proper excitations of the system. The
corresponding Majorana wave functions are ϕ+ = ϕ0,j + ϕ0,j c

and ϕ− = −iϕ0,j + iϕ0,j c . Being zero-energy states, they are
likely to be bound in regions of space where the supercon-
ducting gap closes, and, in certain situations, even spatially
separated. In the next sections, we clarify the conditions
of emergence of such MBSs in hybrid structures based
on helical liquids and provide their explicit expressions in
some relevant cases. We also notice that, formally, Majorana
fermions can be constructed out of any pair of charge-
conjugated fermionic quasiparticles γεn,j and γ−εn,j c of finite
energy εn > 0. Indeed, taking two complex numbers α+
and α− such that α+α∗

− − α∗
+α− �= 0, one can define two

linearly independent, although not necessarily orthogonal,
Majorana operators c± = α±γεn,j + α∗

±γ−εn,j c . Again, due to

Eq. (14) one has c± = c
†
±. However, for εn �= 0, such Majorana

particles are not proper excitations of the system, as they
are built up out of quasiparticles with opposite energies.
The related wave functions are not stationary states of the
BdG equations. A comprehensive discussion of the Majorana
nature of Bogoliubov particles in superconductors is given by
Chamon et al. in Ref. [41].

III. N-S JUNCTIONS

In this section, we study an N-S junction in the presence of
an arbitrary ferromagnetic domain. Using a scattering theory
approach, we derive a generic expression for the Andreev
reflection probability and investigate the somewhat exotic case
of a ferromagnetic dot.

A. A condition for perfect Andreev reflection

We start with considering the case of an interface between
the helical state and one superconductor, as depicted in
Fig. 1(a). Helicity forbids normal scattering at the N-S
interface and, as a consequence, in the normal region N2 an
electron (a hole) is perfectly Andreev reflected as a hole (an
electron) at any subgap excitation energy ε < �0 [42]. On the
other hand, a ferromagnetic (F) region, as shown in Fig. 1,
can induce normal backscattering. Let us first focus on this
effect: An arbitrary F domain can be described in terms of a
2 × 2 unitary scattering matrix, which can be written in a polar
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representation (all symmetries are broken),

Se
0(ε) =

(
re(ε) t ′e(ε)

te(ε) r ′
e(ε)

)

= ei�m(ε)

(
−i e+i�m(ε)

√
1 − Tε eiχm(ε)

√
Tε

e−iχm(ε)
√

Tε −i e−i�m(ε)
√

1 − Tε

)
,

(16)

where Tε = |te(ε)|2 is the transmission coefficient of the F
domain at excitation energy ε. The scattering matrix relates
scattering amplitudes b’s, for outgoing electrons in regions N1

and N2, to the incoming scattering amplitudes a’s, according
to (be,1,be,2)T = Se

0(ε)(ae,1,ae,2)T . Based on specific realiza-
tions, some of which are further discussed below, one can
ascribe a physical meaning to the other parameters as well.
Indeed, �m ∼ kF Lm and �m ∼ kF x0 (with kF = μ/�vF ) are
dynamical phases related to the spatial extension Lm of the F
domain and to the location x0 of its center with respect to the
origin, respectively, whereas χm ∼ mzLm is the relative phase
shift between spin-↑ and spin-↓ electrons, accumulated along
the domain due to the Zeeman coupling in the z direction. As
far as the F domain is concerned, scattering of electrons and
holes are decoupled. The scattering matrix for holes is easily
obtained from Eq. (16), by noticing that if u(ε) is a solution of
He

0 u(ε) = εu(ε), in the electron sector, then v(ε) = iσyu(−ε)
is a solution Hh

0 v(ε) = εv(ε), in the hole sector. From this one
can deduce the important relation [43]

Sh
0 (ε) = −σz Se

0
∗(−ε) σz. (17)

The whole scattering matrix SN (ε) = Diag[Se
0(ε),Sh

0 (ε)] now
relates the outgoing scattering amplitudes b’s, for electrons
and holes in regions N1 and N2, to the incoming scattering
amplitudes a’s,

(be,1,be,2,bh,1,bh,2)T = SN (ε)(ae,1,ae,2,ah,1,ah,2)T . (18)

One has to combine such normal scattering with the Andreev
scattering at the interface, which couples electrons and holes.
For subgap excitation energies, perfect Andreev reflection
at the N-S interface relates electron and hole scattering
amplitudes in region N2 through(

ae,2

ah,2

)
= α(E)

(
0 eiχR

e−iχR 0

)(
be,2

bh,2

)
, (19)

with α(ε) = exp[−iarccos(ε/�0)]. Here we have assumed that
the origin of the x axis is at the interface, as customary for
the case of a N-S junction (for the S-N-S case there are two
interfaces and a different choice is more suitable, as we shall
see). Simple algebra leads to the reflection matrix, relating
electron and hole amplitudes in region N1 as(

be,1

bh,1

)
=

(
ree reh

rhe rhh

)(
ae,1

ah,1

)
, (20)

with

ree = re − α2r ′
h detSe

0

1 − α2r ′
er

′
h

, reh = α t ′eth eiχR

1 − α2r ′
er

′
h

,

(21)

rhe = α tet
′
h e−iχR

1 − α2r ′
er

′
h

, rhh = rh − α2r ′
e detSh

0

1 − α2r ′
er

′
h

.

It follows that |ree|2 = |rhh|2 ≡ RN , |reh|2 = |rhe|2 ≡ RA, and
RN + RA = 1, the latter relation reflecting current conserva-
tion. Notice that Eq. (20) entails that, for the N-S junction,
for each eigenvalue ε of the BdG equation, there are two
degenerate states [j = 1,2 in Eq. (8)], corresponding to the
injection of an electron and the injection of a hole, respectively,
from region N1 [see Fig. 1(a)]. Using Eqs. (16) and (17) we
arrive at the following general expression for the Andreev
reflection probability at an N-S interface in a helical liquid,

RA(ε)

= Tε T−ε

(1−√
RεR−ε )2 + 4 cos2

[
arccos ε

�0
+ �A

m(ε)
]√

RεR−ε

,

(22)

where Rε = 1 − Tε is the reflection coefficient of the F domain
and �A

m(ε) = [�m(ε) − �m(−ε)]/2 is an odd function of the
energy ε that is extracted from the scattering matrix (16). One
immediately sees from Eq. (22) that, independently of the
parameters �A

m(ε) and Tε of the F region, RA(ε = 0) = 1: The
zero-energy mode is always perfectly Andreev reflected in a
hybrid structure based on helical liquids.

Two comments are in order now. First, this result is quite
different from the case of conventional N-S junctions, where
backscattering can be induced also by non-F impurities leading
to RA(ε = 0) = T 2

0 /(2 − T0)2 [44]. It is worth noticing that the
difference in the result originates in Eq. (17), which leads to a
minus sign in front of the first square root in the denominator
of Eq. (22). The second comment is that, interestingly,
the condition RA = 1 of perfect Andreev reflection can, in
principle, be satisfied by other, nonzero, energy modes as well.
Indeed, the resonance condition for the F region to effectively
become transparent is

(
√

Rε −
√

R−ε)2 + 4 cos2

[
arccos

ε

�0
+ �A

m(ε)

]√
RεR−ε = 0.

(23)

The resonances following from by Eq. (23) can be interpreted
by considering the elementary process of an electron wave
emerging from the F scatterer: After being converted into a
counterpropagating hole at the N-S interface, it is backscat-
tered again off the F scatterer, converted back to an electron
at the N-S interface, and eventually impinges again onto the F
domain. The phase accumulated along such a double-tour path
causes, for certain energies, a constructive interference similar
to the case of a Fabry-Perot interferometer. Equation (23) can
thus be interpreted as the condition for Fabry-Perot resonances.
Notice, however, that in this case the F domain plays the role
of both mirrors of the resonator, and the length of the cavity
of the resonator is effectively doubled due to the two Andreev
reflections at the N-S interface. Furthermore, because of the
electron-hole conversion, both the transmission for electrons
(Tε) and holes (T−ε) appear in Eq. (23), as well as the phase
shift arccos(ε/�0).

In order to illustrate the effect of the above general result,
we consider as a first simple example the case depicted in
Fig. 2(a) of one single F barrier located between x1 and x2,
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FIG. 2. (Color online) N-S junction with (a) a F barrier and
(b) two ferromagnetic impurities, determining a ferromagnetic
quantum dot.

characterized by a uniform magnetization,

m(x) =
{

(m‖ cos φ,m‖ sin φ,mz) if x1 � x � x2,

0 else.

In this case, the parameters of the scattering matrix (16) acquire
the following expressions. The phase �m reads

�m(ε) = arctan[X(ε)] − (μ + ε)Lm

�vF

, (24)

with

X(ε) =

⎧⎪⎪⎨
⎪⎪⎩

(μ+E) tanh[ Lm
�vF

√
m2

||−(μ+E)2]√
m2

||−(μ+E)2
, |μ + ε| < m||,

(μ+E) tan[ Lm
�vF

√
(μ+E)2−m2

||]√
(μ+E)2−m2

||
, |μ + ε| > m||,

(25)

and Lm = x2 − x1 denoting the length of the barrier. The
transmission coefficient reads

Tε = (
1 + Y 2

ε

)−1
, (26)

with

Yε =

⎧⎪⎪⎨
⎪⎪⎩

m|| sinh[ Lm
�vF

√
m2

||−(μ+ε)2]√
m2

||−(μ+ε)2
, |μ + ε| < m||,

m|| sin[ Lm
�vF

√
(μ+ε)2−m2

||]√
(μ+ε)2−m2

||
, |μ + ε| > m||,

(27)

whereas χm(ε) ≡ χz = mzLm/�vF , �m(ε) = 2x0(μ + ε)/
�vF + φ, with x0 = (x1 + x2)/2 denoting the center of the
barrier, implying �A

m(ε) = 2εx0/�vF in Eqs. (22) and (23).
Notice that, at the Dirac point, μ = 0, Tε = T−ε, and Eq. (23)
reduces to

cos2

[
arccos

ε

�0
+ 2εx0

�vF

]
(1 − Tε) = 0. (28)

As Tε �= 1 for all excitation energies, the perfectly Andreev
reflected modes are those for which the energy satisfies

2 arccos
ε

�0
+ 4εx0

�vF

= π + 2nπ, (29)

with n an integer. The latter equation turns out to be the con-
dition for bound states to appear between the superconducting

interface at x = 0 and a virtual infinite F wall at x = x0.
Indeed, the very same condition (29) is obtained also for
μ �= 0, precisely in the limit of a strong barrier m‖ � |μ + E|,
where Tε  T−ε  cosh−2(Lmm||/�vF ). In these particular
conditions the Andreev reflection peaks, interpreted above as
Fabry-Perot resonances, can also be understood in terms of
resonant tunneling into bound-states. Note that, for μ �= 0 and
a finite barrier strength m||, the resonances at finite energies
are no longer perfect, as Tε �= T−ε.

B. A case study: The ferromagnetic quantum dot

As an illustration of the generality of Eq. (22), we consider
the case where the F region consists of two impurities located
at x1 and x2, described as two barriers of size δ, as displayed
in Fig. 2(b), which we call F quantum dot [45]. The center of
the dot is located at x0 = (x1 + x2)/2. The magnetic texture is
then taken as

m(x) =

⎧⎪⎨
⎪⎩

(m1 cos φ1,m1 sin φ1,mz1) if x1− � x � x1+,

(m2 cos φ2,m2 sin φ2,mz2) if x2− � x � x2+,

0 else,

with x1± = x1 ± δ/2 and x2± = x2 ± δ/2. We are interested
in the limit of sharp barriers, i.e., δ → 0 and m1,2 → ∞,
with keeping μ1 = m1δ/(�vF ) and μ2 = m2δ/(�vF ) fixed and
finite. We restrict ourselves to the case of equal barriers, μ1 =
μ2 ≡ μ0, which captures the main features of the scattering
problem. Combining the scattering matrices of the two single
barriers, one can straightforwardly obtain the transmission
probability of the double barrier as

Tε = 1

cosh2(2μ0) − sin2
(
ke
εLm + �φ/2

)
sinh2(2μ0)

, (30)

with ke
ε = (ε + μ)/�vF , the electron wave vector in the normal

region, Lm = x2 − x1 and �φ = φ2 − φ1. It appears that, for
a fixed value of Lm, the chemical potential and the phase
difference play a similar role, that is, breaking the symmetry
between the transmission of particles and holes. In order to
simplify the analysis in the various examples below, we vary
only μ, and take �φ = 0. One should also note that for Lm =
0 and �φ = 0, Tε in Eq. (30) reduces to the transmission
probability of a single impurity of strength 2μ0, located at x0

[compare with Eqs. (26) and (27)]. For completeness, we also
provide here the other parameters of the quantum dot scattering
matrix, namely,

�m(ε) = − arctan

[
sin

(
2ke

εLm + �φ
)

sinh2 μ0

1 + 2 sinh2 μ0 cos2
(
ke
εLm + �φ/2

)]
,

�m(ε) = 2ke
εx0 + φ0, φ0 = (φ1 + φ2)/2, (31)

χm(ε) = χz1 + χz2,

with χzi = mziδ/(�vF ), which we keep finite as δ → 0.
In Figs. 3 and 4 we plot the Andreev reflection probability

as a function of the excitation energy, for different values of
the parameters. The various cases show that the zero mode is
always perfectly Andreev reflected, consistent with Eq. (22).
Right at the Dirac point, the modes satisfying the condition
of Eq. (29) are perfectly Andreev reflected. We distinguish
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(a) μ0 = 0.5, μ = 0, Lm = 1, x0 = 1.5, Δφ = 0
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(b) μ0 = 0.5, μ = 0, Lm = 1, x0 = 4.5, Δφ = 0

FIG. 3. (Color online) Influence of the position x0 of the F region
on the Andreev reflection probability in the double-barrier case (blue
solid line). For a better interpretation, we also plotted the transmission
probability Tε and T−ε of the double barrier (red dashed line) and the
Andreev reflection probability for a single impurity of strength 2μ0

located at x0 (green dotted line). Energies are given in units of �0

and lengths in units of the superconductor coherence length �vF /�0.

two kinds of such modes. First, there are the Fabry-Pérot-like
modes, whose energy satisfies the same Eq. (29) as for the
single barrier case, with x0 now the center of the F dot. The
density of such modes increases with |x0|, as illustrated in
Figs. 3(a) and 3(b). Second, the modes for which Tε = 1
are also perfectly Andreev reflected, a possibility that does
not arise in the single barrier case. Generally speaking, as
compared to a single impurity in x0, RA(ε) is modulated by
the transmission coefficient of the double-barrier structure.
Varying the chemical potential (μ �= 0) leads to several
interesting modifications. While the positions of the maxima
corresponding to the virtual bound states are barely altered,
their amplitude is no longer 1—they are not perfectly Andreev
reflected anymore—except for the zero-energy mode, which
remains pinned to 1. Furthermore, the peaks corresponding
to the open channels of the dot now split, as Tε and T−ε are
no longer equal. This particular evolution as a function of the
chemical potential is depicted in Figs. 4(a)–4(c).
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(a) μ0 = 0.35, μ = 0, Lm = 2.15, x0 = 6
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1.0

(b) μ0 = 0.35, μ = 0.16, Lm = 2.15, x0 = 6
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1.0

(c) μ0 = 0.35, μ = 0.3, Lm = 2.15, x0 = 6
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∋
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0
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0

∋

0

∋

FIG. 4. (Color online) Influence of the chemical potential μ on
the Andreev reflection probability in the double-barrier case (blue
solid line). In all three plots, �φ = 0. For a better interpretation, we
also plotted the transmission probability Tε and T−ε of the double
barrier (red dashed line) and the Andreev reflection probability
for a single impurity of strength 2μ0 located in x0 (green dotted
line). Energies are given in units of �0 and lengths in units of the
superconductor coherence length �vF /�0.

We conclude this section with a comment about the
difference between our results and the multipeak structure
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shown in Ref. [8]. There the surface of a 3D topological
insulator in proximity to a superconductor and a ferromagnet
gives rise to chiral 1D Majorana states. In contrast, in our
lower-dimensional situation, 0D Majorana states appear. Fur-
thermore, while the multipeak structure of Ref. [8] indicates
the presence or absence of Majoranas and vortices, our
multipeak structure provides information about the nature of
the F barrier (acting on the helical liquid) and the resulting
Fabry-Pérot resonance phenomena.

C. Majorana wave functions

In this section, we discuss the relation between perfect
Andreev reflection and the presence of Majorana states. We
come back to the somewhat simpler case of a single F barrier,
for which the transmission probability is given in Eq. (26).
As discussed before, the Andreev reflection probability can
have many peaks as a function of energy, the positions and
number of which depend on the location x0 of the center of the
barrier. However, except in the special situation μ = 0, only
the zero-energy mode is perfectly Andreev reflected. Such a
robust peak is often interpreted in the context of topological
superconductivity as the signature of tunneling into a MBS.
Here the situation is more subtle, as there is no real bound
state to begin with, contrary to the case of a genuine spinless
p-wave superconductor.

The zero-energy states are always delocalized in the
whole normal region that is ungapped. In the absence of a
scattering region, Andreev reflection at the interface imposes
that scattering states are superpositions of electron and hole
components. The zero-energy subspace is 2D and spanned by
two orthogonal eigenstates of the BdG Hamiltonian that are
charge conjugated (we drop the label ε = 0 for simplicity). The
first wave function ϕ1 corresponds to injecting a Cooper pair
in the superconductor (it is the superposition of a right-moving
electron and a left-moving hole). The second wave function
ϕ2 = Cϕ1 is denoted by ϕ1c , according to the notation of Sec. II,
and corresponds to the opposite process, the injection of a
Cooper from the superconductor into the normal lead (it is
the superposition of a left-moving electron and a right-moving
hole). Their explicit expressions, in Nambu space, read

ϕ1(x) =

⎛
⎜⎜⎜⎝

1

0

−ie−iχR

0

⎞
⎟⎟⎟⎠eikF x, ϕ1c (x) =

⎛
⎜⎜⎜⎝

0

ieiχR

0

−1

⎞
⎟⎟⎟⎠e−ikF x . (32)

If one imposes a hard-wall boundary condition in the form of
an infinite F barrier, somewhere in the normal region, then the
only allowed solution is a superposition of ϕ1 and ϕ1c that is
indeed a single Majorana state. This assumption connects the
present situation to the nanowire setups where such a hard-wall
boundary is usually imposed [16]. If one removes the hard wall,
then there are not one but two independent Majorana states,
being linear combinations of ϕ1 and ϕ1c . It turns out that a F
barrier, as depicted in Fig. 2(a) can localize the two Majorana
states on either side of the barrier. In order to prove this
statement, we first compute the scattering states at zero energy
in the presence of the barrier. Their wave functions are given
in the Appendix and coincide in the region x < x1 with the

states of Eq. (32). Following the general scheme of Majorana
states given in Sec. II, we construct two independent Majorana
wave functions, ϕNS

+ and ϕNS
− , given by ϕNS

± = α±ϕ1 + α∗
±ϕ1c .

A suitable choice of α±—given in the Appendix —leads ϕNS
±

to acquire the simple form

ϕNS
η (x) =

⎛
⎜⎜⎜⎜⎜⎜⎝

fη(x) e
i
2 [ π

2 +χR−∫ x

0
2mz (x′ )

�vF
dx ′]

f ∗
η (x) e

i
2 [ π

2 +χR−∫ x

0
2mz (x′ )

�vF
dx ′]

fη(x) e
− i

2 [ π
2 +χR−∫ x

0
2mz (x′ )

�vF
dx ′]

−f ∗
η (x) e

− i
2 [ π

2 +χR−∫ x

0
2mz (x′ )

�vF
dx ′]

⎞
⎟⎟⎟⎟⎟⎟⎠

, (33)

with η = ±,

fη(x) = e−i
φ+ηθ̃0

2

2 cosh κLm

2

⎧⎪⎨
⎪⎩

eikF (x−x1) e−η κLm
2 , x � x1,

eηκ(x−x0), x1 � x � x2,

eikF (x−x1) eη κLm
2 , x � x2,

(34)

and κ =
√

m2
‖ − μ2/�vF , kF = μ/�vF , θ̃0 = arccos(μ/m‖),

μ < m‖. One can easily check that the ϕNS
η=± are indeed

invariant under charge conjugation; that is, CϕNS
± = ϕNS

± ,
with C = K τy ⊗ σy . Note that the two wave functions have
opposite exponential variations inside the F region x1 � x �
x2. Although both Majorana states are extended over the
whole normal region, they are still spatially localized on
opposite sides of the F domain, as drawn schematically in
Fig. 5. In contrast, the zero-energy Andreev states ϕ1 and
ϕ1c are mixtures of these two wave functions and hence
cannot be considered as localized in any meaningful way.
The situation is quite similar to the case of a Schrödinger
particle in one dimension. At a given energy two scattering
states, namely, a right-moving and a left-moving plane wave,
are present. Confining the particle in a box reduces the
number of states, from two plane waves to one bound state, at
given quantized energies. However, putting the particle on a
ring (or enforcing periodic boundary conditions), although it
quantizes the energy, does not reduce the number of states,
and one is again left with one left mover and one right
mover. Interestingly, in the context of hybrid structures, such

F
S

F
S

x = 0

x = 0

ϕNS
−

ϕNS
+

FIG. 5. (Color online) Sketch of two Majorana states, at ε = 0,
in the presence of a F barrier. Even though they do extend on the
whole normal region, they are predominantly localized on one side
or the other of the F domain (see text).
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periodic boundary conditions are effectively achieved by
adding a second superconducting electrode to the previous
setup, therefore creating an S-N-S junction [46,47]. Indeed,
we show in the next section that the two Majorana states are
barely affected; they are by construction in an equal weight
superposition of electron and hole and ready to be bound by a
superconducting mirror.

IV. S-N-S (JOSEPHSON) JUNCTIONS

In this section, we study a Josephson junction in the
presence of an arbitrary F domain. Using the same scattering
approach as in Sec. III, we derive a generic expression for the
Andreev bound-state condition and investigate the evolution
of the spectrum in the presence of a F dot.

A. Andreev bound states and Josephson current

We now turn our attention to the case of S-N-S junctions
with an arbitrary F domain in the normal region. Aiming at
drawing analogies with the former case of the N-S junction, we
focus on subgap transport and start by deriving the condition
for Andreev bound states [48]. We can use most of the results
of the previous section. Scattering amplitudes in region N2 are
still connected by the electron and hole scattering matrices as
in Eq. (18). One only needs to implement a similar condition
for perfect Andreev reflection in region N1. Moreover, for
the S-N-S case it is more convenient to set the origin at the
center of the junction, so that the two interfaces are located at
x = ±L/2, with L denoting the interface distance. The whole
Andreev reflection process at both interfaces can be written in
terms of scattering amplitudes as

(ae,1,ae,2,ah,1,ah,2)T = SA(ε)(be,1,be,2,bh,1,bh,2)T , (35)

with

SA(ε) =
(

0 α′(ε)rA
α′(ε)r∗A 0

)
(36)

denoting a 4 × 4 matrix where α′(ε) = exp[−iarccos(ε/�0) +
i(ke

ε − kh
ε )L] and rA = Diag[eiχ/2,e−iχ/2]. In the case of a heli-

cal liquid with a linear spectrum, ke/h
ε = (μ ± E)/�vF and we

simply have ke
ε − kh

ε = 2ε/�vF . Combining Eq. (18) and (35),
we arrive at the well-known compatibility condition [49]

det[τ0 ⊗ σ0 − SA(ε) SN (ε)] = 0, (37)

for the Andreev bound states (ABSs). In our case, the latter
equation acquires the simple form

cos2

{
arccos

ε

�0
− ε

[
L − λS

m(ε)
]

�vF

}

= 1

2

{
1 −

√
RεR−ε cos

[
2�A

m(ε)
]

+
√

TεT−ε cos
[
χ − 2χS

m(ε)
]}

, (38)

where the odd function of the energy �A
m(ε) = [�m(ε) −

�m(−ε)]/2, as well as the even functions λS
m(ε) =

�vF [�m(−ε) − �m(ε)]/2ε and χS
m(ε) = [χm(ε) + χm(−ε)]/2

are directly extracted from the scattering matrix (16) describ-
ing the F scatterer. Equation (38) thus determines the Andreev

bound levels in the presence of an arbitrary F scatterer and
represents another important result of the paper.

In order to illustrate its physical consequences, we exploit
one enlightening example, namely, the case of a F quantum
dot realized by two F barriers, as sketched in Fig. 6(a). The
case of equal barriers captures the main physical ingredients of
the problem and we restrict to this situation. The functions Tε,
�A

m(ε), χS
m(ε), and λS

m(ε) appearing in Eq. (38) are in this case
straightforwardly obtained from the scattering matrix of the
dot, given at the end of Sec. III A. In particular, Eq. (30) yields
the transmission coefficient Tε, whereas from Eq. (31) one
obtains �A

m(ε) = 2εx0/�vF , χS
m(ε) ≡ χz, and λS

m(ε) through
�m(ε). The Andreev bound levels obtained from the solution
of Eq. (38) are plotted in Figs. 6(c) and 6(d) as a function of
the superconducting phase difference χ , for various values of
the location x0 of the quantum dot center and the chemical
potential μ, respectively. The first emerging feature is that the
levels are symmetric in energy with respect to ε = 0. This
is due to the particle-hole symmetry of the BdG equations.
Indeed, from the general properties of Eq. (38) one can easily
check that, because �A

m(ε) is odd and λS
m(ε) and χS

m(ε) are even,
if ε is a solution of Eq. (38), then −ε is also a solution. Second,
the plots are symmetric in the phase difference χ around the
symmetry value χ − 2χz = π . Indeed, from Eq. (38) one can
see that, if a bound state exists for a given energy at a value χ1,
another one necessarily exists at χ2 = 2[π + χS

m(ε)] − χ1, so
that there are two bound states in a 2π interval centered around
χ − 2χS

m(ε) = π . The spectrum of Andreev bound levels is 2π

periodic with the phase difference χ . However, the Andreev
states do not necessarily have the same periodicity, as we
discuss below. We notice also that the renormalization of the
superconducting phase difference as χ → χ − 2χz caused by
the mz magnetization induces a π junction behavior when
χz � π/2. The third feature emerging from Fig. 6 is the
existence of crossing points. To discuss their physical meaning,
it is worth recalling that, differently from conventional S-N-S
junctions, here for each value of χ − 2χz the Andreev levels
are typically nondegenerate, due to the helical nature of the
edge states. Crossing points, however, are an exception and
correspond to degenerate eigenvalues of the BdG equations. It
is interesting to analyze whether the corresponding degenerate
states hybridize or not. In Fig. 6(c), we show the evolution
of the ABS spectrum with the position x0 of the dot center at
the Dirac point μ = 0. In order to understand the pattern of
gap openings, one must bear in mind the resonances in the dot
transmission probability Tε, plotted in Fig. 6(b). On Figs. 6(c)
and 6(d), open and solid arrows indicate the ABSs that are
close to open and closed channels of the dot, respectively.
These have very different behaviors as x0 is moved away from
the center of the junction. Indeed, for open channels, Tε  1
and Rε  0, such that the condition for ABS barely depends
on x0, as one can see in Eq. (38). On the other hand, for closed
channels, Tε  0 and Rε  1, and the condition for ABS barely
depends on the phase difference anymore, which explains the
flatness of the bands. Note that, although the zero mode is,
in principle, a closed channel of the dot, it is unaffected by
changes in the position. Tuning the chemical potential away
from μ = 0 also has the effect of opening gaps for all ABSs,
as can be seen in Fig. 6(d). Again, the crossing point at ε = 0
is stably preserved. The crossing point at ε = 0 is thus the only
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FIG. 6. (Color online) Andreev bound levels for the case of a F quantum dot. (a) Sketch of the realization of the system, where two F
barriers are located inside the S-N-S junction of topological edge states. Here we have considered two δ-like barriers with the same strength
parameter μ0 = 1.44 (corresponding to a transmission of 20% for each barrier), separated by a distance d = L/2, and with equal magnetizations
(φ1 = φ2 = 0 and mz1 = mz2 = mz). (b) The transmission coefficient Tε of the dot, plotted as a function of energy for μ = 0, shows resonances
corresponding to the open channels of the quantum dot. (c) Andreev bound levels at the Dirac point (μ = 0) are plotted as a function of
the superconductor phase difference χ , in the case of a long junction (L = 10�vF /�0), for different values of the location of the dot center:
x0/L = 0 (solid black), x0/L = 0.02 (dashed red), and x0/L = 0.05 (dotted blue). (d) The Andreev bound levels for the case of a centered
quantum dot (x0 = 0) for different values of chemical potential: μ = 0 (thick black) and μ = �0/2 (thin red). Andreev levels appear not only
around the resonances of the dot (denoted by open arrows) but also in correspondence with off-resonance energies (solid arrows). Only the
level around ε = 0 is stable against variations of x0 and μ and always carries a current.

one that is stable to any parameter variation. This is, in fact, a
general feature that stems from Eq. (38), from which one can
see that ε = 0 and χ − 2χS

m(0) = π is always a solution of
the ABS equation, in sharp contrast with conventional s-wave
junctions, where normal backscattering opens a gap at zero
energy. The crossing at zero energy is protected because the
two Andreev states, being charge-conjugated to each other,
have different fermion parities. Indeed, the Hamiltonian for
the two states crossing zero energy can be written as

HABS,0 = 1
2ε0(χ )�†

0�0 − 1
2ε0(χ )�†

0c�0c , (39)

or, using �0c = �
†
0 following from particle-hole symme-

try [26],

HABS,0 = ε0(χ )
(
�
†
0�0 − 1

2

) + 1
2ε0(χ ). (40)

The two Andreev states, with energy ±ε0(χ ) correspond
to the two parity sectors, �

†
0�0 = 0,1. Such a protection

directly affects the Josephson current. Indeed, ABSs carry
a stationary supercurrent across the junction, as the two
Andreev reflections have the effect of transferring a Cooper
pair from one superconducting contact to the other one. At
zero temperature, each ABS contributes Jn = (e/h)∂χεn(χ )
to the total Josephson current. Levels with opposite energies
therefore carry opposite supercurrents, as do degenerate levels
on opposite sides of χ − 2χS

m(ε) = π . As a consequence of the
protected crossing at the ε = 0 level, although the spectrum
is 2π periodic, the Josephson current is only 4π periodic.
Indeed, while higher-energy Andreev levels contribute a 2π

periodic Josephson current, the current carried by this level
is actually 4π periodic, a signature of the fermion parity

205115-9
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anomaly in helical Josephson junctions [1,26,47]. Note that
the 2π current can be considerably reduced, almost filtered
out, by the presence of an off-centered quantum dot, as many
high-energy levels become flat.

We conclude this section by observing that, for the case
of a single barrier, analytic expressions for the ABS can be
determined in the limit of strong in-plane magnetization m‖ �
μ,|ε|. Indeed, in this limit the transmission probability Tε of the
single barrier [see Eq. (26)] becomes energy independent and
reduces to Tε → T∞ = 1/ cosh2 μ0, with μ0 = m‖Lm/�vF

parametrizing the strength of the barrier, whereas the length
scale λS

m reduces to λS
m(ε) → Lm. In the special case of a

barrier centered in the middle of the junction, x0 = 0, and at
χ − 2χz = π , the position of ABSs is simply given by

ε(L − Lm)

�vF

− arccos
ε

�0
= −π

2
+ m π, (41)

which is the analog of the condition (29) for resonant states in
the N-S junction. In this limit the positions of all these ABSs
(not just the one at ε = 0) are insensitive to the strength μ0 of
the barrier. When Lm = L we recover the limit studied by Fu
and Kane in Ref. [26] and only the zero-energy mode is pinned.
The other extreme limit of Lm = 0 corresponds to the impurity
studied in Ref. [31]. Interestingly, the relevant length scale in
the problem is L − Lm. Equation (41) shows that the condition
for the definition of short and long junctions should actually be
formulated in terms of the interface length L − Lm. The short
junction limit would correspond to L − Lm � �vF /�0, while
the long junction would correspond to L − Lm � �vF /�0.
In particular, the density of ABSs will be set by the length
L − Lm. In the short junction limit, one can also show that
there are only two Andreev bound levels, given by

ε±(χ ) = ±�0

√
T0 cos

(
χ

2
− χz

)
, (42)

which show the 4π periodicity, in agreement with the results
by Fu and Kane [26] and Kwon et al. [50]. This result should
be compared with the short-junction limit for conventional
S-N-S junctions, ε±(χ ) = ±�0[1 − T0 sin2(χ/2)]1/2, which is
2π periodic [49]. It is worth emphasizing that such a difference
in the results stems from the minus sign in front of the

√
RεR−ε

on the right-hand side of Eq. (38). Similarly to the case of the
N-S junction, this sign is a consequence of Eq. (17).

B. Majorana wave functions

We close our analysis with a discussion of the Majorana
wave-functions in the S-N-S case. A comparison with the
N-S junction is quite enlightening here. We know from
the latter case that, at zero energy, there are two charge-
conjugated Andreev states corresponding to a right-moving
electron being reflected as a left-moving hole and a right-
moving hole being reflected as a left-moving electron. The
extra superconducting electrode transforms these two ex-
tended Andreev states into ABSs, carrying opposite super-
currents. Again, one can decompose this single, zero-energy
fermionic level into two Majorana wave-functions ϕ+ and ϕ−

given by

ϕSNS
η=±(x) =

⎛
⎜⎜⎜⎜⎜⎜⎝

fη(x) e
−i

∫ x

x0

mz (x′ )
�vF

dx ′

f ∗
η (x) e

−i
∫ x

x0

mz (x′ )
�vF

dx ′

fη(x) e
+i

∫ x

x0

mz (x′ )
�vF

dx ′

−f ∗
η (x) e

+i
∫ x

x0

mz (x′ )
�vF

dx ′

⎞
⎟⎟⎟⎟⎟⎟⎠

, (43)

in Nambu space, with

fη(x) = e−i
φ+ηθ̃0

2

2 cosh κLm

2

⎧⎪⎨
⎪⎩

eikF (x−x1) e−η κLm
2 x � x1,

eηκ(x−x0) x1 � x � x2,

eikF (x−x2) eη κLm
2 x � x2,

(44)

and κ =
√

m2
‖ − μ2/�vF , θ̃0 = arccos(μ/m‖), μ < m‖. No-

tice that the wave function fη(x), which depends on the
in-plane magnetization m‖, is the same for the S-N-S
case [Eq. (44)] and for the N-S case [Eq. (34)]. The
difference between ϕNS

η (x) in Eq. (33) and ϕSNS
η (x) in Eq. (43)

lies in the other phase factors that arise from the phase
difference across the junction and the mz magnetization only.
As in the N-S case, although extended in the whole normal
region these wave functions are localized on opposite sides of
the F domain (see Fig. 7 for a schematic illustration). The fact
that two Majorana states arise in such a S-N-S junction can
be contrasted with a similar situation in topological nanowire
junctions. There again, two MBSs exist on their own at the
edges of the superconductors. When a junction is formed,
they simply delocalize in the whole normal region [15].
In the present case, helicity combined with fermion parity
conservation protects the zero-energy crossing and allows for
the appearance of Majorana states that can be localized by a F
domain. What is more surprising is that one superconducting
contact alone is able to preform such localized states.

F
S S

F
S S

ϕSNS
−

ϕSNS
+

L/2

L/2

−L/2

−L/2

FIG. 7. (Color online) Sketch of the two Majorana states at ε = 0
and χ − 2χs(0) = π . Similar to the N-S case (see Fig. 5), even though
they do extend on the whole normal region, they are predominantly
localized on one side or the other of the F domain.
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V. CONCLUSION

We have studied transport properties of hybrid structures
based on helical liquids at the edge of a QSHI. We explicitly
computed the Andreev reflection coefficient for N-S junctions
and the condition for ABSs in S-N-S junctions, in both cases
in the presence of an arbitrary F scatterer. We found that
many peaks, and not only a zero-bias peak, arise in the
conductance measurement of N-S junctions, due to Fabry-
Pérot like resonances. The heights of these peaks depend on
external, possibly controllable, parameters, like the chemical
potential or the form of the F barrier. In particular, the response
of the double-barrier setup, which we studied in detail, is very
sensitive to the value of the chemical potential, which can,
in principle, be controlled by an external gate. As the gate
is varied, while some peaks change positions and height and
others even split, the zero-bias peak remains pinned. This effect
should provide an experimental test to probe the peculiar and
very rich interplay of helicity and superconductivity at the edge
of a topological insulator, as well as to single out evidence of
the Majorana zero modes. We have also shown, by computing
the wave functions, that the presence of a F domain already
localizes two Majorana modes at the N-S interface. Adding
a second superconducting contact binds them in a finite size
S-N-S Josephson junction. There, the two Majorana states
hybridize, forming an Andreev level. We have also analyzed
the general structure of the ABSs spectrum, for an arbitrary
F region. We found that the effective phase difference across
the junction, as well as the effective length of the junction, are
renormalized in an energy-dependent way by the scatterer, the
latter leading to a redefinition of the short and long junction

limits in the strong barrier case. Degenerate levels, manifested
as crossing points in the spectrum at a phase difference of π ,
appear in the case of a barrier exactly centered in the junction.
However, only the zero-energy crossing is truly protected
due to fermion parity conservation, and, as a consequence,
the Josephson current across the junction is 4π periodic, a
hallmark of the edge-state helicity.
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APPENDIX: WAVE FUNCTIONS IN THE ZERO-ENERGY
SUBSPACE OF N-S JUNCTIONS

We present here the wave functions of the two zero-energy
scattering states, in the case of the N-S junction with a single
F barrier, as shown in Fig. 2(a). Since the zero-energy modes
are perfectly Andreev reflected, in region x < x1 the wave
functions are either superpositions of an incoming electron and
a reflected hole or an incoming electron and a reflected hole.
The first four-component wave function, which we denote by
ϕ1(x), corresponds to the injection of a Cooper pair in the
superconductor and has the wave function

ϕ1(x) =

⎛
⎜⎜⎜⎝

u↑,1(x)

u↓,1(x)

v↓,1(x)

v↑,1(x)

⎞
⎟⎟⎟⎠ =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎛
⎜⎜⎜⎝

1

0

−ie−i(2χz+χR )

0

⎞
⎟⎟⎟⎠ eikF x x < x1,

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

e
−i

mz (x−x0)
�vF e

−i
χz
2

2 sin θ̃0
ieikF x1 [eκ(x−x0)e

κLm
2 e−iθ̃0 − e−κ(x−x0)e− κLm

2 eiθ̃0 ]

eiφ e
−i

mz (x−x0)
�vF e

−i
χz
2

2 sin θ̃0
ieikF x1 [eκ(x−x0)e

κLm
2 − e−κ(x−x0)e− κLm

2 ]

−ie−iχR e
−i

2mz (x2−x)
�vF u0↑

ie−iχR e
−i

2mz (x2−x)
�vF u0↓

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

x1 < x < x2,

⎛
⎜⎜⎜⎜⎝

ei�0 e−iχz√
T0

eikF x

ie−ikF x
√

1−T0
T0

ei(2kF x0+φ)e−iχz

−ie−iχRu0↑
ie−iχRu0↓

⎞
⎟⎟⎟⎟⎠ x > x2,

(A1)

where κ =
√

m2
‖ − μ2/(�vF ), θ̃0 = arccos(μ/m‖), T0 = (1 + sinh2[κLm]

sin2 θ̃0
)−1, �0 = arctan( 1

tan θ̃0
tanh[κLm]) − kF Lm, χz =

mzLm/(�vF ), with Lm = x2 − x1 and x0 = (x1 + x2)/2. The second state corresponds to the reverse process of injecting a
Cooper pair from the superconductor into the normal region. We call this state ϕ1c and it is simply given by ϕ1c = Cϕ1, with
C = Kτy ⊗ σy the charge conjugation operator. From these two charge-conjugated scattering states one can construct two arbitrary
independent Majorana wave functions of the form ϕ± = α±ϕ1 + α∗

±ϕ1c . A suitable choice of α± leads to two Majorana states
localized on either side of the F domain. We found

αη = e−i(kF x1−χz−χR/2)e−iηθ̃0/2e−ηκLm/2

2 cosh(κLm/2)
, η = ±. (A2)
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