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5.6 Summary

Robust MOO often comes at the price of a large computational cost. This is due to the fact
that the average performance needs to be computed, therefore many more simulations than a
standard optimization technique are needed in the process. In this chapter, we introduced a
repository-based approach that allows to reduce the computational effort to obtain optimal-
robust solutions. In the test cases presented here we demonstrated that the number of simu-
lations can be reduced by 70%, providing accurate results. At the same time, it allows to keep
the joint PDF of the uncertain factors intact even when sample points are re-used from the
repository. This approach to maintain a repository and use it efficiently was used for the study
of unmanned re-entry vehicles. The study demonstrates that indeed robust optimization can
help in identifying already optimal solutions that are also robust to uncertainties in the envi-
ronment, and uncertainties in the design variables themselves. Further, we demonstrated that
robust-optimization can also be used to take model uncertainties into account. This is espe-
cially useful for preliminary design, where the models used for the analysis may be at infant
stage and still unknown dynamics and unknown parameters (coefficients) may be considered
for the analysis.

For the atmospheric entry vehicle test case we show that small, fully reusable capsules for
unmanned entry from low Earth orbits perform as well as capsules with ablative materials,
also under uncertainties. This is also true for large optimal capsules that show, nevertheless,
less efficient behavior in the presence of these uncertainties. This indicates that the robust
optimization has a selection pressure that works towards heavier capsules, with larger mass
due to larger thickness of the skin to withstand possibly larger heat fluxes if compared to the
non-robust solutions.





Chapter 6
The Design Methods in Real

Concurrent Environments

The natural test-bed for the analysis methods presented in this thesis are the concurrent design
infrastructures currently in use by the space industry, and other organizations also in sectors
that are different from space. These infrastructures, or concurrent environments, are used to
implement concurrent engineering to the maximum extent, from the very beginning of the
system life-cycle. In this respect, we proposed our design methods as an applicative layer to
be used on top of the concurrent design infrastructures of two organizations, namely the ESA
Concurrent Design Facility (CDF), and JAQAR-Concurrent Design Services B.V. (J-CDS). In
Section 6.1 we briefly introduce the notion of conceptual design in a concurrent environment,
summarizing the improvement we propose in the design process of these organizations. In
Section 6.2 we present the experience of the utilization of the design methods in the CDF for the
mass-budget management of Ops-Sat, a cubesat mission. In Section 6.3, instead, we describe
the experience of the utilization of the design methods in the concurrent design environment
developed by J-CDS, the Concurrent Design Platform, CDPTM , for both a space and a non-
space test-case.

6.1 Conceptual design in a concurrent environment

The experience of the Jet Propulsion Laboratory (JPL) first, immediately followed by the Eu-
ropean Space Agency in mid 90s, introduced a revolution in the field of conceptual design.
Up to that period the most widely adopted method for the design of a space system in all
phases, thus also during conceptual design, was the sequential approach. The design process
was performed with domain experts working one after the other, in a sequential way, with a
substantial lack of communication and collaboration between each other.

The revolution introduced by adopting concurrent design was that all the aspects of a sys-
tem and the mission it will perform are studied at the same time. This approach has demon-
strated to allow for the project consistency to improve rapidly, thus providing also advantages
in terms of development time and cost reduction, while at the same time providing high-
quality design solutions (Fortescue et al., 2011). Concurrent design is particularly suited for
being implemented at conceptual phases. A relatively small amount of experts are involved in
the process, resulting in the fact that design sessions with everybody working at the same time
are still manageable. The space community is actually pushing for the utilization of concur-
rent design also for more advanced phases, to obtain the same benefits also later in the design
process. However, no general consensus has been reached yet, at least in a European context,
regarding the software/hardware infrastructure to serve concurrent design in this case.
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Figure 6.1 The CDF Integrated Design Model, adapted from Fortescue et al. (2011).

Following the experience of the ESA Concurrent Design Facility, many other concurrent
design infrastructures were built in Europe in the following years by industry and other orga-
nizations. Integrated design environments enable excellent data exchange amongst the disci-
pline domain experts, and allow for creating a productive atmosphere where emerging solu-
tions and innovative ideas can be obtained concurrently, also at the coffee corner.

After more than 15 years of experience in the space and recently also in the non-space
industry, we believe that time is mature enough for integrated applications to be used on
top of the concurrent-design infrastructures. The scope is to provide the discipline-domain
experts with standard analysis tools and results-visualization techniques enabling an efficient
exploitation of the models during the concurrent design sessions, enhancing the exchange of
information and promoting discussions even more.

The schematic representation of the Collaborative Bi-Level (COBiL) formulation for com-
plex system models presented in Figure 2.8, Chapter 2, indicates the typical flow of infor-
mation that takes place in a concurrent environment. This flow of information amongst the
discipline-domain experts is made possible by the integrated design model and a central data
exchange block. In Figure 6.1 we present the architecture of the Integrated Design Model
adopted in the ESA CDF.

In the space industry, many years of experience with the concurrent approach to con-
ceptual design have given the opportunity to develop domain-specific mathematical models
for the various disciplines involved: communication, power, thermal, etc. When necessary,
discipline-domain experts are invited to concurrent-design sessions. They bring their models
and link them in the concurrent-design infrastructure. Besides models, there are also tools
available for designing purposes. For instance Satellite Tool Kit c© (Analytical Graphics, 2012),
for orbit, mission, and communication is widely adopted, and Matlab-Simulink c© (The Math-
Works, 2012), for Guidance Navigation and Control amongst others, ESARAD c© (ESA, 2012),
for thermal analyses, and so on. These are all domain-specific tools that were not developed
for being implemented in a concurrent environment. The result is that they hardly integrate in
any concurrent design infrastructure leading to the tangible risk that domain experts may use
their models outside the concurrent infrastructure. It can push the discipline domain-experts
to work on their own, only providing the interfaces, thus leaving the actual mathematical
models not linked to each other. The process would still be concurrent but the concurrent
infrastructure would not be used to the full extent.

In the non-space industry, concurrent design is being increasingly adopted: it represents a
growing trend at the moment. This means that models for conceptual design may not be di-
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rectly available. Discipline domain-experts may be called to develop discipline-domain mod-
els from case to case, also because the disciplines involved may be different from one product
to the other. This is the case, for instance, for the J-CDS customers. Also domain-specific tools
for conceptual design may not be available, for the same reasons. Therefore, there may be the
risk that the concurrent-design infrastructure is left without any specific analysis tool to be
used by the discipline domain-experts, thus limiting their design possibilities.

We envision an evolution of Concurrent Design, where concurrent design borne analysis
tools are concurrently exploited and fully integrated in the concurrent-design infrastructures.

It is for these reasons that in the course of the research that lead to the production of this
thesis, we proposed the implementation of some of the design methods presented here to the
ESA Concurrent Design Facility, and to J-CDS. These two organizations gave us the possibil-
ity to experiment with their facilities and software infrastructures, giving us the benefit of the
doubt. The design methods presented in this thesis were used to facilitate two main interfaces
of a concurrent environment. They allow for an easier utilization of the mathematical models
at discipline-domain level and system-domain level, thus interfacing between the multidis-
ciplinary team and the integrated design model (the human-machine interface). Further, the
objective of this chapter is to also demonstrate how a structured design approach with struc-
tured analysis tools (as these proposed in this thesis) in a concurrent environment can enhance
also the human interactions. The human resources and their interactions are a corner stone for
successful concurrent design. Finally, we demonstrate that standard analysis techniques and
standard approaches for the visualization and sharing of the results may bring benefits to the
whole process.

6.2 Cubesat mass-budget management in the ESA CDF

6.2.1 Introduction

Ops-Sat was a recent study in the ESA CDF aimed at the design of an in-orbit demonstrator to
test innovative mission-control and operations concepts by using a 3U cubesat. A 3U cubesat
is a satellite with the dimensions of approximately 10× 10× 30 cm. It is called 3U, because its
volume is three times larger than the 1U cubesat, which measures 10 × 10 × 10 cm. Ops-Sat
is a small satellite which will carry in-orbit demonstration experiments designed to answer
the operation needs of future missions, CDF (2012). In particular, Ops-Sat will carry a number
of experiments that will require a combination of changes to on-board and ground-software
and will test methods for handling satellite data and operational processes that may be of use
on future ESA missions. The focus of the mission design will be to implement software on
off-the-shelf hardware. The preliminary design of Ops-Sat was carried out in the ESA Con-
current Design Facility. The design was mainly driven by the requirement of having a very
low-cost mission, that lead to the adoption of commercial off-the-shelf (COTS) components.
This includes the cubesat structure, a 3-axis attitude control system, deployable solar arrays,
a low-rate data bus, a GPS receiver, a high-resolution optical camera, and a low-rate commu-
nication system. However, some radio equipment (especially in the S-Band Tx/Rx chain) had
to be selected from ESA’s standard equipment to provide realistic (in terms of procedures and
functional chains) back-end for the software experiments. A CAD model of the spacecraft is
shown in Figure 6.2. The cubesat standards specify a maximum mass of 4 kg allocated for a
3U cubesat. This is mainly due to the structural properties of the standard Picosatellite Orbital
Dispenser (POD), that is the standard interface of the cubesat to the launcher. The volume
is fixed to a 10 × 10 × 30 cm form factor. Given those strict requirements, the usual ESA
space hardware was not found suitable in most of the cases. Mass and volume became de-facto
design drivers, dictating the use of more compact and sometimes not space-qualified COTS



156 The Design Methods in Real Concurrent Environments

Figure 6.2 CAD model of Ops-Sat, adapted from CDF (2012).

hardware. Later in the process, the mass limitation of 4 kg was relaxed due to the existence
of a POD from Innovative Solutions In Space B.V. (ISIS) capable of launching cubesats with a
mass up to 6 kg. Changes had to be made to the CDF’s Integrated Design Model (IDM) and to
the design process as a whole to adapt to this specific study and the increased level of detail
covered during the sessions.

6.2.2 The Ops-Sat mass budget

The design of Ops-Sat was performed in three subsequent iterations in the CDF. The official
mass budget related to the last iteration is shown in Figure 6.3. This mass budget is obtained
using the classical margin-based approach. The margin-based approach foresees a baseline
mass-increase that is divided into two steps. First, the mass of each subsystem is increased
with a certain percentage by the subsystems’ experts, mostly based on the readiness of the
selected concept. Then, the sum of the subsystems’ masses is further increased at system level
with a margin of 20% to account for unknowns at the moment of the design due to the very
preliminary nature of the design phase. The value of 20% is mainly chosen because, after
many years of practice in the space industry, it demonstrated to be a good estimate for the
mass increase faced during the remaining part of the design process of the system.

In this specific case, however, it was clear that there is very little experience in the space
industry in designing and building cubesats. Thus a blind 20% of system-level mass margin
would probably not represent a good estimate for mass increase anymore. Further, due to
the reduced scale of the system, and possibly also reduced complexity if compared to other
larger satellites, it was also clear that the analysis would be much more detailed than what is
normally achieved in the CDF. The increased level of detail would leave less uncertainty for
successive design phases, thus with a possibly reduced margin for mass increase.

For these reasons, it was decided to adopt an alternative approach for the mass-budget
management in the case of Ops-Sat. We used the design methods presented in this thesis to
perform a probabilistic-based mass-budget analysis in parallel to the classical one based on
mass margins, to allow for a more informed baseline-mass estimation. Therefore, the purpose
of the analysis is to provide a probabilistic description of the uncertainty related to the mass
budget of Ops-Sat, so to allow for a more informed determination of the system margin for the
final mass budget.

Probabilistic Approach

Each subsystem expert, taking part in the design in the CDF, was asked to associate an es-
timated probability distribution to the worst-case mass margins provided in the CDF inte-
grated data model. Then, samples were taken from the joint probability distribution of all
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Figure 6.3 Mass summary breakdown for iteration 3, adapted from CDF (2012).

the elements of all subsystems to compute the final probability distribution of the mass of the
cubesat, as the sum of the mass of all the elements. One of the objectives of the analysis is to
subdivide the uncertainty related to the final mass of the subsystems into the uncertainty re-
lated to each single component (or group of components) of every subsystem, where possible.
Then, an estimated probability distribution is associated to each component by the experts to
obtain a better description of the design uncertainties related to them. The scope is thus to
gain more insight in the uncertainty described by the margins, which is related to an inherent
uncertainty at subsystem level due to unknowns at the time of conceptual design. The results
are obtained considering decoupled subsystem uncertainties. This is done, because it is com-
mon practice, during the design of each subsystem, to consider cautionary margins also with
respect to values or estimated data coming from the other subsystems. Therefore, this source
of uncertainty is already taken into account when the margins are estimated. Furthermore, a
correlation structure between the mass uncertainties of all the subsystems would not be trivial
to estimate in this phase of the design process. Besides, this kind of subsystem interrelations
and modification of requirements is expected to be covered by the system margin.

Communication Subsystem The communication subsystem is divided into 7 units. For each
unit a mass distribution was estimated, between a minimum and a maximum value, as pre-
sented in Table 6.1.

In this case, and in all the other cases the nominal value is the value used to fill in the
CDF mass model. For certain items, like the UHF board and the UHF antenna, a uniform
distribution was considered between the nominal value (off the shelf) and a margin estimated
by the subsystem expert. For other items, such as the S-band Transmitter and the S-band
Diplexer, a more elaborated reasoning was performed. In these cases the subsystem expert
estimated a probable mass reduction achievable with a minimum reworking-effort, and a less
probable mass reduction with a more sustained reworking-effort. The description of these
uncertainties is shown in Figure 6.4 (a) and (b), respectively. The S-band transmitter’s mass as
reported on the datasheet is 0.820 kg. This mass was estimated by the subsystem expert as the
maximum mass achievable by this item. Then, a probability of 75% of the mass being between
0.820 kg and 0.620 kg (minimum rework effort) was estimated, and a reduced probability of
the mass of the item of being between 0.620 kg and 0.40 kg (more consistent rework effort).
The same reasoning applies to the S-band diplexer, see Figure 6.4(b).

Power Subsystem The mass uncertainty estimation for the power subsystem is presented in
Table 6.2.

In Figure 6.5 the estimated probability density function for the battery board only is pre-
sented. In this case the subsystem expert estimated the probability of the mass being between
0.241 kg and 0.246 kg as 75%, the probability of being between 0.240 kg and 0.235 kg as 10%,
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Min Nominal Max
UHF Board kg 0.200 0.200 0.210 Uniform Distribution (5%

margin)
UHF Antenna kg 0.100 0.100 0.105 Uniform Distribution (5%

margin)
X-band Transmitter kg 0.400 0.500 0.550 Uniform Distribution (Min

and MAx provided by the
supplier + 10% margin)

X-band Antenna kg 0.100 0.100 0.105 Uniform Distribution (5%
margin)

S-band Transponder kg 0.400 0.620 0.820 Max: Component as it is.
Nominal: Component with
a likely achievable rework-
ing. Min: Component with
a less likely achievable re-
working. Estimated distri-
bution in Figure

S-band Diplexer kg 0.100 0.200 0.280 Max: Component as it is.
Nominal: Component with
a likely achievable rework-
ing. Min: Component with
a less likely achievable re-
working. Estimated distri-
bution in Figure

S-band Antenna kg 0.100 0.100 0.110 Uniform Distribution (10%
margin)

TOTAL kg 1.820

Table 6.1 Communication subsystem mass uncertainty estimation

Min Nominal Max
PDM, PCDU, SA
Deployable, SA
Body

kg 0.522 0.577 0.638 Uniform Distribution (10%
margin w.r.t. nominal)

Battery Board kg 0.235 0.240 0.252 Max: Nominal + 5%. Min:
Nominal -5grams. Esti-
mated Distribution in FIG-
URE

TOTAL kg 0.820

Table 6.2 Power subsystem mass uncertainty estimation

and the probability of being between 0.246 kg and the nominal mass plus 5% margin as 15%
probability.

Command and Data Handling Subsystem The command and data-handling subsystem
mass is divided into 4 contributions, see Table 6.3.

In this case there is a large uncertainty on the masses of the Application Specific Integrated
Circuit, ASIC, and Field-Programmable Gate Array, FPGA, (however, it has a low impact on
the overall mass) and large uncertainties in the masses of the boards and components (includ-
ing connectors and wires). The subsystem experts estimated the probability of the mass of
ASIC and FPGA being between 0.002 kg and 0.003 kg as 75%, and the probability of being
between 0.003 kg and 0.006 kg as 25%, see Figure 6.6(a). The probability of the mass of the
Printed Circuit Boards, PCBs, was estimated to be between 0.150 kg and 0.200 kg as 75%, and
the probability of being between 0.200 kg and 0.240 kg as 25%, see Figure 6.6(b). In figure 6.7
the uniform cumulative distribution of the satellite Components is shown.
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Figure 6.4 Mass cumulative distribution estimated by the subsystems engineers.
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Figure 6.5 Battery-board mass cumulative distribution estimated by the subsystems engineers.

AOCS The mass of the AOCS is composed of the sum of the masses of the magnetome-
ter, Sun sensors, GPS, magnetic torquers, reaction wheels, and PCB. In this case overall mass
uncertainty estimation was provided by the subsystem expert, rather than estimation of the
uncertainties of each single component. The uncertainty intervals are shown in Table 6.4,
whereas in Figure 6.8 the estimated cumulative distribution is presented. The nominal value
is estimated as being at the 50% of the probability distribution. It is also estimated that the
AOCS mass will be between 0.34 kg and 0.38 kg with 60% probability.

Structure The estimated uncertainty distribution of the structure has been estimated by the
structural expert as being between the nominal value of 0.55 kg and the value of 0.6 kg, with a
uniform distribution.

Instruments The mass of the four cameras has been estimated as being between the nominal
value of 0.092 kg (from the datasheet) and the value of 0.100 kg, with a uniform distribution.

Results

The mass of the cubesat is computed as the sum of the masses of all its subsystems. The
methods presented in Chapter 3 are used to compute the uncertainty distribution of the whole
satellite system given the uncertainties estimated by the experts at subsystem level. In Figure
6.9 the result is presented in the form of a probability density function of the mass of the
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Min Nominal Max
GumStiX + SD card kg 0.018 0.018 0.019 Uniform Distribution. Max:

Nominal +5% margin (data
sheet). 4 GumStiX and 4 SD
cards.

ASIC+FPGA kg 0.002 0.003 0.006 Max: Nominal + 100% mar-
gin

PCBs kg 0.150 0.200 0.240 Max: Nominal + 20% margin
X-band Antenna kg 0.100 0.100 0.105 Uniform Distribution (5%

margin)
Components kg 0.050 0.120 0.144 Uniform Distribution. Max:

Nominal + 20% margin.
TOTAL kg 0.340

Table 6.3 Command and data handling subsystem mass uncertainty estimation
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Figure 6.6 Mass cumulative distribution estimated by the subsystems engineers.

cubesat. In Table 6.5, the summary of the mass budget of the cubesat is presented. The mass
considering the sum of the nominal values of the subsystems is 3.983 kg, while the mass of
the cubesat considering also the subsystems margins is equal to 4.380 kg. According to the
computed distribution, there is a probability of 99.96% for the mass being lower than 4.38 kg,
see Figure 6.9. Therefore, we can conclude that the mass of the cubesat computed using the
subsystems mass plus the margin, considering the probability distribution assigned by the
experts, corresponds to a very low-probability event. It can be interpreted as the probability of
(almost) all the subsystems being at their maximum value concerning the mass. Therefore, if
one would apply a further 20% of system margin, the final mass value would be far from the
worst-case scenario estimated by the probability density function: 4.380 + 20% = 5.250 kg.

Therefore, in this case, it was decided to take the mass corresponding to the 95th percentile
(95% probability of the mass being lower than that value) into account as the mass on top of
which applying the 20% system margin, thus obtaining a final mass equal to 4.2 + 20% = 5 kg.

A sensitivity analysis, using RBSA, was performed to assess on the contribution of the

Min Nominal Max
AOCS kg 0.250 0.360 0.410 Max: Nominal + 15% mar-

gin.
TOTAL kg 0.360

Table 6.4 AOCS subsystem mass uncertainty estimation.
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Figure 6.7 Components mass cumulative distribution estimated by the subsystems engineers.

0.25 0.31 0.340.360.38 0.41
0

0.1
0.2

0.5

0.8

1

AOCS mass [kg]

Pr
ob

ab
ili

ty
 In

te
rv

al
s

Estimated Cumulative Distribution

Figure 6.8 AOCS mass cumulative distribution estimated by the subsystems engineers.

various elements of Ops-Sat to the mass budget. The results are presented in Figure 6.10. The
bars in the plot indicate the elements that mostly affect the uncertainty related to the mass of
Ops-Sat at this stage of the design process. To reduce the estimate of the mass, one should try
to reduce the uncertainty related to the elements that present a larger sensitivity index.
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Figure 6.9 Probability density function Ops-Sat mass (mean = 4 kg, sigma = 0.140 kg).
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NominalNominal + Subsystem margin
Structure kg 0.550 0.590
Data Handling kg 0.341 0.410
Power kg 0.820 0.880
Comms. kg 1.820 2.000
AOCS kg 0.360 0.400
Instruments kg 0.092 0.100
TOTAL kg 3.983 4.380

Table 6.5 Cubesat mass-budget summary.
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Figure 6.10 Sensitivity analysis, main contributors to the Ops-Sat mass, and mass uncertainty. A:
Structure, B: DH PCBs, D: DH components, E: AOCS, G: Solar arrays, J: X-Band
transmitter, L: S-band transmitter, M: S-band diplexer.

6.3 Support of the Concurrent Design PlatformTM at J-CDS

Based on an experience of more than 15 years in the aerospace industry, JAQAR-Concurrent
Design Services B.V. (J-CDS) brings concurrent design services for supporting the engineering
activities also to the non-space industry, (J-CDS, 2012; Fijneman and Matthysssen, 2010). Dur-
ing the course of the PhD, we had the opportunity to co-operate with J-CDS for supporting
the concurrent engineering design activities and the implementation of some of the design
methods presented in this thesis in the J-CDS Concurrent Design Platform (CDPTM ). In this
section, we present two applicative examples, and the main results that were achieved.

6.3.1 Test case: new medical-product development

J-CDS was actively involved in the implementation of concurrent design within the devel-
opment process of a medical electronics company (hereafter indicated as the company). The
company applies concurrent design to gain a quick understanding of the overall cost of the
project, time resources needed, and the final product price. In this subsection we take a spe-
cific business case, that J-CDS performed in cooperation with the experts of the company,
into account. In particular, the study is focussed on the development of an integrated model
for assessing the final price of a new product that may be placed on the market. The study
involves groups of experts from sales, engineering and production, purchasing, quality as-
surance, research and development, and management. For each group, an Excel R© workbook
was developed to allow for the design at discipline-level. These workbooks were used by the
discipline experts to determine the characteristics of the product through complicated math-
ematical models. Inter-discipline relationships are managed through the CDPTM . In Figure
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Figure 6.11 Interfaces between the Concurrent Design PlatformTM and the design methods.

Code Min Max
Production batch size A [-] 100 500
PCB Assy SMT operating and visual inspec-
tion time

B [min] 2 10

PCB Assy HMT visual inspection time C [min] 10 20
PCB test D [min] 2 7
Assembly time E [min] 2 7
Testing and programming time F [min] 8 15
Packaging time G [min] 2 7
Number of elements for break-even H [-] 2000 6000
Make or Buy Item 1 I [-] Make Buy
Make or Buy Item 2 J [-] Make Buy
Make or Buy Item 3 K [-] Make Buy
Make or Buy Item 4 L [-] Make Buy
Make or Buy Item 5 M [-] Make Buy
Make or Buy Item 6 N [-] Make Buy

Table 6.6 Design variables medical-product development test case.

6.11 we show the interfaces of the CDPTM with the discipline-domain workbooks and with
the design methods that we implemented.

The study was conducted following four different stages, from the very preliminary to a
more advanced one. We used the design methods at system level to fine-tune the design pa-
rameters and to determine what the best settings are that minimize the final product price. The
design factors that were taken into account are described in Table 6.6. The numbers in Table
6.6 are not representative of actual data, but a scaled version of it so to keep representative
relative quantities.

The parameters are mainly coming from the R&D workbook, Engineering and Production,
and Sales. The Sales experts, through their workbook, collect all the data and determine the
final product price made of recurring and non-recurring costs. The non-recurring costs are
divided by the total number of elements of that product that the management team wants
to produce to reach the break-even point. This influences the final product price. In Table
6.6 some variables that are expressed in time units are indicated. R&D associates a certain
hourly cost to these activities, so that in the Sales workbook a global cost can be computed.
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(a) (b)

Figure 6.12 (a) Sensitivity analysis. Factors’ influence on the product price. (b)Factors’ interactions.
Support of Make or Buy decision in the case of two of the six items of which the
product is made of.

In Figure 6.12(a) we present the results obtained from a screening analysis on the parameters
under study for the determination of the final product price. The results clearly show that the
final product cost is driven by the Make or Buy decisions, related to the items that are needed
to build the product. In particular, the Make or Buy decision on Item1 and Item2 will drive
the cost much more than Make or Buy decision on the other items. In Figure 6.12(b) we show
the combined effect of these two factors. On average the product price will benefit if both the
items are built by the company itself. The price gain in making Item1 is enhanced when also
Item2 is made by the company instead of being outsourced. Concerning the other Items, their
effect on the product price is shown in Figure 6.13. Given the estimation from Purchasing and
R&D design groups, Item3, Item4 and Item6 are cheaper if purchased rather than internally
produced, while Item5 is cheaper if not outsourced. The linear graphs in Figures 6.12 and 6.13
indicate the average product price given that the factor of interest is made or bought with the
other factors at all the levels between their minimum and maximum values indicated in Table
6.6.

At this point of the analysis, we decide to freeze Item1, Item2, and Item5 at make level, and
Item3, Item4 and Item6 at buy level, to explore what the contribution of the other factors is.
The factors influence on the product price is computed again, considering only the factors
from A to H, see Table 6.6. The results are presented in Figure 6.14(a). The product price
is reduced if all the operations are completed quickly, but, the inspection time of Assembly1
and the assemblage time of Assembly2 play the most important role. The minimum product
price that can be achieved under the settings in Table 6.6 is 548 Euro, see Figure 6.14(b). The
production batch-size and the number of elements for break-even have a very limited effect
on the product price, given the intervals used for the analysis, see Table 6.6. This is due to
the reduced effect of the non-recursive costs estimated by the R&D group that amount to 1500
Euro only. Indeed, when amortization of this cost is considered on 2000 to 6000 elements to
produce, it has an impact on the total cost that is lower than 1%.

6.3.2 Test case: a scientific instrument in the eternal darkness Moon’s crater

As a test case, to teach the utilization of the Concurrent Design PlatformTM , a hypothetical
scientific Moon-mission scenario was developed by J-CDS. The mission goal was to design an
instrument that can perform scientific experiments in the eternal darkness crater on the Moon
and transmit data to Earth, eventually via relay satellite. After the initial trade-off, the solution
with a relay station at crater’s edge with mechanical contact to the scientific instrument that is
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(a) (b)

(c) (d)

Figure 6.13 Factors main effects. Support Make or Buy decisions for the remaining items.

(a) (b)

Figure 6.14 (a) Sensitivity analysis. Factors’ influence on the product price. (b)Contour plot.
Product price decreasing as inspection time (C) and assembly time (E) decrease.

placed at the base of the crater was selected. The relay station communicates with Earth, once
per day. In this case, we want to demonstrate the possibility of supporting the design activities
of the engineering team-members also at discipline level, besides system level as shown in
the previous section. In particular two analyses are performed regarding the communication
architecture and the power subsystem.

Supporting the design activities with soft requirements

Questioning the requirements is often a good way of understanding whether the design could
be radically improved with a little sacrifice of some of the constraints. On the other hand,
bargaining on the requirements, or bargaining on data coming from external sources, shall
be supported by clear evidence on the impact that that requirement has on the design of the
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Code Min Max
Requirement: Data-volume per day A [kbit] 80,000 120,000
Data rate B [kbps] 30 70
Antenna diameter C [m] 0.10 0.40
Transmitter power output D [W] 1 5

Table 6.7 Design variables for the communication system of the Moon scientific mission.

(a) (b)

Figure 6.15 Sensitivity analysis. Factors’ influence on (a) the Link Margin, (b) the communication
time.

system. In the test case proposed here, we use the design methods developed in this the-
sis to support the design activity of the communication subsystem engineer while analyzing
the effect of a soft requirement on the performance of the subsystem. The design variables are
introduced in Table 6.7. The purpose is to determine the settings for having a good communi-
cation link between the relay station and the Earth at the minimum impact in terms of mass.
This is translated into having two constraints: link margin that shall be larger than 3 dB, and
communication time that shall be lower than 33 minutes (the daily time-window available to
communicate with one location on Earth). The results of the analysis are presented in Figures
6.15, 6.16, and 6.17. In Figure 6.15 (a) and (b) we show the influence of the design factors on
the link margin and the communication time, respectively. First, we notice that according to the
model that was developed by the J-CDS customer, the link margin is not directly connected to
the communication data rate.

This is evident by the fact that the sensitivity analysis does not show any effect of the
factor B on the link margin, see Figure 6.15(a). This may be an intentional feature that the
customer wanted, or not. The important aspect is that with a structured analysis method
we were able to spot this uncommon behavior. The contour plots in Figures 6.16 (a) and
(b) show that to make sure that the link margin is larger than 3 dB, the antenna diameter and
the transmitter output power shall be on the high side of the intervals identified in Table 6.7,
towards their maximum value. Bargaining on the required data volume per day means, in this
case, bargaining on the compression algorithms and the amount of data to be actually sent
to Earth. Given the 33-minutes constraint, the contour plot in Figure 6.16(b) shows iso-time
curves for different settings of data rate and data volume per day. Graphs of this type may
actually promote discussions, for instance, regarding the actual need of having 100,000 kbit
as data volume required per day, in contrast of having a reduced data volume. A reduced data
volume may be obtained, for instance, using compression algorithms, and this may lead to the
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(a) (b)

Figure 6.16 Contour plots with constraints analysis of (a) the Link Margin, (b) the communication
time. The shaded areas represent the constraints.

Figure 6.17 Communication subsystem mass-trend as a function of the antenna diameter.

same amount of information delivered on Earth. This in turn will reflect on savings in terms
of mass of the subsystem, and cost, for subsequent phases of the design process.

Supporting discipline analysis with missing data

When designing in a team, in an environment with multiple stakeholders, it is often the case
that at a certain point of the analysis some data that are actually required for the analysis may
be missing. It can be the case, for instance, that a Prime contractor hides sensitive data to sub-
contractors or competitors. Further, during a design session, it could be that some data from a
certain discipline are required before those data are actually available. The CDPTM has explicit
mechanisms in place to prevent the team from interrupting the design activity given that data
are not available yet, namely the manual value input. It allows to start working with one’s
own estimate of missing data. In this structured framework provided by the CDPTM with our
methods we allow for exploring ranges of manual values more easily and to compute paramet-
ric results based on assumptions on the missing or unknown data. In this test case we support
the activity of the electrical power engineer. We facilitate the activity in establishing the perfor-
mance of the subsystem and the cost estimate of the solar arrays given missing data from the
payload, the thermal-control subsystem, and the communication-subsystem design experts.
In Table 6.8 we show the factors that the electrical power engineer is missing to provide a cost
estimate for the solar arrays of the relay station. The power to be produced is dependent on the
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Code Min Max Uncertainties
Communication sub-
system duty cycle

A [%] 0.1 5 Normal with 0.1 and 5 repre-
senting the 0.01 and 99.9 per-
centile

Relay station heater
peak power

B [W] 4 7 Uniform

Sensor duty cycle C [%] 3 6 Normal with 3 and 6 repre-
senting the 0.01 and 99.9 per-
centile

Instrument heater
peak power

D [W] 4 7 Uniform

Table 6.8 Unknown design parameters for the power subsystem cost analysis.

Figure 6.18 Sensitivity analysis for determining the missing-factors influence on the Solar Array
cost.

power required by the payload and by the thermal-control subsystem, but it also depends on
the energy required for communicating the scientific data back to Earth. These factors will in
turn influence the required solar-array area, which will affect their final cost. In Figure 6.18, we
show that the uncertainty on the sensor duty cycle does not affect the final solar-array cost much.
This is due to the fact that the peak power consumption of the sensor is limited. This also
means that the payload-subsystem engineer could be kept out of the loop in determining the
solar-array cost, if his/her analysis is not yet ready. On the other hand, the uncertainties from
the communication and the thermal subsystem are causing large variations in the solar-array
area. With the proposed approach for concurrent design using structured analysis methods,
the electrical-power engineer can now determine parametric values for the cost of the solar ar-
rays based on educated assumptions for the other three missing design factors. In particular,
in Figures 6.19(a) and (b) we show the solar-array cost as a function of the peak power of the
heaters in the relay station and the instrument. The difference between Figures 6.19(a) and (b)
is the value of the communication subsystem duty cycle, which is larger in Figure 6.19(b).

In addition to this, one may actually think of associating a certain probability level to each
one of the unknown parameters to try to estimate a probability figure for the cost of the solar
arrays. Doing so, the power-subsystem engineer may provide a certain value for the solar-
array cost, given a certain confidence level, also helping the cost engineer to take precaution-
ary margins on top of it, depending on the confidence level itself. For instance, in Table 6.8 in
the last column we associate a hypothetical probability distribution to the unknown factors.
In Figures 6.20(a) and (b) we present two of these probability distributions, in the form of cu-
mulative distribution functions. The uncertainties are propagated in the mathematical model
obtaining the probability distribution for the cost of the solar array as shown in Figure 6.21.
This means, for instance, that given the uncertainty levels estimated for the unknown param-
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(a) (b)

Figure 6.19 (a) Contour plot obtained with minimum communication subsystem duty cycle. (b)
Contour plot obtained with maximum communication subsystem duty cycle.

(a) (b)

Figure 6.20 Uncertainty analysis. (a) Normal cumulative distribution for the communication
subsystem duty cycle and (b) uniform cumulative distribution of the relay-station heater
peak power.

eters, the cost of the solar array will be lower than 900 Euro with a probability of 99%. We may
also conclude that the probability for the solar-array cost of exceeding 800 Euro is 20%.
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Figure 6.21 Probability distribution of the Solar Array cost as a function of the uncertainties
assigned to the unknown parameters.

6.4 Summary

We envision an evolution of Concurrent Design, where concurrent design borne analysis tools
are concurrently exploited and fully integrated in the infrastructures built to facilitate concur-
rent design. In the course of the research that lead to the production of this thesis we proposed
the implementation of some of the design methods presented here to the ESA Concurrent
Design Facility, and to J-CDS. The design methods presented in this thesis were used to fa-
cilitate two main interfaces of a concurrent environment, the human-model interface, and the
human-human interface. Several test cases have been taken into account to demonstrate the
advantages of the discipline-domain experts in using structured analysis techniques during
concurrent design.

The margins given during the design process of a space system in general come from a
subjective estimation made by the experts, based on their previous experience or agency prac-
tice in general. In this case Ops-Sat was the first attempt to design a cubesat-mission in the
CDF, thus such estimation would be solely subjective, not supported by previous experience
or agency practice. Therefore, it was decided to tackle the mass-margins management prob-
lem with a probabilistic approach. The probabilistic approach to mass-margins allowed us
to determine that the baseline mass provided by the classical approach represented the 99.96
percentile of the mass-uncertainty distribution. Applying the 20% mass margin on top of the
99.96 percentile seemed a too stringent assumption for Ops-Sat. Having a probability distri-
bution of the mass of the system available, the systems engineers had the opportunity to select
another baseline value, with a larger probability, on top of which to apply the system margin.
The system 20% margin on top of the 95th percentile seems a more adequate choice, also due to
the fact that the schedule is very compressed for this cubesat programme. Using a structured
analysis approach during the concurrent design of Ops-Sat it was also possible to compute the
impact of the system’s components on the total mass budget uncertainty, providing an effec-
tive graphical output for summarizing the results at system level and presenting them to the
subsystems experts and the customer.

This demonstrates that using structured analysis methods (such as those presented in this
thesis) in the concurrent design process allows for fostering the competitive advantage gained
by using concurrent design. In this chapter, we also described the way we supported the
concurrent design process of J-CDS for two different test cases. The first one is related to
the business analysis of a new non-space product to be commercialized. The results clearly
show the best policy in terms of make-buy of the various elements of the product and iden-
tify cost-reducing trends in the design parameters. As a second test-case, we supported the
activity of the subsystems engineers in dealing with flexible requirements and enhancing the
functionality of the CDPTM in allowing the design also when data from other disciplines are
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missing. The results demonstrated that in both cases these analysis methods help in keeping
project consistency by allowing parametric analysis of system performance and enhance the
communication of the results through standardized graphical output.





Chapter 7
Conclusions and Recommendations

The research presented in this thesis was driven by the following problem definition:

How and to what extent can design techniques, usually implemented for advanced design phases,
assist the engineering team during the conceptual design of complex systems? And in what way can

these techniques contribute to obtain better, faster, and eventually cheaper design processes?

Through the chapters of this thesis we have approached the problem of designing space
systems using a helicopter view on the design space, i.e., from local analyses techniques to global
ones. In this final chapter, the conclusions of the work will be discussed in Section 7.1. In Sec-
tion 7.2 we provide some guidelines to the engineers designing their systems using integrated
mathematical models. Recommendations for improvements of the proposed methods and for
their actual implementation in practice for future design activities will be given in Section 7.3.

7.1 Conclusions

7.1.1 Local design methods

Efficient sampling is the key for the successful utilization of a mathematical model for system-
design purposes. This activity is tightly coupled to the type of analysis of interest and the
available resources. In this thesis we have shown that even with a limited utilization of com-
putational resources the Augmented Mixed Hypercube (AMH) approach is able to support
all the analysis techniques taken into account. The AMH can be adapted from case to case
to support sampling of continuous design spaces, mixed continuous-discrete design spaces,
and design spaces with stochastic or epistemic uncertain factors. The AMH was also used as
sampling technique for sensitivity analysis.

Why sensitivity analysis for modelers? Would you go to an orthopedist who did not use X-ray?

This is a quote from Jean-Marie Furbringer trying to convey the message that sensitivity
analysis is one of the most important aspects for modeling in general, thus also for engineering
design and scientific research activities that make use of mathematical models. In this thesis
we have demonstrated that we agree very much with Dr. Furbringer. Sensitivity analysis al-
lows to check the validity of model assumptions and to prioritize amongst the design factors
that are supposed to influence a certain performance. However, sensitivity analysis needs to
be computed in a standardized way and shall provide a global picture on the entire design
region of interest. Starting from the principle of computing sensitivity analysis based on the

173
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variance decomposition, in this thesis we introduce the Regression Based Sensitivity Analy-
sis (RBSA) method. We demonstrate that under certain assumptions on the design region of
interest, the RBSA outperforms other popular global sensitivity analysis methods in terms of
computational cost. RBSA provides quantitative sensitivity analysis information in a shorter
time. The utilization of the Sobol’ sequence as part of the AMH, enables the iterative RBSA to
be successfully implemented, by allowing the efficient re-utilization of previously simulated
points for subsequent analyses.

The final chapter of this thesis demonstrated how local design techniques can support the
engineering activities for conceptual design in the concurrent design infrastructures. Graph-
ical visualization and standardization of the results are of primary importance. Sensitivity,
regression, and robustness analyses successfully supported make-or-buy decisions at system
level, providing insight in the effects of design factors coming from different disciplines in
the determination of the final product price. The same techniques demonstrated to allow the
discipline-domain experts to easily answer some of the most common questions related to
conceptual design. We refer to designing with flexible requirements and designing with data
missing from other disciplines, for instance.

The AMH sampling approach, the RBSA, and the regression and robustness analysis ar-
ranged together as presented in this thesis improve the overall design process for conceptual
design in concurrent environments. In case of low-complexity systems, when few variables are
under analysis, and when previous experience on similar systems is present, these techniques
could be used as a confirmation of the expected trends, or as a proof for the model-underlying
assumptions. For more complex and new systems, the implementation of these techniques
could reduce the engineering-team effort in exploring different solutions and architectures. In
the cases where very experienced specialists are present within the engineering team (who
would probably have already a clear picture of the priorities of the factors for the inherent
problem), the standardized graphical approach could be a valid tool for them to explain and
share thoughts and solutions. However, understanding performance trends in the presence
of constraints and multiple objectives beforehand could be a non-trivial task also for them.
On the other hand, the less-experienced team members could benefit from these techniques
even with easy problems and expected behaviors, thus improving the overall design process,
quality and effectiveness.

The success of conceptual design, especially when performed in a collaborative environ-
ment, is based on the people, i.e., the engineering team. The methods presented as local shall
be used with experience, they are not the solution to the problem of designing, they are instru-
ments to reach the solution. Proper skills are needed from the engineering team members to
set the analysis and interpret the results.

7.1.2 Global design methods

Optimization has demonstrated to be a powerful tool in the hand of the designers of engineer-
ing systems using mathematical models, in a way that it allows to effectively narrow down
the search space to only those solutions that are considered optimal. In the lunar space station
mission design, for instance, it allowed us to understand the best combinations of systems and
deployment missions giving us the opportunity to only focus on two configurations, instead
of ten.

Multi-objective optimization techniques alone can provide excellent results, however the
integration with local techniques is the key to successfully reach global optimal solutions, and
at the same time provide insight to the engineering team and additional information related to
the robustness of the optimal solutions. Especially from the engineering point of view optimal
solutions are not all equal to each other. As demonstrated in this thesis, robustness is an impor-
tant aspect that will prevent design baselines to have extremely unsatisfactory performances



7.1 Conclusions 175

when the level of the design factors are slightly modified, or in the presence of uncontrollable
factors.

Using the Pareto-Robust Optimization Algorithm, the integrated approach with global and
local analysis methods introduced in this thesis, allowed us to optimize the satellite system for
Earth observation mission, going from initial requirements to a first baseline estimate, consid-
ering optimality and Pareto-robustness. Multi-objective optimization, coupled with a local
search using AMH, provided excellent results in searching for robust-optimal solutions in the
presence of uncertain design factors and environmental parameters. The optimal-robust con-
figurations of the atmospheric entry vehicle make sure that these capsules will perform well
also in the presence of a worst-case scenario in terms of environmental parameters, i.e., non-
controllable factors.

Even though we believe that MOO (especially when complemented by local analysis meth-
ods) can effectively support engineering decisions, it does not seem to be an appealing tech-
nique to be implemented for concurrent design at the conceptual phase. The comment that we
often receive is that optimization is a technique that somehow limits the concurrency of the
design process, by leaving the utilization of the model to a computer. Further, optimization is
not considered a reliable source of solutions when it comes to preliminary models used during
conceptual design. According to our experience, it all depends on the use that is made of the
optimization techniques by the designers. Optimization used as a preliminary analysis, can
effectively narrow down the options to be assessed by the engineers. Optimal, and eventually
robust-optimal, solutions shall be considered indications to the engineering team. These so-
lutions need to be explored in detail, possibly with the local-analysis techniques presented in
this thesis. In this sense, optimization may be considered as a tool to be used during prepara-
tory phases of the concurrent design process, giving the opportunity to focus the discussions
on the best candidate solutions only, during the actual design sessions, thus leading to a more
efficient design process. The Pareto fronts often presented and discussed in this thesis, allowed
us to obtain the best solutions in terms of performance and constraints satisfaction from the
models that we had developed. Irrespective of the quality of the model, optimization tech-
niques, if properly implemented, can provide the best possible solutions obtainable with that
model, thus saving time to the engineers that are only left with the interesting part of the job,
that is the interpretation of the results.

The contribution of the human factor is fundamental for obtaining a final product with a
high effectiveness/cost value. With the global MOO techniques presented in this thesis we do
not mean to substitute the humans in the process of designing but, quite on the contrary, to
better support their activities.

As mentioned several times, obtaining meaningful results with MOO means setting the
proper objectives for the analysis, with the proper constraints and proper design factors and
intervals. It is a fundamental activity that has to be done by users that have insight in the
problem at hand, and it has to be tuned from case to case. Multi-objective optimization is far
from being a push-and-go technique, if ever; it requires human intellect to be initiated, tuned,
and to interpret the generated results.

There are, however, some points of attention that we would like to summarize. Heuristic
MOO techniques have demonstrated to provide excellent results also in the presence of mixed
continuous/discrete search spaces. However, it cannot be mathematically proven that the so-
lutions they provide will be the global optima. The quality of the solutions increases with
the number of simulations performed, and so does the computational time. In engineering,
sometimes, better is the enemy of good-enough, therefore appropriate termination criteria shall
be selected from case to case. The computational load increases also proportionally with the
number of design factors. Long-running mathematical models, coupled with a large number
of factors to be taken into account may quickly lead to non-feasible implementation of such
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methods. To mitigate this problem, smarter sampling methods can be used as indicated in this
thesis by introducing the Double-Repository Archive Maintenance Scheme. But the best ap-
proach that we envision is to follow an ancient Roman political strategy, divide et impera, mean-
ing divide and conquer. Using the mathematical model in a non-monolithic way will consent
to perform optimizations at subsystems level, then only working on interface-variables to bal-
ance the results at system level. In this sense, a concurrent-design infrastructure is amongst
the best candidates to implement optimization for conceptual design.

Screening techniques on the design factors prior to start any optimization process are al-
ways a good practice, and therefore we strongly advice their utilization. This will allow to
focus only on the most relevant factors, and in turn this will allow to save computational time.

7.2 Guidelines for conceptual design using integrated
mathematical models

The design of a successful system begins with a thorough understanding of the customer’s
needs, and continues with translating these needs into proper requirements. A mathematical
model of the system under study will evolve with the design cycle of the system itself. In
all phases of the design cycle this representation of the system is a powerful tool to be used
by the engineering team. In addition to that, the analysis methods with which the model is
used are at least as important as the model itself. In this thesis we focus on such methods, for
supporting the design activity of the engineering team during the conceptual design phase. In
this respect, in this section of the final chapter, we would like to provide some guidelines for
designers using integrated mathematical models for conceptual design of engineering systems
in general, based on the lessons we learned in this endeavor.

Development of the mathematical model

In Chapter 2 we quoted Dr. Sobieszczanski-Sobieski saying: if you cannot model it, you cannot
optimize it. This is true not only for optimization purposes. When a decision has to be made, at
all levels, a model of the phenomenon of interest is a fundamental tool. A model is needed to
understand the effects of the decisions on the object of the study. Also when simply analyzing
pros and cons of a certain decision, one subconsciously is using a model for forecasting the
consequences of this decision. What if scenarios are the main purpose of the utilization of a
model. In this thesis we have used mathematical models for understanding the effect of design
choices on the performance of the system under analysis. In all cases, the outcome of the model
is not better than the information that is already encapsulated in the model. When a certain
behavior is to be studied it has to be modeled first. There is no analysis method, not even these
presented in this thesis, that is able to create knowledge. The great advantage of the analysis
methods presented here is that they are able to aggregate knowledge in a customizable way,
allowing for complex relationships to be explained and visualized.

In addition to that, one should not forget that a model is only a representation of reality, and
therefore it must not be confounded with reality itself. It would be like going to a restaurant
and eating the menu in place of the tasty meal you ordered.

Sensitivity analysis

The difference between developing a model and using it is substantial. A model developer
is an expert in the field, encapsulating his/her technical knowledge in equations and logical
relationships. The developer of a mathematical model will most likely know all the implica-
tions that certain inputs of the model have on certain outputs. This is not necessarily true for
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somebody using a mathematical model, not having developed it. The user of a model may
not know all the details and only be interested in the cause-effect relationships of input and
output. This is true especially when the objective of the analysis is to perform higher-level
analyses by linking together several mathematical models.

In all these cases sensitivity analysis is a fundamental tool that supports model developers
and users in better performing engineering analyses. Sensitivity analysis helps model devel-
opers in validating models’ assumptions, and it helps model users in determining the impor-
tance of selected inputs on selected outputs. In this thesis we have discussed several sensitivity
analysis methods, including RBSA that was developed by us. For engineers using sensitivity
analysis, we advise the following:

• when the purpose of the analysis is to quickly determine a qualitative ranking of the influ-
ence of the factors, used as inputs to the mathematical model, to the determination of the
outputs, we advice the utilization of the method of Morris. This method is very effective
in ranking the design factors, allowing the designers to perform an initial screening, and
for selecting only the most influential factors for subsequent analyses.

• when the purpose of the analysis is to have a quantitative estimate of the factors’ impor-
tance, including interaction terms, then RBSA is the method to use. With limited dimen-
sions of the design space, RBSA can provide accurate results with a very limited computa-
tional effort.

• for analyses in which the design space is particularly large, or when the behavior is highly
non-linear or quasi-chaotic, the method of Sobol’ or FAST shall be used instead.

Optimization

Optimization is often considered an analysis method for fine-tuning certain design choices.
This is not true in general, it depends, amongst others, on the dimensions of the design space
that are taken into account. In the course of this thesis optimization has been used from a
different perspective. We used optimization as a preliminary analysis to identify the most
promising regions of the design space, to be studied in more details in later stages. Computers
are better and faster than humans in executing repetitive tasks. Whenever possible, we advise
the designers to use automatic techniques, such as optimization, to perform the non-creative
part of the analysis, i.e., execution of sets of simulations.

Optimization is not the panacea of systems design. Important pre-processing effort is
needed to set the proper objectives, constraints, design factors, and their intervals. These
settings have to be carefully assessed on the basis of the requirements that drive the design.
This is the creative part of the job, and it is best done by the engineering team.

Design, robust design, and uncertainty propagation

We also want to give some suggestions that concern the utilization of the Mixed Hypercube
and the Augmented Mixed Hypercube approach, in different design situations:

• when the purpose of the analysis is to study the best settings of the controllable design
variables to optimize the performance while meeting the constraints, the mixed hypercube
approach in conjunction with RBSA, response surfaces and linear and interaction graphs,
provides a way to answer many of the most common design questions.

• when the purpose of the analysis is to obtain a robust design, thus studying the settings
of the controllable design factors that optimize the performances while keeping the system
insensitive (to a pre-defined extent) to uncertain factors, then the Augmented Mixed Hy-
percube approach shall be used, see Fig. 3.37(a). For every combination of the levels of the
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controllable design variables, an uncertainty analysis can be executed using the Unified
Sampling Method to obtain the performance of the system, and the relative statistics, due
to uncertain factors.

• when, instead, the effect of the modification of the controllable design variables in later
stages of the design process is under investigation, the general case presented in Fig.
3.37(b) can be implemented. The variables used to determine the baseline can be stud-
ied in perspective of their uncertain future variation. The continuous variables are more
likely to be modified, since the discrete ones commonly represent different architectures
of the system (whose change usually brings more radical modifications of the design, thus
most likely high costs). However, in general a figure of robustness can be computed for
each combination of discrete-factor levels. Propagation of the uncertainty into the model
can also be tackled by using the Augmented Mixed Hypercube in Fig. 3.37(b).

Concurrent design process

Concurrent design processes in general are iterative, also when applied to conceptual design.
Spirally, the design converges starting from a mission definition and few preliminary require-
ments, iterating for refining the design baseline. Concurrent design infrastructures are excep-
tional facilities that make the concurrent design possible, enhancing the capabilities of each
single engineering team-member, providing the best environment for new systems and mis-
sions to be conceived. As discussed in Chapter 6 we had the opportunity to work with concur-
rent design infrastructures, and according to our experience we can conclude that the analysis
methods proposed in this thesis may be applicable:

• during preparatory phases, when the models are developed, and the interfaces are deter-
mined, to check the models’ adequacy to customer expectations (models validation). In the
space industry, for instance, everybody would expect that if more power is needed for a
spacecraft to function, the solar array area must be increased. But if the solar array area in-
creases, the mass increases and the cost follows as a consequence. However, understanding
if this chain of relationships was correctly implemented and understanding to what extent
the power influences the cost is not trivial, especially if structured design methods are not
available.

• during preparatory phases the design methods can also help in selecting already the most
important parameters for a given performance of interest, thus contributing in reducing
the delivery time to the customer.

• during the design sessions at discipline-domain level to support the experts in exploring
options, and performing trade-offs.

• during the design sessions at system level to enhance the capabilities of the integrated
model in checking for design consistency, and to identify and evaluate possible design
baselines.

• during the design activities within sessions but also during off-line work in-between ses-
sions.

Design sequence

In general we can conclude that one large set of designed experiments is almost never the best
approach to answer the key design questions. An iterative approach, using several smaller-
size sets of experiments is a more efficient strategy. Indeed, when one decides to study a
complex system using its mathematical representation, we suggest the following steps to be
taken subsequently:



7.3 Recommendations 179

1. Carefully select the performance to study, the constraints, the factors that represent the
degrees of freedom of the analysis, and their ranges of variation in the design space.

2. Perform a preliminary screening analysis.

3. Fix the non-important design factors to a convenient value.

4. Perform a global (eventually multi-objective) optimization to obtain the Pareto front of the
model of the system.

(a) In case of uncertainties, perform robust optimization instead.

5. Perform a local analysis of the performance of the solutions on the Pareto front.

6. Select some design baselines, amongst these on the Pareto front, and compute the sensitiv-
ity analysis (possibly using RBSA).

7. Compute contour plots and linear graphs (if applicable), using the most influential factors.

8. Select the best design baseline based on the results from the local analysis.

(a) Eventually perform again an optimization, restricted to the design region pertaining to
the selected baseline.

(b) Eventually select another solution from the Pareto front coming from this new opti-
mization procedure.

By following all, or part in some cases, of the steps presented here, one can conclude to
have exploited the mathematical model at its best, serving the purpose of actually supporting
the decision process in an effective way.

7.3 Recommendations

The analytical approaches to complex-systems design presented here of course do not consider
all the possibilities offered by the operations research discipline. More and different types of
analysis methods may be used to help the engineering team in taking objective decisions. Be-
low we provide some recommendations for further research, related to each specific research
field that was approached in the thesis.

Sampling and sensitivity analysis

• correlated inputs to the mathematical models are often required for a proper analysis to be
executed. Iman and Conover (1982) proposed an elegant and efficient method for produc-
ing correlated sample matrices. The possibility to deal with correlated inputs should be
available to the engineering team.

• when the design factors are correlated, the output variance cannot be decomposed with
the methods presented in this thesis, see Eq. 3.1. Sensitivity indices, as computed with
the methods presented in this thesis, will give an indication of the factors’ importance but
will not accurately take the correlation into account. For implementing variance-based
methods in the presence of correlated input data, we advise the reader to take Saltelli et al.
(2004) experience into account.

• variance-based sensitivity analysis is not the only approach that can be used. Oakley and
O’Hagan (2004) present a probabilistic approach to sensitivity analysis. Their approach
can be a valid alternative when the problem at hand does not present discontinuities and
when a certain knowledge on the behavior of the model can be assessed a-priori.
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Uncertainty and robustness analysis

• the approach proposed by Oakley and O’Hagan (2004) can also be adapted for propagating
uncertainty in a complex model using a non-sampling-based approach.

• also in the case of uncertainty propagation and robustness analysis, correlation plays an
important role. The engineering team should be able to deal with correlated inputs also in
these cases.

• robustness is a central issue in many fields of engineering. In particular, in system and con-
trol theory it has become the fulcrum of a specific research branch. There are many parallels
between the approach we had on robustness and the approach to robustness implemented
by practitioners of robust control. Robust identification of uncertain (or noisy) models is
tackled by using several techniques. A very promising one is theH∞ set membership iden-
tification (Milanese and Taragna, 2005). We believe that the adaptation of the techniques
used by control engineers to system analysis can be an interesting challenge to try to re-
duce the computational effort required by sampling-based approaches, as discussed in this
thesis, even further.

Optimization

• the optimization methods presented in this thesis demonstrated to be flexible, model-
independent and easy to implement. One of the weak points, often raised, is that they
do not exploit all the information that is available iteration after iteration. The sample
points are just used as a means to select the improvement direction. The double-repository
archive maintenance scheme presented in this thesis is only a partial contribution to the
field and a small step forward, specifically for the case of robust optimization. The incor-
poration of machine-learning techniques into multi-objective heuristic algorithms is seen
by many as viable, possibly more efficient, strategy. Pelikan et al. (2006) describe several
approaches to incorporate probabilistic modeling in heuristic research of optimal solutions.
It would be interesting to understand the behavior of such optimization algorithms in the
presence of discrete mathematical models for conceptual systems design.

• optimization using multi-fidelity models is often used when engineering models of differ-
ent level of detail are available (Rajnarayan et al., 2008). It would be interesting to under-
stand how these algorithms would behave in a collaborative environment having math-
ematical models of the system belonging to different design phases, e.g., a Phase 0 and a
Phase A model.

Facilitation of the design process in collaborative environments

The efficient management and utilization of mathematical models for conceptual design is not
the only challenge, as hinted several times along this thesis. Management of people, and their
knowledge and experience that cannot be encapsulated in a mathematical model is a big chal-
lenge as well. Engineering team-members are knowledge-owners. A capable team leader and
systems engineer are valuable assets for capturing the required knowledge, putting it in the
right place when needed. However, there are also more structured approaches that could be
used to deal with soft knowledge, to support their activity. These methods fall under the um-
brella of methods for decision-making aid, e.g., ELECTRE methods (Mousseau and Slowinski,
1998), multi-attribute utility theory (Ross, 2003), Delphi method (Linstone and Turoff, 1975),
etc. We have not investigated such decision-making methods here, but it would be an inter-
esting research cue to understand if they could be used in synergy with the analysis methods
presented in this thesis.
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For a large part of the techniques presented in this thesis, it was also demonstrated that
they bring benefits and added value to engineering facilities for concurrent design. Some of
the methods mentioned as possible extension of the research presented in this thesis are cur-
rently used by researchers in different fields. However, their utility for conceptual design and
collaborative environments has yet to be demonstrated, and this would be the main challenge
for future research activities.
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Università degli studi di Napoli Federico II, 2002.

F. Glover. Tabu search part I. ORSA Journal on Computing, 1:190–206, 1989.

F. Glover. Tabu search part II. ORSA Journal on Computing, 2:4–32, 1990.

D.E. Goldberg. Genetic Algorithms in Search, Optimization and Machine Learning. Addison Wesely, Read-
ing, Massachusetts, 1989.

A. Grosso, A. Jamali, and M. Locatelli. Finding maximin latin hypercube designs by iterated local
search heuristics. European Journal of Operational Research, 2(197):541–547, 2009.

J.H. Halton. On the efficiency of certain quasi-random sequences of points in evaluation multi-
dimensional integrals. Numerische Mathematik, 2:84–90, 1960.

R. Hassan and W. Crossley. Spacecraft reliability-based design optimization under uncertainty includ-
ing discrete variables. Journal of Spacecraft and Rockets., 45(2), 2008.

J. C. Helton and F. J. Davis. Illustration of sampling-based methods for uncertainty and sensitivity
analysis. Risk Analysis, 22(3):591–622, 2002. DOI: 10.1111/0272-4332.00041.

J.C. Helton and F.J. Davis. Latin hypercube sampling and the propagation of uncertainty in analyses of
complex systems. Reliability Engineering and System Safety, 1(81):23–69, 2003.

J.C. Helton, J.D. Johnson, W.L. Oberkampf, and C.J. Sallaberry. Sensitivity analysis in conjunction with
evidence theory representations of epistemic uncertainty. Reliability Engineering and System Safety, 1
(91):1414–1434, 2006.

E.H. Hirschel and C. Weiland. Selected Aerothermodynamic Design Problems of Hypersonic Flight Vehicles.
Springer - AIAA, Berlin, 2009.



186 REFERENCES

J.H. Holland. Adaptation in Natural and Artificial Systems. Ann Arbor: University of Michigan Press,
1975.

K.F. Hulme and C.L. Bloebaum. A simulation-based comparison of multidisciplinary design optimiza-
tion solution strategies using cascade. Structural and Multidisciplinary Optimization, 19(1):17–35, 2000.

R.L. Iman and W.J. Conover. A distribution-free approach to inducing rank correlation among input
variables. Commun. Statist. - Simula. Computa., 3(B11):311–334, 1982.

International Telecommunication Union. ITU. Handbook on Satellite Communications. J. Wiley & Sons,
New York, 2002.

K. Izui, S. Nishiwaki, and M. Yoshimura. Swarm algorithms for single- and multi-objective optimiza-
tion problems incorporating sensitivity analysis. Engineering Optimization, (39):981–998, 2007. doi:
DOI: 10.1080/03052150701552774.

J-CDS. JAQAR - Concurrent Design Services. Technical report, 2012. Company website: http://www.j-
cds.nl/. Last visited September 2012.

R. Jin, W. Chen, and A. Sudjianto. An efficient algorithm for constructing optimal design of computer
experiments. Journal of Statistical Planning and Inference, 134:268–287, 2005.

Y. Jin and J. Branke. Evolutionary optimization in uncertain environments - a survey. IEEE Transactions
on Evolutionary Computation., 9(3), June 2005.

J. Kennedy and R.C. Eberhart. Particle swarm optimization. Proc. IEEE International Conference on Neural
Networks, pages 1942–1948, 1995.

J. Kennedy, R.C. Eberhart, and Y. Shi. Swarm Intelligence. The Morgan Kaufmann Publishers, 2001.

I.Y. Kim and O.L. de Weck. Adaptive weighted sum method for bi-objective optimization. Structural
and Multidisciplinary Optimization, 29:149–158, 2005.

D. Kinney. Aero-thermodynamics for conceptual design. 42nd AIAA Aerospace Sciences Meeting and
Exhibit, (AIAA-2004-31), 2004.

J. Kruisselbrink, M. Emmerich, and T. Back. An archive maintenance scheme for finding robust solu-
tions. In R. Shaefer et al. (eds.): PPSN XI, Part I, LNCS 6238, pp. 214-223. Springer-Verlag Berlin., 2010.

A.I. Kuri and J.A. Cornell. Response Surfaces. Design and Analyses. Marcel Dekker, Inc., New York, 1996.
ISBN 0-8247-9741-8. Second Edition, Revised and Expanded.

V. J. P. Larson. Human Spaceflight: Mission Analysis and Design. McGraw-Hill, 1999.

H.A. Linstone and M. Turoff. The Delphi Method. Techniques and Applications. Addison-Wesley, 1975.

S. Liu and B. Zhang. Effects of active cooling on the metal thermal protection system. Aerospace Science
and Technology, (15):526 – 533, 2011.

D.H. Loughlin and S.R. Ranjithan. Chance-constrained genetic algorithms. In Genetic and Evolutionary
Computation Conference., pages 369–376, 1999.

B. Luo and J. Zheng. Efficient moeas with an adaptive sampling technique in searching robust optimal
solutions. In World Congress on Intelligent Control and Automation, Chongqing, China., pages 150–164,
2008a.

B. Luo and J. Zheng. A new methodology for searching robust pareto optimal solutions with moeas. In
IEEE Congress on Evolutionary Computation., 2008b.

J.M. Marin, K. Mengersen, and C.P. Robert. Bayesian modelling and inference on mixtures of distribu-
tions. Handbook of Statistics 25, D. Dey and C.R. Rao (eds)., 2005. Elsevier-Sciences.

P. Martimort. Sentinel-2. the optical high-resolution mission for GMES operational services.
ESTEC/ESRIN Directorate of Earth Observation Programmes.

S.K. Martinelli and R.D. Braun. Centerline heating methodology for use in preliminary design studies.
IEEEAC paper 1322, 2011. ISBN: 978-1-4244-7351-9/11.

M. Maughmer, L. Ozoroski, T. Ozoroski, , and D. Straussfogel. Prediction of forces and moments for
flight vehicle control effectors - final report part I: Validation for predicting hypersonic vehicle control
forces and moments. Technical report, 1990. Tech. Rep. CR-186571, NASA, 1990.



REFERENCES 187

A. Mazzaracchio and M. Marchetti. A probabilistic sizing tool and monte carlo analysis for entry vehicle
ablative thermal protection systems. Acta Astronautica, (66), 2012.

M.D. McKay, R.J. Beckmank, and Conover W.J. A comparison of three methods for selecting values of
input variables from a computer code. Technometrics, 21:239–245, 1979.

G. McLachlan and D. Peel. Finite Mixture Models. John Wiley & Sons, Inc., NJ, 2000.

A. Messac and C.A. Mattson. Generating well-distributed sets of pareto points for engineering design
using physical programming. Optimization and Engineering, 3:431–450, 2002.

A. Messac and C.A. Mattson. Normal constraint method with guarantee of even representation of
complete pareto frontier. AIAA journal, 42(10):2101–2111, 2004.

M. Milanese and M. Taragna. H∞ set membership identification: A survey. Automatica, (41):2019–2032,
2005.

F. Mistree, U. Lautenshlager, S.O. Erikstad, and J.K. Allen. Simulation reduction using the taguchi
method. NASA Contractor Report, (CR-93-4542):252–256, 1994.

L.G. Mitten. Branch-and-bound methods: General formulation and properties. Operations Research, 10
(1):24–34, 1970.

D.C. Montgomery. Design and Analysis of Experiments. John Wiley & Sons, New York, 2001. Fifth Edition.

E. Mooij. The motion of a vehicle in a planetary atmosphere. Series 08, Astrodynamics and Satellite Systems,
Delft University Press., 1994.

M.D. Morris. Factorial sampling plans for preliminary computational experiments. Technometrics, 33
(2):161–174, 1991.

M.D. Morris and T.J. Mitchell. Exploratory designs for computational experiments. Journal of Statistical
Planning and Inference, 43:381–402, 1995.

V. Mousseau and R. Slowinski. Inferring an ELECTRE TRI model from assignment examples. Journal
of Global Optimization, 12:157–174, 1998.

M. Nakamura, K. Izui, S. Nishiwaki, and M. Yoshimura. A multi-objective particle swarm optimiza-
tion incorporating design sensitivities. In AIAA/ISSMO Multidisciplinary Analysis and Optimization
Conference., pages 306–318, Portsmouth, Virginia, 2006. AIAA 2006-6910.

NASA. Advanced missions cost model (AMCM). Technical report, 2011. Retrieved from
http://cost.jsc.nasa.gov /AMCM.html.

NOAA/NASA. U.S. standard atmosphere. Technical report, 1976. Tech. rep., U.S. Government Printing
office.

J. Oakley and A. O’Hagan. Probabilistic sensitivity analysis of complex models: a bayesian approach.
Journal of Royal Statistics Society, (66):751–769, 2004.

A. O’Hagan and J. Oakley. Probability is perfect, but we can’t elicit it perfectly. Reliability Engineering
and System Safety, (85):239–248, 2004.

D. Olynick, Y.K. Ghent, and M.E. Tauber. Forebody TPS sizing with radiation and ablation for the
Stardust sample return capsule. In Thermophysics Conference, 32nd, Atlanta, GA. AIAA-1997-2474,
1997.

I. Paenke, J. Branke, and Y. Jin. Efficient search for robust solutions by means of evolutionary algorithms
and fitness approximation. IEEE Transactions on Evolutionary Computation., 10(4), August 2006.

P.M. Pardalos and H.E. Romeijn. Handbook on Global Optimization. Kluwer Academic Publishers, 2002.

K.E. Parmenter, K. Shuman, F. Milstein, C.E. Szalai, H.K. Tran, and D.J. Rasky. Compressive response of
lightweight ceramic ablators: Phenolic Impregnated Carbon Ablator. Journal of Spacecraft and Rockets.,
38(2), 2001.

M. Pelikan, S. Kumara, and E. Cantu-Paz. Scalable Optimization via Probabilistic Modeling. From Algo-
rithms to Applications. Springer, 2006.

M.S. Phadke. Quality Engineering Using Robust Design. Prentice-Hall, Englewood Cliffs, NJ, 1989.

Schwarzkopf Plansee. PM2000 data sheet. Technical report, 2012. Retrieved from
http://www.matweb.com. Last visited February 2012.



188 REFERENCES

W.H. Press, S.A. Teukolsky, W.T. Vetterling, and B.P. Flannery. Numerical Recipes. The Art of Scientific
Computing. Cambridge University Press, New York, 2007. ISBN ISBN-13 978-0-511-33555-6. Third
Edition.

D. Rajnarayan, A. Haas, and I. Kroo. A multifidelity gradient-free optimization method and applica-
tion to aerodynamic design. In AIAA/ISSMO Multidisciplinary Analysis and Optimization Conference.,
Victoria, British Columbia Canada, 2008. AIAA 2008-6020.

M. Reyes Sierra and C.A. Coello Coello. Improving PSO-based multi-objective optimization using
crowding, mutation and ε-dominance. Evolutionary Multi-criterion Optimization, LNCS, 3410/2005:
505–519, 2005.

G. Ridolfi, E. Mooij, and S. Corpino. A system engineering tool for the design of satellite subsystems.
In Proceedings of the AIAA Modelling and Simulation Technologies Conference, Chicago. AIAA 2009 - 6037,
2009. doi: 10.2514/6.2009-6037.

G. Ridolfi, E. Mooij, D. Cardile, S. Corpino, and F. Stesina. Orthogonal-array based design methodology
for complex, coupled space systems. In IAC-10.B5.2.4, 61st International Astronautical Congress., 2010a.
Prague, CZ.

G. Ridolfi, E. Mooij, and S. Chiesa. A modelling framework for the concurrent design of complex space
systems. In Proceedings of the AIAA MST conference proceedings. Toronto. AIAA 2010-7782., 2010b. doi:
10.2514/6.2010-7782.

G. Ridolfi, E. Mooij, and S. Chiesa. A parametric approach to the concurrent design of complex systems.
In ESA Workshop - SECESA., 2010c. Lausanne, CH.

G. Ridolfi, E. Mooij, and S. Corpino. A methodology for system-of-systems design in support of the
engineering team. Acta Astronautica, 2011.

G. Ridolfi, E. Mooij, and S. Corpino. Complex-systems design methodology for se collaborative envi-
ronment. In Systems Engineering. Theory and applications, 2012a. ISBN 979-953-307-410-7.

G. Ridolfi, E. Mooji, D. Dirkx, and S. Corpino. Robust multi-disciplinary optimization of unmanned
entry capsules. In Procedings of the AIAA Modeling and Simulation Technologies Conference, Minneapolis.
AIAA 2012-5006., 2012b. doi: 10.2514/6.2012-5006.

G. Ridolfi, E. Mooij, and S. Corpino. Post-optimality pareto-robustness analysis of an earth-observation
satellite mission. Journal of Spacecraft and Rockets., 2013. To be published.

A.M. Ross. Multi-attribute tradespace exploration with concurrent design as a calue-centric framework
for space system architecture and design. In PhD dissertation, Massachusetts Institute of Technology.,
2003.

R.Y. Rubinstein. Simulation and the Monte Carlo method. Wiley, New York, NY, 1981.

A. Saltelli, S. Tarantola, and K. Chan. A quantitative model-independent method for global sensitivity
analysis of model output. Technometrics, 41(1):39–56, 1999.

A. Saltelli, S. Tarantola, F. Campolongo, and M. Ratto. Sensitivity Analysis in Practice. John Wiley & Sons
Ltd, Chichester, West Sussex, England, 2004. ISBN 0-470-87093-1.

A. Saltelli, M. Ratto, T. Andres, F. Campolongo, J. Cariboni, D. Gatelli, M. Saisana, and S. Tarantola.
Global Sensitivity Analysis. The Primer. John Wiley & Sons Ltd, Chichester, West Sussex, England,
2008. ISBN 978-0-470-05997-5.

R. Sanguthevar. On simulated annealing and nested annealing. Journal of Global Optimization, 16:43–56,
2000.

R. Savino, M. De Stefano Fumo, D. Paterna, and M. Serpico. Aerothermodynamic study of UHTC-based
thermal protection systems. Aerospace Science and Technology., (9), 2005.

G. Shafer. A mathematical theory of evidence. Princeton University Press, Princeton, NJ, 1976.

Z. Shen and P. Lu. Onboard generation of three-dimensional constrained entry trajectories. Journal of
Guidance, Control, and Dynamics., 26(1), 2003.

P. K. Shukla and K. Deb. On finding multiple pareto-optimal solutions using classical and evolutionary
generating methods. European Journal of Operational Research, 181:1630–1652, 2007.



REFERENCES 189

Simlab. Software package for uncertainty and sensitivity analysis. Technical report, Joint Research
Centre of the European Commission., 2011. Downloadable for free at: http://simlab.jrc.ec.europa.eu.

J. Sobieszczanski-Sobieski. Optimization by decomposition: a step from hierarchic to non hierarchic
systems. Technical Report NASA 88N25149, NASA Langley Research Center, April 1989a.

J. Sobieszczanski-Sobieski. Multidisciplinary optimization for engineering systems: Achievements and
potential. Technical Report NASA Technical Memorandum 101566, NASA Langley Research Center,
March 1989b.

J. Sobieszczanski-Sobieski and R. T. Haftka. Multidisciplinary aerospace design optimization: Survey
of recent developments. In 34th Aerospace Sciences Meeting and Exhibit, Reno, Nevada, 1995. AIAA
96-0711.

J. Sobieszczanski-Sobieski, T. D. Alms, M. Phillips, and R. Sandusky. Bi-level integrated system synthe-
sis (BLISS) for concurrent and distributed processing. In 9th AIAA/NASA/USAF/ISSMO Symposium
on Multidisciplinary Analysis and Optimization, Atlanta, GA, 2002. AIAA 2002-5409.

I.M. Sobol’. On the systematic search in a hypercube. SIAM Journal on Numerical Analysis, 16(5):790–793,
1979.

I.M. Sobol. Sensitivity analysis for nonlinear mathematical models. Mathematical Modeling and Compu-
tational Experiment, 1:407–414, 1993.

N. Srinivas and K. Deb. Multiobjective optimization using non-dominated sorting in genetic algo-
rithms. Evolutionary Computation, 2(3):221–248, 1995.

K. Sudmeijer and E. Mooij. Shape optimisation for a small experimental re-entry module. In
AIAA/AAAF 11th International Space Planes and Hypersonic Systems and Technology Conference, 2002.

K. Sutton. An experimental study of a carbon-phenolic ablation material. Technical report, 1970. NASA
TN D-5930. NASA Langley Research Center, Hampton, Va.

R.T. Swann and C.M. Pittmann. Numerical analysis of the transient response of advanced thermal
protection systems. Technical Report NASA TN D-1370, 1962. Langley Research Center, Hampton,
VA.

R.T. Swann, C.M. Pittmann, and J.C. Smith. One-dimensional numerical analysis of the transient re-
sponse of thermal protection systems. Technical Report NASA TN D-2976, 1965. Langley Research
Center, Hampton, VA.

G. Taguchi. System of Experimental Design. Engineering Method to Optimize Quality and Minimize Costs.
UNIPUB/Kraus International Publications, New York, 1987.

K.C. Tan, E.F. Khor, T.H. Lee, and Y.J. Yang. A tabu-based exploratory evolutionary algorithm for
multiobjective optimization. Artifcial Intelligence Review, 19:231–260, 2003.

N.P. Tedford and J.R.R.A. Martins. On the common structure of MDO problems: A comparison of ar-
chitectures. In 11th AIAA/ISSMO Multidisciplinary Analysis and Optimization Conference, Portsmouth,
VA, 2006. AIAA 2006-7080.

Inc. The MathWorks. Matlab and simulink, 2012. http://www.mathworks.com.

J. Theisinger and R. Braun. Multi-objective hypersonic entry aeroshell shape optimization. Journal of
Spacecraft and Rockets, 46(5):957 – 966, 2009.

L. Thorne. The great Sumatra-Andaman earthquake of 26 December 2004. Science, 308, 2005.

H.K. Tran, C.E. Johnson, D.J. Rasky, F.C.L. Hui, M. Hsu, T. Chen, Y.K. Chen, D. Paragas, and
L. Kobayashi. Phenolic impregnated carbon ablators (PICA) as thermal protection systems for dis-
covery missions. Technical report, 1996. NASA TM 110440, April 1997.

D. A. Van Veldhuizen and G. B. Lamont. Multiobjective evolutionary algorithm research: A history
and analysis. Technical Report TR-98-03, 1998. Department of Electrical and Computer Engineering,
Graduate School of Engineering, Air Force Institute of Technology, Wright-Patterson AFB, Ohio.

F.A.C. Viana, G. Venter, and V. Balabanov. An algorithm for fast optimal Latin hypercube design of
experiments. Int. J. Numer. Meth. Engng, (82):135–156, 2010.

J.R. Wertz. Mission Geometry; Orbit Constellation Design and Management. Microcosm Press, El Segundo,
California., 2001.



190 REFERENCES

J.R. Wertz and W.J. Larson. Space Mission Analysis and Design. Springer, New York. 3rd ed., 1999.

J.R. Wertz and W.J. Larson. Reducing Space Mission Cost. Microcosm Press, El Segundo, California., 2005.

S.D. Williams and D.M. Curry. Thermal protection materials. Thermo physical property data. Technical
Report NASA RP-1289, 1992.

M.J. Wright, D.K. Prabhu, and E.R. Martinez. Analysis of Apollo Command Module afterbody heating.
Journal of Thermophysics and Heat Transfer, 20(1), 2006.

K.Q. Ye, W. Li, and A. Sudjianto. Algorithmic construction of optimal symmetric latin hypercube de-
signs. Journal of Statistical Planning and Inference, 90:145–159, 2000.

S.I. Yi, J.K. Shin, and G.J. Park. Comparison of MDO methods with mathematical examples. Structural
and Multidisciplinary Optimization, 35:391–402, 2008.

Q. Zhang and H. Li. MOEA/D: A multiobjective evolutionary algorithm based on decomposition. IEEE
Transactions on evolutionary computation, 11(6), 2007.

E. Zitzler, K. Deb, and L. Thiele. Comparison of multiobjective evolutionary algorithms: Empirical
results. Evolutionary Computation, 8(2):173–195, 2000.



Appendix A
Communication and Power

Subsystems

In this section we describe the mathematical models for the communication and power subsystem, and
the settings of the design variables that are used for the analysis presented in this thesis. The model
presented here is intentionally focussed on the interactions existing between the communication and
the power subsystem of a satellite. In particular, the model of the communication subsystem is used to
estimate the uplink and the downlink budget between the satellite and the ground station, and its mass
and power consumption. The model of the power subsystem, instead, is used to estimate the mass
and power consumption of the power subsystem. Most of the equations presented in this section are
adapted from Wertz and Larson (1999b) and also presented elsewhere (Ridolfi et al., 2009, 2010). This
Appendix is organized as follows. In Sections A.1 and A.2 all relationships and the design variables
used for the design of the communication subsystem and the power subsystem, respectively, are de-
scribed. The settings of the design variables for these two subsystems and the mission characteristics
of the satellite to which they belong are discussed in Section A.3.

A.1 Communication subsystem

A.1.1 Link-budget design

The Bit Error Rate (BER) can be considered as a measure of the communication quality in case of dig-
ital communications. It is a measure of the likelihood that a received bit is not correct. This perfor-
mance parameter can be derived from the carrier-to-noise density ratio, C/N , or from the bit-energy-
to-incremental-noise ratio,Eb/N0. The relationship between the BER andEb/N0 depends on the type of
modulation chosen for the communication link, see Figure A.1. With a certain required BER, and once
the frequency-modulation technique is chosen, the required value for the Eb/N0 can be obtained. This
parameter is the most common Figure of Merit for the link budget, in case of a digital communication
link. From an estimated output power of the transmitter, provided as first guess, thanks to the envi-
ronmental losses and antenna performances (transmitting and receiving antenna), the Eb/N0 and the
margin relative to the required Eb/N0 can be computed. The following relationships are sequentially
computed. From the transmitter output power expressed in W , we obtain the value in dB as follows:

PdB = 10 log10 (P ) (A.1)

The transmitter-to-antenna power loss, often called line loss Ll [dB], represents another input pa-
rameter for the design of the communication subsystem. It is the loss that occurs from the transmitter
to the antenna. The transmitting antenna diameter Dt [m], or the half-power beamwidth θt [deg], must
be given as input as well; those two parameters can be derived from each other thanks to the following
empirical relationship:

Dt =
21

fGHzθt
(A.2)
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Figure A.1 Bit error probability as a function of Eb/N0 and the type of modulation. Figure adapted
from Wertz and Larson (1999b).

where fGHz is the frequency of the link in GHz. The antenna transmits half of the power within a
certain angle, through the main lobe. This angle is called the half-power beamwidth; it is a direct
indication of the gain that the antenna can provide. The larger the beamwidth, the lower the gain. The
receiver antenna may not be located at the center of the transmitter-antenna’s main lobe so that some
gain losses occur. The antenna pointing offset et [deg] is a parameter that indicates the offset of the
antenna’s mechanical mounting (or directional control) with respect to the desired direction. Based on
the antenna pointing offset the transmit-antenna pointing loss can be computed,Lpt [dB]:

Lpt = −12

(
et
θt

)2

(A.3)

The peak transmit-antenna gain, Gpt [dB], is the ratio of the effective aperture area of the antenna
and an hypothetical antenna considered to be isotropic λ2/4π:

Gpt = 10 log10

[(
πD2

t η

4

)(
4π

λ2

)]
= 10 log10

(
π2D2

t η

λ2

)
(A.4)

The parameter η is the efficiency of the antenna, ranging from 0 to 1. It is intended to encompass the
feed losses, the aperture blockage and the manufacturing imperfections that causes a deviation from
the design. The wavelength λ [m] is calculated from the frequency and the speed of light, c ≈ 3 × 106

km/s:

λ =
c

f
(A.5)

The gain computed as in Eq. (A.4) is referred to an aperture antenna, or parabolic reflector. This
type of antenna usually provides high gains with relatively large mass, volume and cost. Other antenna
types can be implemented for satellite systems, for instance helix, horn, and omni-directional antennae.
These antennae provide lower gains if compared to aperture antennae, with reduced mass, complexity
and cost. In Figure A.2 a schematic representation of a helix and horn antenna is shown. The peak gain,
as a function of the parameters shown in Figure A.2, can be computed as shown in Eq. (A.6) and Eq.
(A.7). The peak gain of an omni-directional antenna can be considered to be equal to 0 [dB] instead.
The type of antenna variable that we introduced at this point in the discussion, is a typical example of a
categorical variable.

Gpt−Helix = 10.3 + 10 log

(
C2L

λ3

)
0.8 ≤ C/λ ≤ 1.2

(A.6)
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Figure A.2 Schematic representation of two types of satellite antennae.

Gpt−Horn = 20 log

(
C

λ

)
− 2.8 (A.7)

The net transmit antenna gain, Gt [dB], is obtained subtracting the pointing losses from the peak
transmit-antenna gain:

Gt = Gpt − Lpt (A.8)

The Effective Isotropic Radiated Power, EIRP [dB], of the transmitting antenna can now be com-
puted as follows:

EIRP = PdB − Ll +Gt (A.9)

The EIRP usually represents the Figure of Merit for transmission systems. From the propagation
path length (i.e., the relative distance between the transmitting and the receiving point), D [m], the
space-loss can be computed:

Ls = 10 log10

(
λ

4πD

)2

(A.10)

The space loss is the free-space attenuation between the antennae. This represents the main source
of noise, but there are more noise sources that may be taken into account: atmosphere attenuation,
polarization loss, attenuation by rain. Those loss sources depend on the frequency used for the com-
munication and usually represent only a small percentage of the total loss, if compared to the space
loss. The atmospheric loss, La, can be divided into two main categories: one that takes place in the
ionosphere and another one in the troposphere. The ionosphere effects are predominant for low fre-
quencies, but negligible for frequencies of the order of MHz and onwards. The tropospheric effects
can be considered predominant, and among them, the attenuation is the one that can cause most of the
problems in the communication link.

In Figure A.3, we observe the attenuation due to the atmosphere at zenith, as a function of the fre-
quency. The model has been derived from Wertz and Larson (1999b). The attenuation due to the rain
is a function of the frequency as well. The attenuation prediction is usually based on semi-empirical
statistical models that take the rainfall statistics into account and transform those into rain attenuation.
Those models developed by the International Telecommunication Unit, ITU, provide the rain attenua-
tion as a function of the frequency, probability of rain occurrence, ground station location and satellite
elevation angle. In Figure A.4, we observe the rain attenuation predicted with the Crane model, for the
northern part of the U.S. This model shows that the rain attenuation is significant for frequencies above
8 GHz; in the worst case, the rain attenuation is around 40 dB. This value is around 15% of the usual
space loss. The loss for polarization mismatch for large ground antennas may be estimated as 0.3− 0.6
dB, ITU (2002).

The same approach used to estimate the EIRP of the satellite communication subsystem should
be used on the receiving system on the ground, i.e., the ground station, to complete the link budget
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Figure A.3 One way zenith attenuation vs. frequency. Figure adapted from Wertz and Larson
(1999b).

Rain attenuation vs. frequency
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Figure A.4 Rain attenuation vs. frequency, function of the elevation angle. Crane model for a rain
climate typical for the northern U.S. Figure adapted from Wertz and Larson (1999b).

and compute the communication margins. For the receiver system, the receiving-antenna diameter,
the half-power beamwidth and the pointing offset are required. The antenna diameter and the half
power beamwidth are linked to each other thanks to the same empirical equation mentioned before,
Eq. (A.2). The antenna peak gain, Gpr [dB], pointing loss, Lpr [dB], and net gain, Gr [dB], of the
receiver antenna, can be calculated with the same equations as used before: namely equations A.3, A.4
(or alternatively equations (A.6), or (A.7)), and (A.8), respectively. In addition, for the receiver system,
some noise sources must also be taken into account; the antenna noise and the receiver noise give rise
to the so-called system noise temperature. The higher the temperature, the higher the noise the system
will experience. In literature, some values for the system-noise temperature may be found, as a function
of the frequency range, see also Table A.1.

The system-noise-temperature increase due to the presence of the rain is proportional to the rain

Downlink Uplink
Frequency range [GHz] 0.2 2-12 20 0.2-20 40
System Noise Temperature [K] 221 135 424 614 763

Table A.1 Typical system-noise temperature in satellite communication links, in clean weather.
Data from Wertz and Larson (1999b).


