Abstract—A new technique for machine precision evaluation of singular and nearly singular potential integrals with \(1/R\) singularities is presented. The numerical quadrature scheme is based on a new rational expression for the integrands, obtained by a cancellation procedure. In particular, by using library routines for Gauss quadrature of rational functions readily available in the literature, this new expression permits the exact numerical integration of singular static potentials associated with polynomial source distributions. The rules to achieve the desired numerical accuracy for singular and nearly singular static and dynamic potential integrals are presented and discussed, and several numerical examples are provided.
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I. INTRODUCTION

Potential integrals with unbounded singular kernels arise in the moment-method solution of the integral equations of electromagnetism whenever the source and the testing subdomain coincide, that is, in the so-called self-term case. The integrals become nearly singular if the source and testing subdomains are very close to each other, but do not overlap. All these integrals are usually computed by the singularity cancellation [1]–[9] or the singularity subtraction method [10]–[19], with the near-singular case particularly considered in [1], [6]–[9], [14], [20]–[22]. The cancellation method is based on variable transformations whose Jacobian cancels out the singularity of the integral kernel. The superiority of the cancellation method with respect to the subtraction method is established in [1]. Despite its convenience, however, the technique in [1] does not permit one to anticipate the precision of the numerical results, even in the simpler case of static potential integrals, and does not discuss reasons for the higher degree of difficulty inherent in the near-singular case.

Due to the reduced cost and increased computation speed of modern computers, the time is now ripe for machine precision evaluation of potential integrals. This paper describes a new numerical technique to compute singular and nearly singular potential integrals with machine precision; above all, it explains how to obtain it and why it is not possible to predict the precision of the other existing integration techniques.

The most recent advances in the area of computational electromagnetics are not adequately represented in many of the previously quoted papers because of their age. In particular, the majority of those papers prefer to redefine the integration domain of the potential integral by rotating and translating the original given domain. Conversely, in this paper, the singularity cancellation is carried out directly by working in the parent reference-frame from the outset, thereby using the language and the techniques well known to finite element analysts [23]. With respect to the previous approaches, this has some important advantages that are described in Sections II and III. Section IV then considers potential integrals on surface elements, explains the new integration technique and elucidates the difficulties in evaluating near-singular integrals as compared to the singular ones. Our quadrature scheme is based on a new rational representation of the integrands resulting from the presented cancellation procedure. This expression permits the exact numerical integration of the static potentials associated with polynomial source distributions using library routines for Gauss quadrature of rational functions that are readily available in the literature [24]. Integrals on three-dimensional source domains are briefly discussed in Section V, whereas Section VI provides several numerical results for potential integrals on surface elements. Section VI also explains, in considerable detail and with several examples, how to achieve machine precision accuracy for static and dynamic potential integrals. Preliminary results of this work have been reported in [25], [26].

II. OBJECT AND PARENT ELEMENTS FOR COMPUTATIONAL ELECTROMAGNETICS

Modern electromagnetic (EM) codes model the geometry of a given problem as the union of subdomains of different but simple geometrical shapes. EM problems are then numerically solved by expanding the unknowns in terms of vector or scalar functions locally defined on these subdomains. The expansion functions are conveniently defined on rectilinear domains of a parent space, with all subdomains of the global geometry obtained by properly mapping one or a few parent domains onto the global object-space. In its parent space a domain is described in terms of a set \(\xi\) of normalized (dimensionless) parametric
coordinates $\xi = (\xi_1, \xi_2, \ldots, \xi_N)$; the parent domain is rectilinear even though the corresponding object-space subdomains might be curvilinear. The word *element* indicates a subdomain together with a set of expansion functions and associated degrees of freedom defined on it [27]. However, the term element is often misused to indicate just the subdomain itself, and we are not ourselves faultless on this score.

Several elements were defined and used in previous works. Two-dimensional (2D) triangular and quadrilateral elements, as well as three-dimensional (3D) tetrahedral and brick elements are, for example, discussed in [28], whereas prism and pyramidal elements are given in [29] and [30], respectively. In the following we assume the reader to be comfortable with the definitions given in those papers, and adopt the same notation used there to discuss application of the singularity cancellation method to evaluate potential integrals.

All parametric coordinates are positive inside the element, and every point outside of the element has one or more negative parent coordinates. For nested integration over the element region

$$ E_\xi = \{ \xi | | \xi_i | \geq 0, \forall i \in [1, \sigma] \} $$

the $\xi$ upper bounds must be obtained explicitly through the dependency relationships (see [28]–[30]), thereby ensuring non-negative coordinates within the integration region.

The number $\sigma$ of parametric coordinates used to describe a given element is the size of the element, or equivalently, the size of the set $\xi$. The size of a two-dimensional element is the number of its edges whereas, for three-dimensional elements, the size $\sigma$ is the number of the element faces. The sizes of triangular and quadrilateral elements are three and four, respectively; the sizes of tetrahedrons, triangular-prisms, pyramids, and brick elements are four, five, five, and six, respectively.

In the object space the element geometry is defined by $n_p$ interpolation (or control) points $r[I]$, where $[I] = [I_1, I_2, \ldots, I_N]$ is a multi-index array of size $\sigma$, with integer entries $I_j \in [0, n_p]$ for $j = 1, \ldots, \sigma$. The element dependency relations further constrain the integer entries $I_j$ of the multi-index array, these constraints depending on the shape, size and dimension of the element [28]–[30]. The position vector in the object space is then expressed in terms of $n_p$ shape functions $P[I](\xi)$, usually of polynomial form, attached to each interpolation or control point

$$ r(\xi) = \sum_{[I]} r[I] P[I](\xi) $$

In the global object space, the element region is the entire set of points $r(\xi)$ obtained by the mapping (2) of all the points of the parent region $E_\xi$ defined in (1).

III. SINGULARITY CANCELLATION IN PARENT COORDINATES

Potential integrals on a given element are normally evaluated by subdividing the object-space element region into subdomains obtained by joining by a line each vertex of the entire domain to the given observation point $r$ or, for 2D elements, to its projection onto the element or its extension [5], [11]. For 2D elements the subdomains are triangles whereas, in 3D, they are tetrahedrons or pyramids (see also [1]). This subdivision normally requires the re-parameterization of each subdomain with a sub-mapping of the kind given in (2).

Since the expansion functions are often given in terms of the parent coordinates of the entire element, while the potential integral kernels are expressed in terms of the global coordinates of the integration point, it is convenient to subdivide, whenever possible, the entire element directly in its parent space so to permit one to evaluate the kernel and the expansion functions using only one mapping. Direct subdivision is possible when the lines used to subdivide the object element are straight and are mapped, in the parent element, again by straight lines joining the parent vertices to a common point $\xi^o$. This happens, for example, whenever the object element is defined by an affine transformation of the parent element. In the following, the object elements of this kind are called *hyper-straight*. For example, this is the case for rectilinear object-elements defined as in (2) by a mapping whose Jacobian is a non-zero constant (e.g., rectilinear triangles and tetrahedra, parallelograms, hexahedra with three pairs of parallel faces, etc.). In several applications, the majority of the elements are of the kind just described, although it is true that all the other cases have to deal with the more general, but more computationally intensive subdivision technique in the object space. Three fundamental properties are valid for hyper-straight elements: 1) the integration coordinates defined by our cancellation procedure define the parametric coordinates of all sub-elements via the same formula (see (3), (4), (38), (40) below); 2) the point about which the element is subdivided is the center of similarity transformations (see Section V and Appendix III); 3) the potential integrals on 3D hyper-straight elements are simplified by the application of these transformations.

A general procedure to subdivide an element directly in its parent space is presented in Appendix I. In the case of 2D elements, this procedure yields to the results of Section III-A. A discussion on application of this procedure to the case of 3D elements is deferred to Section V, with details reported in Appendix III.

In general, for a given element of size $\sigma$, a potential integral on $\xi$ over the element region $E_\xi$ is subdivided into $\sigma$ sub-integrals, with integral subdomains obtained by joining a point $\xi^o = (\xi_1^o, \xi_2^o, \ldots, \xi_N^o)$ to each vertex of the parent domain (see Fig. 1). $\xi^o$ is the arbitrarily located common origin of $\sigma$ different local pseudo-radial frames introduced to *locally* perform each sub-integral by properly changing the integration variables; the Jacobian of each variable transformation vanishes at $\xi^o$.

In applications involving 3D elements, $\xi^o$ is the parent point that maps the observation point $r$ of the global object-space; notice that in the object space we use no superscript for the observation point $r$, whereas the source (i.e., integration) point $\xi^o$ is primed. In applications involving planar 2D elements, $\xi^o$ is the parent point that maps, in the global space, the normal projection $r_p$ of the observation point $r$ onto the element surface, or onto its planar extension. If the 2D element is non-planar, the 2D potential integrals are performed by working with a rectilinear planar patch of the object space that is tangent to the original curved one; in this case $\xi^o$ is the point that maps the normal projection $r_p$ of the observation point $r$ onto this tangent patch.
A. Transformation Formulas for 2D Elements

When applied to 2D elements, the transformation formulas of Appendix I introduce a new pseudo-radial variable \( \rho \), and a pseudo-angular variable \( \Upsilon \). For 2D-elements, the pseudo-radial variable plays the same role as a radial variable of a cylindrical reference frame (centered at \( \xi^0 \); for this reason, we call \( \rho \) the pseudo-radial variable of 2D-elements, whereas we prefer to call \( \nu \) the pseudo-radial variable of 3D elements. We now consider the parent triangular domain \( T \), as well as the quadrilateral domain \( Q \) shown in Fig. 1(a). As stated, these two domains are split into triangular subdomains with a common vertex at \( \xi^0 \). Each subdomain retains only one edge of the original element, and \( T_k \) indicates the sub-triangle that retains the \( \xi_k = 0 \) edge. Our procedure maps each subdomain \( T_k \) into the square domain \( \{ \rho \in [0,1], \Upsilon \in [0,1] \} \).

The triangular domain \( T \) is split into three subdomains \( T_k \) \((k = 1, 2, 3)\) with subscripts counted modulo three. For the \( k \)th subdomain, the variable transformation formulas (29) of Appendix I read as follows:

\[
\begin{align*}
\xi_k &= \xi_k^0(1 - \rho) \\
\xi_{k+1} &= \xi_{k+1}^0(1 - \rho) + \rho \Upsilon \\
\xi_{k-1} &= \xi_{k-1}^0(1 - \rho) + \rho(1 - \Upsilon)
\end{align*}
\]

with a Jacobian \( J_k = \xi_k^0 \rho \). The coordinate lines \( \Upsilon = 0 \) and \( \Upsilon = 1 \) of the \( k \)th subdomain of a quadrilateral patch are shown in Fig. 2(b). With reference to Appendix I, (4) is obtained by setting \( \Upsilon_k = \rho_0 \) as per (31); the dependency relationships then yield \( \Upsilon_{k+1} = 1 \) and \( \Upsilon_{k-1} = -1 \). Equations (4) are then obtained from (29) by simply dropping the subscript in \( \Upsilon_k \).

Notice that (3) and (4) fully comply with the dependency relationships of the triangular and quadrilateral element, respectively. Both (3) and (4) can deal with a point \( \xi^0 \) located outside the parent domain, or on its border. In fact, the integral on \( T \) and \( Q \) is the algebraic sum of the sub-integrals on the subdomains \( T_k \) \((k = 1, \ldots, \sigma)\) where, for \( \xi^0 \) located outside of the element, at least one of the parametric coordinates of \( \xi^0 \) (say \( \xi_k \)) is negative whereas, for \( \xi^0 \) lying on the border \( \xi_j = 0 \), the Jacobian \( J_j = \xi_j^0 \rho \) vanishes altogether with the sub-integral on \( T_j \).

IV. POTENTIAL INTEGRALS ON 2D ELEMENTS

With reference to Fig. 2, let us consider a planar patch \( S \) and an observation point \( \mathbf{r} = \mathbf{r}_p + d \mathbf{n} \), where \( \mathbf{n} \) is the unit normal to \( S \); \( \mathbf{r}_p \) is the normal projection of \( \mathbf{r} \) onto the plane of the patch, and \( d \) vanishes whenever \( \mathbf{r} \) lies on the patch-surface or its extension. The singularity cancellation procedure is applied to potential integrals of the form

\[
I_S = \int_S A(\mathbf{r}') \exp(-j k R) dS' \tag{5}
\]

where \( A(\mathbf{r}') \) is a vector or scalar basis function, \( R = |\mathbf{r} - \mathbf{r}'| \) is the vector distance from integration to observation point, and \( R = |\mathbf{R}| \).

For each sub-triangle \( T_k \), and in terms of the variables \( (\rho, \Upsilon) \) defined in Section III-A, the distance from integration to observation point normalized with respect to the magnitude \( \ell_k \) of the edge vector \( \ell_k \) reads as follows:

\[
(\rho, \Upsilon) = \frac{R(\rho, \Upsilon)}{\ell_k} = \sqrt{|d_k^2 + \Upsilon^2 (a_k^2 - b_k^2) + \Upsilon^2|} \tag{6}
\]

where \( d_k = d/\ell_k \) indicates the distance, normalized w.r.t. \( \ell_k \), of the observation point from the plane of the patch, whereas \( a_k \) and \( b_k \) depend on the (unnormalized) distances \( R_{k-1}, R_{k+1} \) of
the observation point from the two vertices of the sub-triangle $T_k$ opposite $r_p$ [see Fig. 2(b)]

\[
\begin{align*}
\alpha_k &= r_{k+1} \\
\beta_k &= \sqrt{1 + r_{k+1}^2 - r_{k-1}^2}
\end{align*}
\] (7)

with

\[
\begin{align*}
r_{k-1} &= \sqrt{R_k^2 - d^2} \\
r_{k+1} &= \sqrt{R_{k+1}^2 - d^2}
\end{align*}
\] (8)

and where $R_k = R(\rho = 1, \Upsilon = 1)$ and $R_{k+1} = R(\rho = 1, \Upsilon = 0)$. Notice that in Fig. 2(b) $\Upsilon$ increases clock-wise on the sub-triangle $T_k$ from $\Upsilon = 0$ to $\Upsilon = 1$, because of (3) and (4).

Successive variable transformations into parent (2) and then into pseudo-racial (3), (4) coordinates yield

\[
I_S = \int_{E_k} \Lambda(\xi) \exp(-jkR) \frac{d\xi}{4\pi R} J d\xi
\]

\[
= \frac{J}{4\pi} \sum_k \frac{c_k}{\ell_k} \int_0^1 \Lambda(\rho, \Upsilon) \exp(-jkR) \rho \frac{d\Upsilon}{R} d\rho
\] (9)

where $J$ is the Jacobian of the transformation (2) between global and parametric $\xi$-coordinates, and where it is henceforth understood that the distance $R$ from the observation to the integration point is expressed in terms of the integration variables in use (see for example (6)). The pseudo-racial transformation (3) or (4) produces a $\rho$ factor in the integrand that cancels out the singularity of (9) at $R = 0$ in the non-displaced case of $d = d_k = 0$. The modified Euler’s substitution (see [31]) reported in Table I, first column, reduces (9) to

\[
I_S = \frac{J}{4\pi} \sum_k \frac{c_k}{\ell_k} \int_0^1 \Lambda(\rho, \phi) \exp(-jkR) \rho \frac{d\phi}{\rho} d\rho
\] (10)

where $\phi$ is the new integration variable replacing $\Upsilon$, and with

\[
\phi = -C_k / \rho
\] (11)

As reported in Table I, $C_k$ is a real function of $\rho$ independent of $\phi$, with $C_k > 0$ and $\phi < 0$ for all $\rho$ in the integration interval [0,1]. The integral (10) is evaluated numerically by integrating first along $\phi$, that is for $\rho = \text{const}$, and then on $\rho$. This integral simplifies considerably when the observation points lies on the patch-surface (self-element integration) or on its extension, that is for $d = 0$. In this case, the mapping reported at bottom of Table I yields a constant value for $C_k / \rho$ that does not depend on $\rho$

\[
c_k = C_k / \rho = -\phi = \frac{r_{k-1} + r_{k+1} - 1}{2} > 0
\] (12) and the distance $R$ simplifies into the rational function (see Table I)

\[
R = \ell_k \rho \left[ (\phi - \check{\phi})(r_{k-1} + \check{\phi}) - \frac{\check{\phi}}{(\phi - \check{\phi})(r_{k+1} + \check{\phi})} \right].
\] (13)

It is interesting to observe that the static form of (10) in the case of a constant basis function $A$ immediately yields

\[
I_S = \Lambda \frac{J}{4\pi} \sum_k \frac{c_k}{\ell_k} \int_0^1 \ln \left( 1 + \frac{\rho}{C_k} \right) d\rho
\] (14)

with

\[
I_S = \Lambda \frac{J}{4\pi} \sum_k \frac{c_k}{\ell_k} \ln \left( 1 + \frac{1}{c_k} \right)
\] (15)

at $d = 0$. Thus, for $d = 0$, the free-space static potential of a constant source distribution is exactly integrated over a triangular and quadrilateral element by using only three ($k = 1, 2, 3$) and four ($k = 1, \ldots, 4$) sampling points, respectively. The result (15) is equivalent to corresponding closed form results that can be obtained from several others published papers [1], [10]–[16], [19].

The pole in the kernel of (10) is easily cancelled by the transcendental transformation reported in the right-hand column of Table I, that yields

\[
I_S = \frac{J}{4\pi} \sum_k \frac{c_k}{\ell_k} \int_0^1 \frac{U}{\Lambda(\rho, u) \exp(-jkR) d\rho}
\] (16)

with

\[
U = \ln \left[ \frac{r(\rho, 0) + r(\rho, 1) + \rho}{r(\rho, 0) + r(\rho, 1) - \rho} \right]
\] (17)

in the general case of $d \neq 0$, and $U = \ln[1 + c_k] / c_k$ in the case $d = 0$. A variable transformation formula based on the use of the hyperbolic sine function to regularize (5) directly into an integral of the form of (16) has already been used in [1], thereby obtaining a result very similar to (16). Transcendental transformations of the same kind as [1] are also discussed in [8], [9].

Our Euler modified transformation permits one to analytically explain the reasons why numerical integration of near-singular integrals for small $d_k$ values is much more difficult than integration of the non-displaced singular integral, thereby showing, very clearly, the different degree of difficulty one has to deal with singular near-singular displaced integrals. First of all, the pole of the kernel of (10) varies with $\rho$ in the near-singular displaced case, whereas the $\phi$ is $\rho$-invariant in the singular $d_k = 0$ case. Secondly, after integration on $\phi$, the remaining integral in $\rho$ always exhibits a kernel with a large dynamic range in the case of very small, non-vanishing $d_k$ values. This latter result is apparent if one considers the static logarithmic kernel of (14) and, in view of the integration by parts rule, it is intuitively expected to hold also for potentials associated with non-constant $A$ functions. To further elaborate, the integral along $\phi$ in
### TABLE I

**Two Successive Substitutions for Potential Integrals on 2D Elements**

<table>
<thead>
<tr>
<th>Modified Euler’s substitution to transform $\int \rho , d\varphi$</th>
<th>Final substitution to transform $\int \rho , d\varphi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{d\varphi}{\rho} = \frac{1}{\ell_k} \frac{\rho , d\varphi}{(\varphi - \rho + C_k)}$</td>
<td>$\frac{1}{\ell_k} \frac{\rho , d\varphi}{(\varphi - \rho + C_k)} = \frac{1}{\ell_k} , d\mu$</td>
</tr>
<tr>
<td>$\varphi = \frac{\varphi (\rho + C_k) - (\varphi - 1) \cdot r(\rho, 0)}{\varphi - \rho + C_k}$</td>
<td>$\varphi = \frac{C_k \rho}{\rho} \cdot [\exp (u) - 1]$</td>
</tr>
<tr>
<td>$\varphi = \frac{\rho \varphi - r(\rho, 0) + r(\rho, 1)}{\rho - r(\rho, 0) + r(\rho, 1)}$</td>
<td>$u = \ln \left(1 + \frac{\varphi \rho}{C_k}\right)$</td>
</tr>
</tbody>
</table>

with: $C_k = \frac{r(\rho, 0) + r(\rho, 1) - \rho}{2} > 0$ for $\rho \in [0, 1]$

$r(\rho, T) = \frac{R(\rho, T)}{\ell_k}$

Notice that at $\rho = 0$ one gets $\varphi = C_k(\rho = 0) = r(\rho = 0, T) = d_k$.

<table>
<thead>
<tr>
<th>Simplified formulas for $d_k = 0$</th>
<th>Simplified formulas for $d_k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{d\varphi}{\rho} = \frac{1}{\ell_k} \frac{d\varphi}{(\varphi + c_k)}$</td>
<td>$\frac{1}{\ell_k} \frac{d\varphi}{(\varphi + c_k)} = \frac{1}{\ell_k} , d\alpha$</td>
</tr>
<tr>
<td>$\varphi = \frac{(1 + c_k) \varphi - r_{k+1}(\varphi - 1)}{\varphi + c_k}$</td>
<td>$\varphi = c_k \cdot [\exp (u) - 1]$</td>
</tr>
<tr>
<td>$\varphi = \frac{\varphi - r_{k+1} + \sqrt{r_{k+1}^2 - (1 + r_{k+1}^2 - r_{k-1}^2) \cdot \varphi + r_{k+1}^2}}{1 - r_{k+1} + r_{k-1}}$</td>
<td>$u = \ln \left(1 + \frac{\varphi}{c_k}\right)$</td>
</tr>
</tbody>
</table>

with the very remarkable result:

$R = \rho \left[\frac{(\varphi + c_k) (r_{k-1} - c_k) + c_k (1 + c_k) (r_{k+1} - c_k)}{(\varphi + c_k)}\right]$ 

where $c_k = C_k/\rho = \frac{r_{k-1} + r_{k+1} - 1}{2} > 0$

---

**Fig. 3.** Location in the $\rho$ axis of the pole $\varphi$ (at left), and behavior of the argument $(1 - 1/\sqrt{3})$ of the logarithmic kernel of (14) versus $\rho$ (at right), in the highly symmetrical case of an equilateral triangular domain with observation point at a normalized distance $d_k$ from its barycenter, $d_k$ being the ratio of the distance $d$ to the triangle side-length. The pole location and the kernel are $\rho$-invariant only for $d = 0$, where $\varphi$ reaches its maximum value $\varphi_{\text{max}} = 1/2 - 1/\sqrt{3}$.

The displaced case is more difficult for $\rho \approx 1$ because, for decreasing $\rho$ values, the pole $\varphi$ is driven further away from the integration interval, as shown in (11). Conversely, $\varphi$ is drawn near zero if $d_k$ decreases, since $C_k$ diminishes by decreasing $d_k$ (see, for example, Fig. 3 at left). The kernel of the integral in $\rho$ has a large dynamic range whenever $d_k$ is very small because of
the behavior of \( \tilde{\phi} \); for example, in the highly symmetrical case considered in Fig. 3, the argument \((1 - 1/\tilde{\phi})\) of the logarithmic kernel of (14) changes rapidly whenever \( \rho < d_k \leq 0.1 \), with a \( \rho \)-derivative that equals \(1/d_k\) at \( \rho = 0 \). In the case of Fig. 3, for very small \( d_k \), it is not hard to predict a logarithmic singularity at \( \rho = -d_k \) that is very close to the lower bound of the \( \rho \) integration-domain. The knowledge of \( \rho \) could be used to perform more effectively the numerical integration in \( \rho \) in the displaced case, although this extension goes beyond the scope of this paper. To our knowledge, this is the first time that it has been shown analytically that the displaced case of \( d_k \neq 0 \) is more difficult to handle numerically than the singular case.

Our modified Euler’s transformation used to write (10) yields three very remarkable results. First of all it yields a regular integrand on the whole integration domain, provided \( \Lambda(\xi) \) is a regular function. Secondly, in cases where \( \int \Lambda(\xi) \) is a polynomial of the \( \xi \) parent variables, this transformation converts \( \int \Lambda \) into a rational function of the \( \varphi \) variable that has only one real-negative pole at \( \varphi = \tilde{\varphi} \) (i.e., outside of the integration domain), where \( \tilde{\varphi} \) is the same pole already present in the kernel of (10) (recall that (10) is integrated first in \( \varphi \) and then in \( \rho \), and that in the self-element case the pole location \( \tilde{\varphi} = -C_k \) is \( \rho \)-independent). Thirdly, one finds that even \( R \) has only one simple pole, once again located at \( \varphi = \tilde{\varphi} \). In spite of the fact that the exponential factor \( \exp(-jkR) \) exhibits an essential singularity at \( \tilde{\varphi} \), this singularity does not pose any numerical integration problem, as is quite evident for non-small values of \( |\tilde{\varphi}| \).

A detailed discussion on the behavior of the exponential factor of (10) as a function of the new integration variables \((\rho, \varphi)\) is reported in Appendix II. More generally, for constant \( \rho \in [0, 1] \), we proved using MATHEMATICA that the integral on the interval \( \varphi = [0, 1] \) of the series (36) (given in Appendix II) converges very rapidly to the integral of \( \exp(-jkR)/(\varphi - \tilde{\varphi}) \). That is to say that one can numerically evaluate (10) by use of a numerical quadrature scheme able to deal with functions that contain terms of the form \((\varphi - \tilde{\varphi})^m \) and able to precisely consider, altogether, only the first few integer values of the exponent \( m = 0, \pm 1, \pm 2, \ldots \) though we observe that there is no need to expand the integrand into series to integrate (10) numerically.

Effective Gauss-type quadrature rules that are exact for a mixture of polynomials and rational functions are available in the open literature, and a one-dimensional quadrature algorithm that fits the right-hand sides of (10) is the Gaußchi algorithm 793 reported in [24]. Although we made no effort to specialize this algorithm to our case of a single real-negative pole, we deem this can be done, since this algorithm is quite general and able to deal with rather complex one-dimensional rational functions with multiple poles. The Gaußchi algorithm is particularly suited for dealing with the non-displaced \( d = 0 \) case because of the constant value of \( \tilde{\varphi} \). It is also noteworthy that in the static limit \( \exp(-jkR) = 1 \) the entire integrand of (10) is a rational function of \( \varphi \) whenever \( \int \Lambda(\xi) \) is a polynomial of the \( \xi \) parent variables; in these particular cases, the singular and nearly singular static potentials are obtained exactly by using [24] to integrate on \( \varphi \) and by Gauß-Legendre integration on \( \rho \). The computational time to get the best result with [24] in the displaced \( d \neq 0 \) case is not optimum since the pole location \( \tilde{\varphi} = -C_k/\rho \) varies with \( \rho \), so that to get the best result one has to re-evaluate the sample-points in \( \varphi \), and their associated weights, whenever \( \rho \) is changed. However, one can easily conceive several techniques to reduce the computational burden in the displaced case. For example, (10) can be evaluated by performing the integrals in \( \varphi \) relative to two (or more) adjacent \( \rho \)-values \([\rho_k, \rho_{k+1}]\) by use of the same Gaußchi’s quadrature rule derived for the pole location \( \tilde{\varphi}_k \) or for an averaged pole location \( \tilde{\varphi}_{av} = (\tilde{\varphi}_k + \tilde{\varphi}_{k+1})/2 \); the results obtained in this manner are usually much more accurate than those provided by Gauß-Legendre integration of (9).

To further appreciate the inherent superior accuracy of the results provided by (10) with use of Gauß-type quadrature rules of the kind given in [24] we recall that, for a constant \( \rho \in [0, 1] \), as shown in (36) (Appendix II), the function \( \exp(-jkR)/(\varphi - \tilde{\varphi}) \) is made of terms that can be integrated by the quadrature rules given in [24]. Then, with reference to (16), we further observe that, in spite of their simple expression, the functions \( \Lambda(\rho, u) \) and \( R(\rho, u) \) appearing in the right-hand side of (16) are functions of the transcendental functions \( \exp(\pm \varphi) \), as noticed in [1]. Gauss-Legendre quadrature rules are readily available and have been used to compute the right-hand side of (16), usually obtaining accurate results [1]. However, in this connection, we point out that the functions \( R \) and \( \exp(-jkR) \) never take a polynomial form, whereas Gauß-Legendre quadrature works in a very predictable way and can be exact only when integrating polynomial functions. Moreover, in spite of the fact that in several applications \( \int \Lambda(\xi) \) has a polynomial expression in terms of the parent variable \( \xi \) (see [28]–[30]), the function \( \Lambda \) never takes a polynomial form in the \( \rho - u \) domain, unless \( \int \Lambda(\xi) \) is constant. Therefore, some caution is required to numerically deal with (16), because the non-linear mapping used to obtain it could bring about further distortions whenever \( \int \Lambda(\xi) \) is a high-order polynomial of the parent variables \( \xi \), and this could be detrimental to numerical precision when using Gauß-Legendre quadrature.

For curved patches, the potentials are evaluated by applying the previous integration schemes on the rectilinear planar patch tangent to the original one, and that has the same shape (triangular or quadrilateral), the same element coordinates, Jacobian, edge vectors, and height vectors of the original curved patch at the point of tangency [28]. Although we do not consider these cases here, we remark that the number of quadrature points needed for a given accuracy is increased when dealing with curved patches with respect to the number required to deal with planar patches.

V. POTENTIAL INTEGRALS ON 3D ELEMENTS

Our singularity cancellation procedure is now applied to potential integrals of the form

\[
\mathcal{T}_V = \int_{V'} \Lambda(r') \exp(-jkR)/4\pi R dV' \quad (18)
\]

where \( V \) is the region of the entire 3D element. Table II summarizes the results obtained by subdividing the most common 3D-element geometries about the parent-point \( \xi^t \), according to the procedure described in Appendix I. As discussed in detail in
Appendix III, the integration is performed on volumetric subdomains via pseudo-radial coordinate transformations, thereby integrating first on layers parallel to the retained ξ_k = 0 face and then along the pseudo-radial ρ-direction. The variable transformations into parent and then into pseudo-radial coordinates yield

\[ \mathcal{I}_V = \int_{\mathcal{E}_k} \mathbf{A}(\xi) \frac{\exp(-j k R)}{4 \pi R} \mathbf{J} \, d \xi \]

\[ \mathcal{I}_{ka} = \frac{1}{4 \pi} \sum_k \xi_k \sum_{\ell_k/\xi_k} \zeta_{ka} \mathcal{I}_{ka} \]

\[ \mathcal{I}_{ka} = \frac{1}{\nu} \int_{\nu} \int_{0} \mathbf{A}(\nu, \rho, \varphi) \exp(-j k v R_k) \rho d\varphi d\nu \]  

(19)

where \( \mathcal{J} \) is the Jacobian of the transformation (2) between global and parametric \( \xi \)-coordinates, and where the index \( k \) of the outer summation considers all the element faces, while the index \( ka \) of the inner summation considers all the edges of the \( k \)th face. In particular, with reference to Table II, the second dummy subscript \( a \) of the index \( ka \) is equal to \( \ell, m \) or \( n \) if face \( k \) is triangular [see Appendix III, (38), (39)], or it is equal to \( p, q, s, t \) when the \( k \)th face is quadrilateral [cf. Appendix III, (40), (41)]; the variable \( \zeta_{ka} \) is the \( a \)th parent coordinate of the normal projection of the observation point \( r \) onto the \( k \)th element face. In the right-hand side of (20) we set \( R = \nu R_k \), because of the dilation transformation (shown in Fig. 4) in which the distance \( R \) from the observation point \( r \) to a given integration point \( r' = \nu \), \( \rho, \varphi \)\), located on the layer \( \nu = \text{const.} \) is obtained by multiplying by \( \nu \) the distance \( R_k = |r - r'_k| \) from \( r \) to the point \( r'_k = r'(\nu = 1, \rho, \varphi) \) that has the same \( (\rho, \varphi) \) coordinates, but is located on the \( k \)th face. The Jacobian associated with the two pseudo-radial transformations contains a \( \nu^2 \rho \) factor; this serves to cancel out the singularity for \( R = 0 \), where \( \nu \) and \( \rho \) vanish. The modified Euler’s transformation discussed in Section IV permits one to write (20) in the following form

\[ \mathcal{I}_{ka} = \frac{1}{\nu} \int_{\nu} \int_{0} \mathbf{A}(\nu, \rho, \varphi) \exp(-j k v R_k) \rho d\varphi d\nu \]  

(21)

with \( \varphi = -C_{ka}/\rho \). Notice here that \( C_{ka} \) is evaluated once and for all by considering the \( a \)th triangular subdomain of the \( k \)th face, situated at a distance \( d \) (i.e., at \( \nu = 1 \)) from the observation point \( r \). The result for \( C_k \) of Table I immediately yields

\[ C_{ka} = \frac{r(\rho,0) + r(\rho,1) - \rho}{2} > 0 \]  

(22)

where \( r(\rho,0) \) and \( r(\rho,1) \) are obtained by substituting into (6)–(8) \( \xi_k \) with \( \xi_{ka} \) and \( d_k \) with \( d/\xi_{ka} \). The transcendental transformation reported on the right-hand column of Table I finally yields

\[ \mathcal{I}_{ka} = \frac{1}{\nu} \int_{\nu} \int_{0} \mathbf{A}(\nu, \rho, u) \exp(-j k v R_k) d\rho d\nu \]  

(23)

where the values of \( U \) have already been discussed while presenting (17).

More work is required to assess the accuracy of the results obtainable by numerical integration of (20), (21) and (23) since the singularity of the integral kernel is cancelled out by the Jacobian factor \( \nu^2 \rho \), whereas a lower order factor of the form \( \nu \rho \) would suffice. These studies will be considered in a future work. However, in this connection, we notice that the form of the Jacobian provided by our transformations permits one to deal with hypersingular potential integrals of the form

\[ \int_V \mathbf{A}(\tau') \nabla \left[ \frac{\exp(-j k R)}{4 \pi R} \right] dV' \]  

(24)

where \( \nabla \) operates on the unprimed object space coordinates, with

\[ \nabla \left[ \frac{\exp(-j k R)}{4 \pi R} \right] = -\hat{R} \frac{\exp(-j k R)}{4 \pi R^2} \left( 1 + j k R \right) \]  

(25)

and where \( \hat{R} \) is the unit vector

\[ \hat{R} = \frac{r - r'}{|r - r'|} \]  

(26)

For the hypersingular part of (24), one gets

\[ \int_V \hat{R} \mathbf{A}(\tau') \frac{\exp(-j k R)}{4 \pi R^2} dV' = \frac{J}{4 \pi} \sum_k \xi_k \sum_{\ell_k/\xi_k} \zeta_{ka} \mathcal{H}_{ka} \]  

(27)

with

\[ \mathcal{H}_{ka} = \frac{1}{\nu} \int_{\nu} \int_{\rho} \int_{0} \hat{R} \mathbf{A}(\nu, \rho, \varphi) \exp(-j k v R_k) \rho d\varphi d\rho d\nu \]  

(28)

and where two complex poles in the complex \( \varphi \)-plane are associated with the kernel denominator \( R_k^2 \) (for \( \rho \) real, \( R_k \) does not vanish since \( \xi_k^2 \neq 0 \) implies \( d_k \neq 0 \)). The integral (28) can be numerically evaluated by direct use of the Gaußch algorithm without introducing any other variable transformation.

The procedure described in this Section for rectilinear elements can be extended to deal with potential integrals on curved three-dimensional elements. This extension will be considered in a future work.

VI. NUMERICAL RESULTS

All the results of this Section were obtained by numerically integrating the potential (5) of a scalar function \( \mathbf{A}(\tau) \) over a right triangle \( T \) lying in the plane \( z = 0 \); the two perpendicular sides of \( T \) lie on the positive \( x \) and \( y \) axes and are 1 [m] in length. By choosing the wavelength \( \lambda = 2\pi/k \) in two different ways, \( T \) defines two triangles of different size in wavelength. The first triangle \( T_{10} \) is that of \( [1, 18] \), with \( \lambda = 10 \) [m] and vertices at \((0,0,0)(0,1,0,0),(0,0,1,0)\). The second triangle \( T_1 \) is obtained for \( \lambda = 1 \) [m], and it has a larger size in wavelength since its vertices are at \((0,0,0)(0,1,0,0),(0,1,0,0)\).
TABLE II

SUBDOMAINS AND PARENT-VARIABLE TRANSFORMATION FORMULAS FOR NON-DEGENERATE RECTILINEAR 3D ELEMENTS

<table>
<thead>
<tr>
<th>Transformation Formulas</th>
<th>Subdomains</th>
<th>Measure of the Parent Cell</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\xi_k = \xi_k (1 - \nu)$</td>
<td>for $k = 1, \ldots, 3$ (4 sub-tetrahedrons)</td>
<td>$\sum_{k=1}^{4} \int_{V_k} , dV_k = \frac{4 \xi_k}{6} = \frac{1}{6}$</td>
</tr>
<tr>
<td>$\xi_j = \xi_j (1 - \nu) + \nu$</td>
<td>with duplicated $\nu$-variables $Y$ in the interval $[0, 1]$. For a given $k$-th subdomain,</td>
<td>$\sum_{k=1}^{6} \int_{V_k} , dV_k = \frac{6 \xi_k}{3} = 1$</td>
</tr>
<tr>
<td>$\xi_\eta = \xi_\eta (1 - \nu) + \nu Y_\eta$</td>
<td>$Y$-dependency relations</td>
<td></td>
</tr>
<tr>
<td>$\xi = \xi (1 - \nu)$, or $t$</td>
<td>and transformation Jacobian $J_k = \xi_k \nu^2$. In the rest of the Table, the $Y$-dependency</td>
<td></td>
</tr>
<tr>
<td>and $\eta = \ell, m, n, p, q, s, u$</td>
<td>relations are understood. The central column below reports the rules for the</td>
<td></td>
</tr>
<tr>
<td></td>
<td>subscripts to obtain the $\xi$ parent variables appearing in the left-hand column.</td>
<td></td>
</tr>
</tbody>
</table>

The reference results of Table III used to evaluate the relative errors of the different integration techniques were obtained by iterative Gauss-Kronrod integration of (5) with the aid of the quadrature routine DTWODQ of the IMSL library. Though the numerical effort to obtain a reference result is irrelevant, we remark in passing that the computational time required to obtain each reference result is extremely high.

Integration of (5) via (9), (10) or (16) has been performed by subdividing the triangular domain into three triangles, according to the procedure explained in Section IV. Unlike the approach of [1], in the case of $\xi$ small but non-zero, the numerical integration has always been performed without any further subdivision of the radial integration domains. Therefore, in the following, the number of radial samples (or radial points) is the number of sampling points used for Gauss-Legendre integration along the radial $\rho$-direction, which is performed according to the quadrature formulas of [32], whereas the number of transverse samples is the number of sampling points used to integrate along the $\varphi$, $\Upsilon$ or $\Upsilon$ direction. Since we integrate numerically over 3 sub-triangles, the total number of sampling points is equal to $3 \times$ the number of radial samples $\times$ the number of transverse samples.

All integrals have been evaluated numerically in double precision (Intel Pentium-M Centrino, 1.4 GHz, 512 MB RAM). To account for possible uncertainties in the reference solution and the incidental presence of error propagation effects, we cautiously assume a result to be numerically exact if its relative
error is lower than $10^{-13}$ with respect to the result of Table III. Hence, the figures of this Section report the number of significant digits of the numerical results, with the $10^{-13}$ error level simply represented by a straight-line, which we call the floating error level line. In all the figures of this Section, the results obtained using the Gutschi algorithm to integrate (10) are marked by stars, while the circle-results are obtained using the integration technique presented in [1]. The circle-results always coincide with the results obtained by Gauss-Legendre integration of (16); these latter are marked by dots whenever reported.

We first consider results for the static case, $k = 0$. In case of polynomial $A(\xi)$ functions, Gutschi’s integration of the static form of (10) yields machine precision results by using radial and transverse samples in the number given in Table IV. In fact, the most important feature of the Gutschi integration scheme is its ability to exactly integrate, for $d = 0$, the static potential of any polynomial source distribution of order $n$ using only $n_0 = n+1$ transverse samples and $n_0 = [(n+1)/2]$ radial samples, $n_0$ being the smallest integer greater than or equal to $(n+1)/2$. This unique property is due to the following facts: 1) in the static case and for $d = 0$, the integrand of (10) is a rational function of $\varphi$ and a polynomial function of $\rho$; 2) the numerical integration in $\varphi$ is performed using Gutschi’s generalized Gaussian quadrature, while integration in $\rho$ is done using standard Gauss-Legendre quadrature. A higher number of $\rho$-samples is needed for $d \neq 0$, where the integrand of (10) is no longer a polynomial function of $\rho$ because of the $\rho$-dependence of the pole $\bar{\varphi}$. However, at $\rho = \text{const.}$, the integrand is still a rational function of $\varphi$, so that the number of the transverse samples required for the exact Gutschi’s integration remains the same as for $d = 0$. The number of samples reported in Table IV to deal with different $d$ values is validated for functions of order $n \leq 5$ (basis functions of order less than five are normally used in applications). In the case of small, non-vanishing $d$ values, the number of radial samples has to be chosen within a range as specified in Table IV. This happens for normalized distances $d/\ell_{\text{max}} < 1$, where $\ell_{\text{max}}$ is the length of the largest side of the integration domain in the global reference-frame. The upper value of the range should be used to deal with observation points located in the neighborhood of a vertex of the integration domain (worst cases); the number of the radial samples can be reduced whenever the normal projection of the observation point on the plane of the source domain is not close to a vertex. The data of Table IV are more than safe; in fact, there are many cases where machine precision results can be obtained with a lower number of radial samples.

As stated, the static case of a constant source distribution is too simple to make any numerical comparison, and in Fig. 5 we consider the static potential of the quartic source distribution $A(\mathbf{r}) = r^2$ over the triangle $T$, with observation point $(x, y, z) = (0, 1, 0, 1, d)$ [m], for $d = 0$ (Fig. 5, at left) and $d = 0.01$ [m] (at right). Fig. 5 shows that the circle and dot results always coincide. Above all, in agreement with Table IV, this figure shows that Gutschi’s integration with 5 transverse samples yields the exact result with 3 and 64 radial samples at $d = 0$ and $d = 0.01$ [m], respectively. Notice in fact that the numerical precision of the Gutschi results increases abruptly by eleven significant figures when going from 4 to 5 transverse samples for the appropriate number of radial samples; whereas Gauss-Legendre integration of (16) with 5 transverse samples looses at least 10 significant figures with respect to the exact result.

We now discuss numerical results for the dynamic case, where the integrands of (5) and (10) contain the extra factor $\exp(-jkRt)$. To appropriately deal with this modulation factor, the number of integration samples must increase with respect to the static case by a number that depends on the size in wave-lengths $\ell_{k_{\text{max}}}/\lambda$ of the triangular integration-subdomains, where $\ell_{k_{\text{max}}}$ is the length of the largest side of the triangular integration subdomains in the global reference-frame. The additional number of samples needed to integrate (10) is reported in Table V; these results hold for any value of the distance $d$. Notice however that the effect of the exponential factor on the number of radial samples is usually less important in the displaced cases of $0 < d/\ell_{\text{max}} \leq 0.1$, since these cases already require a higher number of radial samples because of Table IV. The data of Table V are safe; once again, there are many dynamic cases where machine precision results can be obtained with a smaller number of samples than that given in Tables IV and V.

Fig. 6 shows the results of (5) for an observation point $(x, y, z) = (0, 1, 0, 1, 0)$ [m] in the case of a constant source distribution over the triangle $T_{10}$, where, with reference to Table V, one has $\ell_{k_{\text{max}}}/\lambda = \sqrt{2}/10 \approx 0.14$. The left-hand side of Fig. 6 and Table V show that machine precision results can be obtained by using at least five radial samples. In fact, for a fixed number of radial samples, the precision of the results remains constant with respect to the number of the transverse samples after this number crosses a certain threshold value. Saturation is reached below the floating error level when the
TABLE III
REFERENCE VALUES FOR SINGULAR AND DISPLACED ($d \neq 0$) NEAR-SINGULAR POTENTIAL INTEGRALS OVER THE SOURCE TRIANGLE $T$

| $\Lambda(r)$ | Observation Point $[m]$ | $4\pi T_S = \int_S \Lambda(r') \exp\left(-\frac{j2\pi R/|\lambda|}{R}\right) dS'$ | $\#$ of $S$
|---|---|---|---|
| $x_o$ | 0.0 | 1.90214591770239 | 0.0 | 8
| | 0.01 | 1.8459204784452 | 0.0 | 8
| | 0.10 | 1.52367523037142 | 0.0 | 8
| $x_T$ | 0.0 | 0.107131917458450 | 0.0 | 8
| | 0.01 | 0.103518199606467 | 0.0 | 8
| | 0.10 | 0.0877629390455149 | 0.0 | 8
| $y_T$ | 0.1 | 0.87918375312867 | 0.0 | 5
| | 0.0 | 0.562290551783612 | 0.0 | 5
| | 0.01 | 0.56221510636374 | 0.0 | 5

where $w_T = 1 - x_T - y_T$, and $x_o = 0.488217389773805$

TABLE IV
NUMBER OF INTEGRATION POINTS FOR MACHINE PRECISION EVALUATION OF THE STATIC ($k = 0$) POTENTIAL OF POLYNOMIAL SOURCES OF THE PARENT VARIABLES

<table>
<thead>
<tr>
<th>Normalized distance $d/\ell_{\text{max}}$</th>
<th>Polynomial order of the source term $J \Lambda(\xi)$</th>
<th>Number of samples for Gaußch integration of (10)</th>
<th>Order of Dunavant formula</th>
</tr>
</thead>
</table>
| $0.0$ | use eq. (15) | use (15) | $n_0 = n + 1$
| $n \geq 1$ | $m_0 = \left\lceil \frac{n + 1}{2} \right\rceil$ | | $n + 1$
| $0.005$ | $n \leq 5$ | $80 \div 104$ | $\max(2,m_0)$ |
| $n \leq 5$ | $64 \div 80$ | $\max(2,m_0)$ | $n + 6$
| $0.05$ | $n \leq 5$ | $24 \div 48$ | $\max(2,m_0)$ |
| $0.1$ | $n \leq 5$ | $20 \div 32$ | $\max(2,m_0)$ |
| $0.5$ | $n \leq 5$ | $10 \div 16$ | $\max(2,m_0)$ |
| $1$ | $n \leq 5$ | $m_0 + 7$ | $\max(2,m_0)$ |
| $10$ | $n \leq 5$ | $m_0 + 3$ | $m_0 + 2$ |
| $100$ | $n \leq 5$ | $m_0 + 2$ | $m_0 + 2$ |
| $500$ | $n \leq 5$ | $m_0 + 1$ | $m_0 + 1$ |
| $1\times 10^{-1}$ | $n \leq 5$ | $m_0 + 1$ | $m_0 + 1$ |
| $1\times 10^{-3}$ | $n \leq 5$ | $m_0$ | $\max(2,m_0)$ |

$d/\ell_{\text{max}}$ is the distance from the observation point to the plane of the integration domain, normalized w.r.t. $\ell_{\text{max}}$ (the length of the largest side of the integration domain in the global reference-frame);

$m_0$ is the smallest integer greater than or equal to $(n + 1)/2$.

Whenever the static ($k = 0$) potential ($S$) of the polynomial source distribution $\Lambda(\xi)$ is computable to machine precision by Gauss quadrature, the right-hand column reports the order of the Dunavant rule that can be used (see (33)).
number of radial samples is equal or lower than four, whereas one can attain the floating error level with five or more radial samples. In Fig. 6, the threshold values in the number of transverse samples for the star (or the circle) results are 4 (4), 6 (7), and 7 (10) for 2, 3 and 4 radial samples, respectively. Use of the Gautschi algorithm to integrate (10) improves the convergence of the numerical results to the exact value, with respect to the convergence obtained by Gauss-Legendre integration of (16).

To obtain results to machine precision with 5 radial samples, the Gautschi algorithm requires 8 transverse samples whereas Gauss-Legendre integration of (16) requires 11 transverse samples (for this case, Tables IV and V predict $1 + 9 = 10$ transverse samples). Notice also how, for a fixed number of total samples, Gautschi integration of (10) increases by one to three the number of significant figures of the result with respect to the number of significant digits obtained by Gauss-Legendre integration of (16). For example, Fig. 6 at left shows that with 7 transverse and 5 radial samples the star result is correct to 12 significant figures whereas, for the circle result, one counts 9 significant figures.

The computational time to evaluate (5) via Gauss-Legendre integration of (16) is of the order of $10^{-4}$ seconds which, at present, is 10 to 20 times less than the time required to evaluate (5) via Gautschi integration of (10), to achieve the same machine precision. In this connection, we recall that the precision of Gauss-Legendre integration of (16) is hardly predictable. There are two reasons for this difference in the computational times. First of all, Gauss-Legendre integration is done by use of pre-tabulated weights and samples, whereas the weights and the samples used for Gautschi integration are always computed by use of the robust, general purpose routines available in [24]. Secondly, the routines in [24] are not specialized to deal with integrals of the form of (5); in fact, these routines are intended to deal with multiple complex poles of the integrand, whereas the kernel of (10) has only one real-negative pole at $\varphi = \bar{\varphi}$. Finally we remark that, in practice, the computation time required to evaluate (5) via Gautschi integration of (10) usually diminishes by increasing the number of the transverse samples, with a speed-up factor in the range from 2 to 5. This apparently counter-intuitive effect occurs because the Gautschi algorithm finds the integration and weighting points by first solving an eigenvalue problem, which becomes better conditioned when the number of sampling points is increased. Thus although Gauss-Legendre integration of (16) is much faster than Gautschi integration of (10) if the number of the transverse samples is small, it is often convenient to over-sample in the transverse direction while using the Gautschi algorithm, so to reduce the computational burden and, at the same time, to obtain the desired numerical precision.

We consider the case-study of Fig. 6 because it was previously considered in [1] and [18]. However, in most moment method
applications, the observation point of the potential integral is actually chosen by the quadrature scheme that performs the testing integral. The testing integral is non-singular and is usually evaluated by Gaussian quadrature. For example, very efficient quadrature rules for the triangle are given in [33], and there would really be no reason to evaluate potential integrals to machine precision to loose all the precision while performing the second testing integral. It is therefore convenient to assess the convergence properties of the numerical schemes to integrate (5) with respect to the observation points that are the quadrature points of the (second) testing integral. Critical situations occur whenever the observation point is very close to one of the integration domain edges. A parameter that is able to properly quantify critical situations in the non-displaced case of \( d = 0 \) is the value of the constant \( c_k \) given in (12). For very small values of \( c_k \), the upper bound \( U \) of the integral in \( u \) on the right-hand side of (16) tends to be rather high, since one has \( U \approx 2.3 y \) for \( c_k \approx 10^{-7} \) and \( y \geq 3 \), whereas the pole at \( \hat{\varphi} = -c_k \) of the kernel on the right-hand side of (10) tends to be very close to the lower integration bound \( \varphi = 0 \). Notice however that a zero value of \( c_k \) is not at all critical since, in this case, the area of the subtriangle associated with this \( c_k \) vanishes together with \( \xi_k^2 \) in (10) and (16); as a matter of fact, one can usually neglect the integral contribution of subtriangles whose \( c_k \) and \( \xi_k^2 \) values are smaller than \( 10^{-6} \). As previously stated, the integration domain of (5) is subdivided into subtriangles about the given observation point, and each subtriangle has its own \( c_k \) value; therefore, we quantify critical situations by using the minimum of these values. High values of minimum \( c_k \) correspond to non-critical situations, whereas (5) becomes critical whenever the minimum \( c_k \) is too small. For example, the case of Fig. 6 is considered to be non-critical since the minimum of the three values of \( c_k \) is equal to \( 2.3 \times 10^{-2} \) (with a corresponding \( U_{\text{max}} \approx 3.8 \)). It is of importance to observe that \( c_k \) in (12) does not depend on the wavelength and is expressed in terms of normalized distances, so that the \( c_k \) values are influenced only by the element shape in the global object space and not by the element width. Fig. 7, for example, reports the contour plot of the minimum value of the constants \( c_k \) as a function of the parent observation point coordinates \((\xi_1, \xi_2, \xi_3 = 1 - \xi_1 - \xi_2)\) of the triangular simplex (at left), and as a function of the parent observation point coordinates \((\xi_1, \xi_2, \xi_3 = 1 - \xi_1 - \xi_4)\) of the parent quadrilateral element (at right). For the sake of clarity, Fig. 7 considers only the case of observation points located in the element internal region (self-element case), although critical situations for \( d = 0 \) occur also in case of observation points located outside of the element region, whenever the observation point is very close to one side of the entire element. Numerical integration of (5) over object space elements having the shape of those of Fig. 7 is critical if the observation point happens to be located in the darker regions of the figure, where the minimum \( c_k \) is very small. The choice of the quadrature rule to evaluate the moment method testing integrals over elements of this kind should then be made so as to reduce, if possible, the number of quadrature points in the darker regions of Fig. 7.

The results reported in Fig. 8 consider a typical critical situation and are again relative to a self-element case for the triangle \( T_{30} \), with \( \Lambda(r) = 1 \). With respect to Fig. 6 we have only...
changed the position of the observation point, whose global coordinates \((x, y)\) are reported in meters in the body of the figure (notice that \(x = y\)). This observation point has been chosen from the 33 points that are used for a symmetrical Gaussian quadrature over the triangle \(T\), according to the quadrature rule of degree 12 given in [33]. The observation point at issue here is that associated with the minimum value of \(c_k \approx 1.39 \times 10^{-4}\), with \(\log_{10}(c_k) = -3.857\) and \(U_{\text{max}} \approx 8.88\). In this case, the improvement in convergence of the results toward the exact solution provided by Gautschi’s integration of (10) is more evident than that shown in Fig. 6. In fact, to obtain results to machine precision with 5 radial samples, the Gauß algorithm still requires 8 transverse samples whereas Gauss-Legendre integration of (16) now requires more than 12 transverse samples. Notice also how, for a fixed number of total samples, Gauß integration of (10) now increases by one to five the number of significant figures of the result with respect to the number of significant digits obtained by Gauss-Legendre integration of (16). For example, Fig. 8 at left shows that with 7 transverse and 5 radial samples the star result is correct to more than 12 significant figures whereas, for the circle result, one counts 7 significant figures.

The results for the integral (5) reported on the left-hand side of Fig. 9 are relative to triangle \(T_{10}\) in the self-element case already considered in Fig. 6, whereas the results on the right-hand side are relative to triangle \(T_1\) in the self-element critical case of observation point located as in Fig. 8. The global coordinates \((x, y)\) of the observation point are reported in meters in the body of the figure, which consider four different polynomial \(\Delta\) functions. The exponents \([a, b, c] = [0, 0, 0], [1, 1, 1], [4, 0, 0], [0, 0, 4]\) of the scalar function \(\Delta(\mathbf{r}) = x^a y^b (1 - x_T - y_T)^c\) label the results in the figure. Notice how Gauss-Legendre integration of (16) for \(\Delta(\mathbf{r}) = x_T^a y_T^b\) gives results of the same precision, although there are differences in the numerical values of these results (the numerical precision obtained by Gauss-Legendre integration of (16) does not permit showing in the figure the differences between the two results). The quality of the results obtained
by Gautschi’s integration of (10) is superior to the quality of the results obtained via Gauss-Legendre integration of (16). This is even more evident in the critical case considered in the right-hand side of Fig. 9, which shows that machine precision results can always be obtained by use of (10), whereas this does not happen when numerical integration is done using (16), particularly in the case of the quartic source densities \( \mathbf{A}(\mathbf{r}) = x_1^2 \) and \( \mathbf{A}(\mathbf{r}) = y_1^2 \). However, one should notice that elements of the size of one wavelength, such as \( T_1 \), are seldom used in numerical applications. The results of Fig. 9 show that Gautschi’s integration with the number of samples reported in Tables IV and V can be employed with great confidence to numerically evaluate the non-displaced potentials of quartic sources over domains of size up to about one-third or one-half of a wavelength. In fact, in Fig. 9, machine precision results for \( T_{10} \) are obtained with 6 (= \( n_0 + 3 \)) radial and 11 (= \( n_0 + 6 \)) transverse samples, whereas 9 radial (= \( n_0 + 6 \)) and 17 transverse (= \( n_0 + 12 \)) samples yield machine precision results for the triangle \( T_1 \).

We finally discuss results for dynamic near-singular potential integrals, with observation point displaced at a distance \( d \) from the plane of the integration domain. In spite of the fact that \( \text{displaced} \) integrals are never singular, their numerical evaluation, also in the static limit (see Fig. 5), requires a higher number of radial points with respect to the number required to deal with the case of \( d = 0 \). As discussed in Section IV, this happens because the pole \( \tilde{\varphi} \) of the integral kernel is \( \rho \)-dependent for \( d \neq 0 \). In the dynamic case, the kernel of the integral also contains the exponential factor \( e^{ik\tilde{r}} \), which requires a further increase in the number of radial and transverse samples. This is not surprising if one considers the expression of the distance \( R \) from observation to integration point. For example, the normalized distance (6) is linear in \( \rho \) if \( d_k = 0 \), that is for observation points located in the plane of the source domain, whereas it becomes a rather complex expression in \( \rho \) and \( \varphi \) (or \( T \)) whenever \( d_k \neq 0 \). To deal with a displaced dynamic case one has to use much denser grids for trigonometric reasons, since one is actually faced with the problem of numerically representing the distance \( R \) that appears in the factor \( e^{ik\tilde{r}} \) in terms of an angle \( \alpha \) that is a complicated function of the integration point coordinates, with \( R = d/e^{\cos\alpha} \). The effect of the trigonometric problem is reduced by moving the observation point further off the plane of the source domain, and indeed the most difficult displaced dynamic integrals are obtained for very small, but non-vanishing \( d \) values.

The results of Figs. 10 and 11 are relative to the convergence study of the nearly singular integral (5) over \( T_{10} \), with \( \lambda = 10 \) [\( \text{m} \)] and observation point \((x, y, z) = (0.1, 0.1, 0.1) \) [\( \text{m} \)], for \( d = 0.1 \) [\( \text{m} \)] (Fig. 10), and \( d = 0.01 \) [\( \text{m} \)] (Fig. 11). Fig. 10 considers the case of \( A(\mathbf{r}) = 1 \), and \( d = 0.01 \lambda \). As stated, the Gautschi quadrature rule to integrate in \( \varphi \) is \( \rho \)-dependent in this case, since the pole \( \tilde{\varphi} \) moves whenever \( \rho \) is changed (see (11)). The same quadrature rule to integrate in \( \varphi \) can be used for all \( \rho \in [0, 1] \) only if the pole at \( \varphi = \tilde{\varphi} \) is \( \rho \)-invariant, as happens only in the non-displaced case of \( d = 0 \). However, we have also computed (5) by integrating (10), for all the 32 \( \rho \)-samples of Fig. 10, with the same Gautschi quadrature rule derived for \( \tilde{\varphi} \) value one has in case of \( d = 0 \); the results obtained in this manner are labelled with triangles in Fig. 10. These results are reported just to show the possibility of reducing the computational burden of the Gautschi algorithm by assuming pole invariance on adjacent \( \rho \)-samples. The Duffy results of Fig. 10 were obtained by integrating (9) numerically, whereas the results labelled by squares (GL rational) were obtained by Gauss-Legendre integration of (10). It is of interest to observe the rather poor quality of the Duffy results; in fact, the quality of the results obtained by using a brutal simplification of the Gautschi scheme (i.e., the triangle-results) is superior to the Duffy one.

Fig. 11 was obtained by locating the observation point \((x, y, z) = (0.01\lambda, 0.01\lambda, 0.001\lambda) \) at a closer distance from the plane of the source domain, with respect to the distance used to get the results of Fig. 10. Therefore, to obtain machine precision results, we used \( \rho \)-grids much denser than that used in Fig. 10. The results for \( \Delta(\mathbf{r}) = x_1^4 \) are reported on the left side of Fig. 11, while the results on the right hand side were obtained for \( \Delta(\mathbf{r}) = (1 - xT - yT)^4 \). The number of radial samples to achieve convergence of the Gautschi results agrees with the number reported in Table IV; convergence of the results is obtained here with 11 (= \( n_0 + 6 \)) transverse samples, that is for \( \Delta m = 6 \), again in agreement with Tables IV and V. Fig. 11 illustrates that usually the most difficult near-singular integrals are those relative to \( \Delta \) functions of higher order that are significantly different from zero in the neighborhood of the normal projection of the observation point onto the plane of the source domain.

VII. CONCLUSION

A new technique for machine precision evaluation of singular and nearly singular potentials integrals with \( 1/R \) singularities is presented. The quadrature scheme, based on the cancellation method, works for two- and three-dimensional integrals, and is developed in the parent reference frame of the integration domains by using, from the very beginning, the language and the techniques well known to finite element analysts. A detailed
analysis of the reason why nearly singular integrals are often more difficult to evaluate than singular ones is provided. The most important feature of the scheme is that it exactly integrates the static potential of polynomial source distributions. The rules to achieve machine-precision accuracy in the static and dynamic case of 2D integrals are provided, and several numerical results for the triangular element are presented.

APPENDIX I
TRANSFORMATION FORMULAS FOR SINGULARITY CANCELLATION IN THE PARENT DOMAIN

As stated in Section III, for a given element of size \( \sigma \), a potential integral on \( \xi \) over the element region \( E_\xi \) is subdivided into \( \sigma \) sub-integrals, with integral subdomains obtained by joining, in the parent space, a point \( \xi^p \) to each vertex of the parent domain (see Fig. 1). The variable transformation formulas are obtained by applying, in the parent space, the general four-step procedure described in the following paragraphs.

A. Duplication of the Parent Set

Beside the parametric set \( \xi \), we introduce a second set \( \Upsilon \) of normalized coordinates having the same size as \( \xi \). The \( \Upsilon \)-parametric coordinates satisfy the same dependency relationships that hold for the \( \xi \)-coordinates, and the region \( E_\Upsilon = \{ \Upsilon_i | \Upsilon_i \geq 0, \forall i \in [1, \sigma] \} \) is a copy of the entire integration domain \( E_\xi \); in other words, the two sets \( \xi \) and \( \Upsilon \) are equivalent except for the name given to the coordinates of each set.

B. Introduction of the Pseudo-Radial Variable

We introduce a new parametric variable \( \nu \geq 0 \), and then append this variable to the duplicated set \( \Upsilon \) to form the new parametric set \( \Upsilon_\nu = (\Upsilon_1, \Upsilon_2, \ldots, \Upsilon_\sigma, \nu) \), with size equal to \( \sigma + 1 \).

C. Radial-Binding at \( \xi^p \)

We bind the \( \xi \) and the \( \Upsilon_\nu \) set together by setting

\[
\xi_i = \xi_i^p (1 - \nu) + \nu \Upsilon_i, \quad \text{for } i = 1, 2, \ldots, \sigma \tag{29}
\]

so to obtain, for all the allowed values of the integer subscript \( i(= 1, \sigma) \)

\[
\begin{cases}
\xi_i = \xi_i^p & \text{at } \nu = 0 \\
\xi_i = \Upsilon_i & \text{at } \nu = 1
\end{cases}
\tag{30}
\]

The pseudo-radial variable \( \nu \) binds the two sets together at \( \xi^p \) since, for \( \nu \neq 0 \), (29) requires \( \Upsilon_i = \xi_i^p \) whenever \( \xi_i = \xi_i^p \).

D. Subdomain Selection via Zero-Blocking and Variable Transformation Formulas

By blocking to zero one \( \Upsilon \)-coordinate at a time of the augmented set \( \Upsilon_\nu \), one obtains \( \sigma \) different sets of size \( \sigma \) that are used together with (29) to subdivide the original parent domain into \( \sigma \) subdomains. Only the unblocked coordinates can vary in a blocked set, although all the coordinates remain bounded by the dependency relationships duplicated in the first step A. The transformation formulas for integration on the \( k \)th subdomain via singularity cancellation are thus simply obtained by setting

\[
\Upsilon_k = 0 \tag{31}
\]

in (29), for \( k = 1, 2, \ldots, \sigma \). The \( k \)th subdomain is mapped by the region \( \{ \nu \in [0, 1], \Upsilon \in E_\Upsilon \text{, with } \Upsilon_k = 0 \} \). The coordinate-surface \( \xi_k = 0 \) bounds the \( k \)th subdomain as well as the entire parent element; hence, because of (29), (31) and the second of (30), this yields \( \Upsilon_k = \xi_k = 0 \) at \( \nu = 1 \).
E. Transformation Jacobians

The Jacobians of the variable transformation formulas vanish at \( \nu = 0 \), where the parent integration point \( \mathbf{ξ} \) coincides with \( \mathbf{ξ}^0 = (\xi_1^0, \xi_2^0, \ldots, \xi_n^0) \); this is why \( \nu \) is referred to as a pseudo-radial variable. In particular, for the \( k \)th subdomain selected by setting \( \Upsilon_k = 0 \), the Jacobian \( \mathbf{J}_k \) becomes \( \mathbf{J}_k = \varepsilon_0 \nu \) in case of 2D elements whereas, for 3D-elements, one has \( \mathbf{J}_k = \varepsilon_0 \nu^2 \).

**Appendix II**

**STUDY OF THE ESSENTIAL SINGULARITY OF THE EXPONENTIAL FACTOR APPEARING IN (10)**

For the kernel of (10), it is of importance to study the behavior of the exponential factor as a function of the new integration variables \((\rho, \varphi)\). The distance \( R \) reads

\[
R = \frac{\varphi}{\varphi - \varphi_k} f_k(\rho, \varphi) \geq 0
\]

(32)

with

\[
\lim_{\rho \to 0} R = \ell_k d_k = d_1, \quad \forall \varphi
\]

(33)

and where \( f(\rho, \varphi) \) is an irrational algebraic function that is equal to \( d_1 \) in the limit \( \rho \to 0 \). The basis function \( \Lambda \) in (10) is actually computed in terms of the parent or of the object-space coordinates, which are easily obtained by sequentially mapping the given integration point \((\rho, \varphi)\) backward into the corresponding point of the \((\rho, \varphi)\)-space, then into the point \( \mathbf{ξ} \) of the parent-space, and finally into the point \( \mathbf{r}' \) of the global space. The expression for \( f(\rho, \varphi) \) is not reported because the backward mapping already done for \( \Lambda \) makes it more convenient to evaluate the distance \( R = |\mathbf{r} - \mathbf{r}'| \) directly in the object-space, without using (32). However, (32) and (33) are important and deserve further discussion. We first observe that (33) and (6) coincide at \( \rho = 0 \), whereas one needs to separately consider the cases of \( d_k = 0 \) and \( d_k \neq 0 \) in order to prove (33) by starting with (32). In fact, for \( d_k = 0 \), \( \mathbf{ξ} \) is \( \rho \)-invariant and (32) simplifies into (13). Conversely, for \( d_k \neq 0 \), (11) implies \( \varphi \to -\infty \) in the limit \( \rho \to 0 \), with a corresponding distance \( R \) that becomes approximately equal to \( \ell_k f(\rho, \varphi) \) at very small \( \rho \) values. Since \( f(\rho, \varphi) \) never vanishes at \( \varphi = \varphi_k \), unless \( d_k \) and \( \rho \) are zero,

\[
f(\rho, \varphi) \equiv (1 - \varphi) [\mathbf{r}(\rho, 0) - C_k]
\]

(34)

\[
\lim_{\rho \to 0} f(\rho, \varphi) = d_k
\]

(35)

equations (32) and (33) clearly show that \( R \) has a real-negative pole at \( \varphi = \varphi_k \), and that the pole vanishes in the limit for \( \rho = 0 \). At the same time, the exponential factor \( \exp(-j k R) \) exhibits an essential singularity at \( \varphi = \varphi_k \) which vanishes in the limit for \( \rho = 0 \). In spite of this, recall that the kernel of (10) always exhibits a pole at \( \varphi = \varphi_k \), also in the limit for \( \rho = 0 \). The effect of the essential singularity of the exponential factor over the integration interval \( \varphi \in [0, 1] \) is mitigated by the fact that \( \varphi \) is always outside the integration interval, and also because of the special form of (13) and (32), which contain the pole-term \( 1/(\varphi - \varphi_k) \) multiplied by the factor \( \varepsilon_0 \). The singularities of \( R \) and of the exponential factor are indeed weakened by decreasing the value of \( \rho \in [0, 1] \), and they disappear at \( \rho = 0 \) as reported in (33). As a matter of fact, in spite of the singularity, one can numerically prove that the truncated series that follows converges rapidly for all \( \varphi \in [0, 1] \), and for constant \( \rho \in [0, 1] \)

\[
\exp(-j k R) \sim \frac{a_0}{(\varphi - \varphi_k)} + \frac{a_1}{(\varphi - \varphi_k)^2} + \cdots
\]

(36)

\[
+ \frac{a_N \varphi^N}{(\varphi - \varphi_k)^{N+1}}
\]

(37)

though, as previously stated, (13), (32) and (36) are never used to evaluate (10) numerically.

**Appendix III**

**TRANSFORMATION FORMULAS FOR 3D ELEMENTS**

Table II summarizes the results obtained by subdividing the most common 3D-element geometries about the parent-point \( \mathbf{ξ}^0 \), according to the procedure described in Appendix I. Recall that the procedure aims at dealing with hyper-straight elements for which the straight lines that divide the parent element are mapped by (2) into straight lines that join the observation point \( \mathbf{r} \) to the vertices of the object element. The case of the pyramidal element in the last row of Table II is therefore considered only for the sake of completeness, since the pyramidal element discussed in [30] is not hyper-straight. In order to deal with a non hyper-straight element, one must first subdivide the object element into sub-tetrahedrons and then re-parameterize each object subdomain before using the proper result of Table II.

All the elements of Table II are split into sub-tetrahedrons and/or into square-based sub-pyramids, and \( \mathbf{ξ}^0 \) is the common tip of all the sub-pyramids/sub-tetrahedrons associated with a given element. Each subdomain retains only one face of the original element, which in Table II is understood to be the \( \xi_k = 0 \) face, and inherits the local order number of the element face that backs up the subdomain itself. The \( k \)th subdomain is therefore the only one bounded by the \( k \)th face of the entire element. For example, the \( k \)th face of the prism of Fig. 4 (at left) is a quadrilateral and the \( k \)th subdomain based on this face is a pyramid, while for the \( k \)th triangular face of the tetrahedron shown at right the \( k \)th subdomain backed up by this face is a tetrahedron.

Subdomain integration can be performed by integrating first on layers parallel to the retained \( \xi_k = 0 \) face and then along the pseudo-radial \( \nu \)-direction. With this observation in mind, we iterate the procedure and further subdivide the subdomains of Table II by means of (3) and (4).

By cutting the \( k \)th subdomain with a sheaf of planes parallel to the \( k \)th element’s face (the parametric equation of these planes is \( \nu = const., \) with \( 0 \leq \nu \leq 1 \)) we subdivide the sub-pyramids and the subtetrahedrons into layers of quadrilaterals and triangles, respectively. For example, the subpyramid at left in Fig. 4 has a stack of three quadrilaterals, and the subtetrahedron at right has a stack of three triangles. In the global space, the straight line \( t_k \) is drawn to normally project the observation point \( \mathbf{r} \) onto the parallel layers of the \( k \)th subdomain, \( t_{k, \mathbf{u}} \) is the normal projection of \( \mathbf{r} \) onto the \( k \)th element face, and \( \ell_{k, \mathbf{u}} \) is the length of the edge \( k \mathbf{u} \alpha \) common to the \( k \)th and \( \alpha \)th element face. The dummy index \( \alpha \) is specified as reported in Table II, and it stands for \( \ell, \mathbf{m}, \) or \( n \) when dealing with a sub-tetrahedron, or for \( p, q, s, \) or \( t \) when dealing with a sub-pyramid.
Fig. 4 shows that the observation point \( \mathbf{r} \) is the center of similarity transformations. These transformations multiply all distances of the \( k \)th subdomain by \( \nu \), with \( \nu = 0 \) at \( \mathbf{r} \), and \( \nu = 1 \) for all points lying on face \( k \) opposite to the observation point. As shown at the bottom of Fig. 4, the normal projections of the observation point \( \mathbf{r} \) onto all layers of the \( k \)th stack coincide into one point in the bottom-view of the \( k \)th subdomain. That is to say that the parent normalized coordinates of the normal projections are the same for all the quadrilaterals or triangles of the stack. In the following, the parent coordinates of these normal projections are \( \{ \xi_k \} = \{ \xi_{kl}, \xi_{km}, \xi_{kn} \} \) for the \( k \)th tetrahedral subdomain whereas, for pyramidal subdomains, the parent coordinates of the normal projections are \( \{ \xi_p \} = \{ \xi_{kp}, \xi_q, \xi_s = \xi_{ks}, \xi_t = \xi_{kt} \} \). The above observation is of importance for integrating by a change of variables on layers parallel to the \( k \)th face, thereby transforming the \( \xi \)-parent coordinates by use of Table II and then by use of formulas (38)–(41), reported below. To perform the latter change of variables, one needs to calculate only the parent coordinates of the normal projection \( \mathbf{r}_k \), since the parent coordinates of the normal projection on all the quadrilateral or triangular parallel layers do not change. As a matter of fact, a 3D element is broken into subdomains to ultimately subdivide, about the line \( t_k \), the stack of layers relative to the \( k \)th tetrahedral (or pyramidal) subdomain into three (or four) stacks of sub-triangles. Obviously, the same result could be obtained by subdividing first about the line \( l_k \) the \( k \)th subdomain into three (or four) sub-tetrahedrons that retain only one edge of the \( k \)th face of the original 3D element, and then cut the sub-tetrahedrons obtained in this manner with a sheaf of \( \nu = \text{const} \), planes.

It is now plain that one integral over a tetrahedral subdomain of Table II is actually decomposed into three volumetric sub-integrals. The new variable transformation formulas associated with these sub-integrals are obtained directly from (3) by re-defining, in three different ways (one per sub-subdomain), the variables \( \xi_k, \xi_m \) and \( \xi_n \) of the central column of Table II. To do this we select the point with parent coordinates \( \{ \xi_k = 0, \xi_l = \xi_{kl}, \xi_m = \xi_{km}, \xi_n = \xi_{kn} \} \) of the \( k \)th surface. Recall that this point is obtained by projecting the observation point \( \mathbf{r} \) of parent coordinates \( \{ \xi_1^p, \xi_2^p, \ldots, \xi_{n-1}^p \} \) onto the object-domain surface \( \xi_k = 0 \). Since \( \xi_{kl} + \xi_{km} + \xi_{kn} = 1 \), (3) yields

\[
\begin{align*}
\Upsilon_a &= \xi_{ka} (1 - \rho) \\
\Upsilon_b &= \xi_{kb} (1 - \rho) + \rho \Upsilon \\
\Upsilon_c &= \xi_{kc} (1 - \rho) + \rho (1 - \Upsilon)
\end{align*}
\tag{38}
\]

where the dummy subscripts \( a, b, \) and \( c \) are in turn given by one of the following three cyclic permutations of the \( \ell, m, n \) subscripts of Table II

\[
\{a, b, c\} = \begin{cases} \\
\{\ell, m, n\} \\
\{n, \ell, m\} \\
\{m, n, \ell\} \\
\end{cases}
\tag{39}
\]

so that one has \( \Upsilon_a + \Upsilon_b + \Upsilon_c = 1 \). The three sets of sub-subtetrahedron transformation formulas are then obtained by substituting (38), (39) into the transformation formulas for \( \xi_k, \xi_m \) and \( \xi_n \) given at top of Table II. These transformations map each sub-subtetrahedron into the cube-shaped region \( \{ 0 \leq \nu \leq 1, 0 \leq \rho \leq 1, 0 \leq \Upsilon \leq 1 \} \). The Jacobian \( J_{\mathbf{k}} = (\xi_{ka} \xi_{kb} \xi_{kc})^{1/2} \rho \) of these transformations (for \( a = \ell, m, \text{ or } n \)) has a first- and a second-order zero at \( \rho = 0 \) and at \( \nu = 0 \), respectively.

Similarly, the sub-pyramid associated with the \( k \)th quadrilateral face of a given original element of Table II is subdivided into four sub-subtetrahedrons that retain only one edge of the original element by selecting, on the \( k \)th surface \( \{ \xi_k = 0 \} \), the parent point \( \{ \xi_k = 0, \xi_p = \xi_{kp}, \xi_q = \xi_{kq}, \xi_s = \xi_{ks}, \xi_t = \xi_{kt} \} \), with \( \xi_{kp} + \xi_{kq} = 1 \) and \( \xi_{ks} + \xi_{kt} = 1 \). Use of (4) yields

\[
\begin{align*}
\Upsilon_a &= \xi_{ka} (1 - \rho) \\
\Upsilon_b &= \xi_{kb} (1 - \rho) + \rho \Upsilon \\
\Upsilon_c &= \xi_{kc} (1 - \rho) + \rho (1 - \Upsilon) \\
\Upsilon_d &= \xi_{kd} (1 - \rho) + \rho (1 - \Upsilon)
\end{align*}
\tag{40}
\]

where the dummy \( a, b, c, \) and \( d \) subscripts are given by one of the following four permutations of the \( p, q, s, t \) subscripts

\[
\{a, b, c, d\} = \begin{cases} \\
\{p, q, s, t\} \\
\{s, t, q, p\} \\
\{q, p, t, s\} \\
\{t, s, p, q\}
\end{cases}
\tag{41}
\]

that yield \( \Upsilon_a + \Upsilon_b = 1 \) and \( \Upsilon_c + \Upsilon_d = 1 \). Four sets of transformation formulas are then obtained by substituting (40), (41) into the expressions of \( \xi_p, \xi_q, \xi_s \) and \( \xi_t \) reported at top of Table II. These transformations map each of the four sub-subtetrahedrons into the cube-shaped region \( \{ 0 \leq \nu \leq 1, 0 \leq \rho \leq 1, 0 \leq \Upsilon \leq 1 \} \). Once again, the Jacobian \( J_{\mathbf{k}} = (\xi_{ka} \xi_{kb} \xi_{kc} \xi_{kd})^{1/2} \rho \) of these transformations (for \( a = p, q, s, \text{ or } t \)) has first- and second-order zeroes at \( \rho = 0 \) and at \( \nu = 0 \), respectively.
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