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Abstract— Software routers are becoming an important alter-
native to proprietary and expensive network devices, because they
exploit the economy of scale of the PC market and open-source
software. When considering maximum performance in terms of
throughput, PC-based routers suffer from limitations stemming
from the single PC architecture, e.g., limited bus bandwidth, and
high memory access latency. To overcome these limitations, in
this paper we present a multistage architecture that combines a
layer-2 load-balancer front-end and a layer-3 routing back-end,
interconnected by standard Ethernet switches. Both the front-end
and the back-end are implemented using standard PCs and open-
source software. After describing the architecture, evaluation
is performed on a lab test-bed, to show its scalability. While
the proposed solution allows to increase performance of PC-
based routers, it also allows to distribute packet manipulation
functionalities, and to automatically recover from component
failures.

I. INTRODUCTION

Software routers based on off-the-shelf personal-computer
(PC) hardware and open-source software are becoming ap-
pealing alternatives to proprietary network devices because
of the wide availability of multi-vendor hardware, the low
cost and the continuous evolution driven by the PC-market
economy of scale. Indeed, the PC world benefits from the
de-facto standards defined for hardware components, which
enable the development of an open multi-vendor market, and
the large availability of open-source software for networking
applications, such as Linux [1], Click [2] and the BSD
derivatives [3] for the data plane, as well as Xorp [4] and
Zebra/Quagga [5] for the control plane.

Several criticisms can be raised against software routers,
e.g., software limitation, lack of hardware support, scalabil-
ity problems, lack of advanced functionalities; even though,
performance limitations are compensated by the natural PC
architecture evolution. Current PC-based routers and switches
have a traffic-switching capability in the range of a few
gigabits per second, which is more than enough for a large
number of applications. However, when looking for high-
end performance, PC-based routers are affected by many
limitations. In [6], where commercial Network Interface Cards
(NIC) were used to build a router running both the standard
Linux and the Click Internet Protocol (IP) stack, we showed
that it is not possible to route a single 1-Gbit/s traffic flow
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Fig. 1. Saturation forwarding rate vs. Ethernet-frame size for a Linux router
using commercial NICs

consisting of only minimum-size Ethernet1 frames, even if the
PCI bus bandwidth is 8 or 16 Gbit/s. The main limitations stem
from central-processing unit (CPU) overloading and from large
memory-read latency. In this paper we consider Linux kernel
as the software router Operating System.

Indeed, the performance of PC-based routers is mainly
limited by two factors, as shown in Fig. 1, which models the
saturation forwarding rate for a PC with a 8-Gbit/s PCI bus
versus the Ethernet-frame size. First, for small-size packets,
the forwarding-rate bottleneck, stemming from the maximum
packet rate (which was observed to be 640 kilo-packets per
second (kpps) in [6]) that the architecture can forward because
of CPU availability and memory-read-latency constraints. Sec-
ond, for large-size packets, the PCI-bus maximum bandwidth.
The 4-Gbit/s figure is due to the internal PC architecture,
which forces packets to go twice through the 8-Gbit/s PCI bus.
Therefore, while a rough capacity of 8-Gbit/s is available, the
real capacity of a high-end PC is limited to the operating area
highlighted by the shadowed pattern in Fig. 1.

Moreover, another important limitation of current PC based
architectures is due to the number of interfaces that can be
hosted in a single PC. Indeed, the number of PCI slots is
usually limited to 5 or 6 slots, and the number of Ethernet
ports per PCI card is limited to 4, therefore bounding to about
24 the number of ports a single PC router can host. Moreover,

1In this paper we refer to both “Ethernet 2.0” and “IEEE802.3” as
“Ethernet”.
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Fig. 2. Schematic of the multistage architectures

by sharing a single PCI slot, multi-port PCI cards usually face
additional performance limitations.

Multistage architectures [7] have been studied to overcome
the single machine limitations. Initially studied in the context
of circuit oriented networks, they have been traditionally
used in the design of parallel computer systems, and lately
considered a viable mean to build large switching elements [8],
[9].

To overcome the single PC limitations, in this paper we
propose a multistage bidirectional architecture, in which layer-
2 (Ethernet) switching and layer-3 (IP) routing capabilities
are distributed among stages. Fig. 2 sketches the proposed
architecture. The idea is to use a front-end stage made of a
set of PCs that act as simple layer-2 switching elements that
load balance incoming packets. A back-end stage comprising
a second set of PCs is then used to perform more complex
operations, e.g., layer-3 forwarding, classification, filtering,
accounting, etc. We will refer to the first-stage elements as
L2-balancers, while the back-end elements will be referred to
as L3-routers. The two stages are interconnected by means of
one (or more) layer-2 switch, which offers a logically fully-
connected mesh between each balancer and each router.

The goal of the balancers is to uniformly distribute packets
to the back-end routers by correctly addressing (at layer-2) the
back-end NIC addresses. Considering the back-end routers,
they act as traditional layer-3 routers, which receive, manage
and forward packets using the traditional IP paradigm.

The proposed architecture allows to overcome the perfor-
mance limit of a single router by offering parallel paths. It
also allows to scale the total NIC number the node can host,
by offering a total number of PCI slots which grows linearly
as the number of L2-balancers. In addition, the multistage
architecture can be exploited to automatically recover from
faults, i.e., reconfiguration can occur in case of any PC/switch
failure.

In this paper we evaluate the scalability of this architecture
by measurements using a laboratory test-bed. Functionalities
distribution across layer-3 routers could be obtained as an
additional advantage of the proposed architecture, but it is
beyond the scope of this paper. Similarly, issues related to the
management of the architecture, i.e., to the “control plane” of
an IP router, are not discussed.

. . . . . NIC N

CPU RAM

FSB MB

CHIPSET

PCI          BUS

NIC 2NIC 1

Fig. 3. Key components in a PC-based software router

The rest of the paper is organized as follows. Sec. II gives a
quick introduction to the PC architecture, describes the opera-
tions and the bandwidth limitations of its key components,
and explains how a PC can be used as an IP router and
summarizes its performance limits. Sec. III describes the main
features of the multistage architecture we propose. Sec. IV
introduces the experimental setup, describes the performed
tests, and comments on the obtained results. Finally, Sec. V
concludes the paper.

II. SOFTWARE ROUTER ARCHITECTURE

A. PC Hardware architecture

A PC comprises three main building blocks: central pro-
cessing unit (CPU), random access memory (RAM), and
peripherals, glued together by the chipset, which provides
complex interconnection and control functions.

As sketched in Fig. 3, the CPU communicates with the
chipset through the front-side bus (FSB). The RAM provides
temporary data storage for the CPU, and can be accessed by
the memory controller integrated on the chipset through the
memory bus (MB). The NICs are connected to the chipset by
the PCI shared bus.

Today’s state-of-the-art CPUs run at frequencies up to
3.8 GHz. High-end PCs are equipped with chipsets supporting
multiple CPUs connected in a symmetric multiprocessing
(SMP) architecture. Typical configurations comprise 2, 4, 8
or even 16 identical CPUs.

The front-side bus is 64-bit wide and is driven by a 100-
to 266-MHz quad-pumped clock, allowing for a peak transfer
rate ranging from 3.2 Gbyte/s to 8.4 Gbyte/s.

The memory bus is usually 64-bit wide and runs at
100, 133, 166, or 200 MHz with double-pumped transfers, pro-
viding a peak transfer rate of 1.6, 2.1, 2.7, or 3.2 Gbyte/s.
In high-end PCs, the memory bandwidth is further doubled,
bringing the bus width to 128 bits, by installing memory banks
in pairs. Note that this allows to match the memory-bus peak
bandwidth to that of the front-side bus.

The PCI protocol is designed to efficiently transfer the
contents of large blocks of contiguous memory locations
between the peripherals and the RAM, without requiring any
CPU intervention, i.e., using Direct Memory Access (DMA).
Depending on the PCI protocol version implemented on the
chipset and the number of electrical paths connecting the
components, the bandwidth available on the bus ranges from
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about 125 Mbyte/s for PCI 1.0, which operates at 33 MHz
with 32-bit parallelism, to 4 Gbyte/s for PCI-X 266, when
transferring 64 bits on a double-pumped 133-MHz clock.

Typically, Ethernet NICs operate as bus-masters to offload
the CPU from performing bulk data transfers between their
internal memory and the RAM. Incoming packets are first
buffered on the NIC, then transferred to to RAM in DMA
through the PCI bus, and packet descriptors are stored in ring
data structures implemented in RAM. Each NIC is connected
to one interrupt-request (IRQ) line, that is used to notify the
CPU of events that need service from the operating system.

Summarizing, common PC hardware enables to easily im-
plement a shared-bus, shared-memory router, where NICs
receive and transfer packets directly to the RAM, the CPU
routes them to the proper output ring buffer in RAM, and
NICs fetch packets from the RAM and transmit them on the
wire. In such configuration, each packet travels twice through
the PCI and the memory bus, effectively halving the bandwidth
available for routing traffic. Therefore, a high-end PC equipped
with a PCI-X bus should in principle be able to offer a
backplane throughput of up to 16 Gbit/s.

B. Single PC Performance

In this section, we briefly summarize the performance
limitation a single PC suffers when used as software router.
Readers interested in a deeper performance evaluation can
refer to [6]. We consider as baseline system a PC equipped
with PCI-X Intel PRO/1000 linecards, a single Intel Xeon CPU
running at 2.6 GHz, 1 Gigabyte double-pumped, 128-bit wide,
200 MHz DDR RAM and PCI-X bus running at 133 MHz.
We consider Linux kernel version 2.6.12 as reference archi-
tecture. NAPI is enabled at the NIC driver. An Agilent N2X
RouterTester 900 [10], equipped with 8 Gigabit-Ethernet ports,
which can transmit and receive Ethernet frames of any size at
full rate, was used to generate traffic as well as sourcing and
sinking traffic in routing tests.

Fig. 4 reports the throughput in packets per second (pps)
when a single flow is loading the router, i.e., packets enter
the router from a single Gigabit-Ethernet NIC and have
to be routed toward a different Gigabit-Ethernet NIC. Both
the theoretical throughput (dashed curve), and the measured
throughput (solid line) are reported, highlighting the impact of
optimized buffer management (black dots) or standard memory
allocation (white dots). The plot clearly shows the impact
of packet size on the performance, showing that a single
PC can only reach about 640 kpps considering 64-byte-long
minimum-size Ethernet frames. As pointed out in [6], the limit
stems from the high latency faced by the output NIC when
requesting (via a DMA operation) a packet from the main
memory. Moreover, when more complex operations have to
be performed by the CPU, e.g., imposing Access Control List
(ACL) rules, Network Address Translation (NAT) operations,
etc., the per-packet processing time can increase so as to
reduce even more the maximum throughput a single PC can
sustain. Since the optimized memory management is shown to
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guarantee (slightly) better performance, in the following tests
we will always adopt it.

III. MULTISTAGE ARCHITECTURE

The previously exposed limitations of a single PC drove the
design of a multistage architecture. The idea is to have a first-
stage of load-balancing switches (L2-balancers), and a back-
end stage of IP routers (L3-routers), which are interconnected
by means of standard Ethernet switches. Both L2-balancers
and L3-routers will be implemented by standard PCs equipped
with several linecards, and running a (possibly modified)
version of the Linux kernel. Fig. 2 sketches the architecture,
in which Input/Output cards are on the leftmost part of the
figure. Packets arriving at the router input ports will be

1) received by a L2-balancer front-NIC, processed by
its CPU to perform simple and fast load balancing
among the back-end routers, then transmitted by the L2-
balancer back-NIC toward the interconnection network;

2) switched by the interconnection network to the proper
L3-router NIC;

3) received by the L3-router and processed by its CPU to
perform the required packet operations, then transmitted
toward the interconnection network;

4) switched by the interconnection network to the proper
L2-balancer back-NIC;

5) received by the L2-balancer back-NIC, processed by its
CPU to switch the packet toward the proper L2-balancer
front-NIC, then transmitted toward the next-hop node.

Note that, being the ports of a router bidirectional ports,
packets are forced to enter and exit from and to the same
port.

A. L2-Load Balancer Operation

The operations at item 1) require the load balancer to
forward packets from the front-NIC to the back-NIC, possibly
adapting the layer-2 framing formats. Several algorithms can
be implemented, from a simple round-robin scheme to more
complex algorithms that, e.g., guarantee in-sequence routing
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of packets [9], or balance packets to a particular L3-router
based on QoS parameters. Load balancing is obtained simply
by setting the destination MAC address of the Ethernet frame,
so that the proper L3-router Ethernet NIC is addressed2.

For the sake of simplicity, in the paper we consider a simple
round-robin scheme, and detail three possible implementations
in the Linux kernel:

ODB — Output Driver Balancing: in this case, packets
follow the standard path in the Linux kernel, where they are
routed according the IP rules. When a packet is scheduled for
transmission to a back-NIC via the hard start xmit()
function call, the load-balancing code that changes the desti-
nation MAC address according to the round-robin scheme is
executed. A static balancing table, that stores the L3-router
NIC MAC addresses, and a simple pointer-based scheme is
adopted. By managing packets at the IP layer, the routing
table of the L2-balancer must be configured to allow the
Linux kernel to correctly route packets to the output NIC.
The major advantage of this solution is that any advanced
packet manipulation feature available in the Linux kernel can
be adopted (e.g., filtering, QoS scheduling, etc.) before the
load-balancing. Similarly, any layer-2 format can be used,
as long as it is supported by the Linux kernel. The major
drawback is the unneeded complexity of operations performed
in the kernel.

DTX — Direct Transmission: in this case, packets re-
ceived by the front-NIC are processed directly by the front-
NIC driver code, which, after changing the destination MAC
address according to the load balancer algorithm, calls the
hard start xmit() function addressing the back-NIC di-
rectly. By managing packet at the Ethernet layer, there is no
need to correctly set-up the IP routing tables. This solution
minimizes the packet processing, but does not allow to exploit
any advanced packet manipulation functionality. Moreover, it
works only if the front-NIC layer-2 format is Ethernet based.

DTX-n — Direct Transmission with n back-NICs: this is
the same scheme as DTX, but several back-NICs are used.
Therefore, the input driver performs two round-robin schedules
to balance packets: i) on the n back-NICs and ii) on the L3-
router MAC addresses. This solution has the same advantages
of the DTX one, but it permits to obtain better performance,
e.g., overcoming the maximum throughput limit a single NIC
solution faces.

Considering operations involved at step 5), packets received
by L2-balancer back-NIC must be switched according to the
destination MAC address to the corresponding front-NIC. We
implemented a solution similar to the DTX one, in which the
back-NIC driver has a static forwarding table storing next-
hop MAC addresses. When a packet is received by the back-
NIC driver, a look-up in the forwarding table is performed
to call the proper front-NIC hard start xmit() function,
causing therefore a direct transmission of the (unmodified)
frame toward the next-hop. An additional entry is used to deal

2In case both front- and back- NICs are Ethernet NICs, a simple re-write
operation of the MAC address is required.

with broadcast/multicast messages, so that they are correctly
duplicated to all front-NICs. This is useful, e.g., to correctly
broadcast ARP queries an L3-router generates. Possibly, the
L2-balancer can directly reply to the ARP request, by using
information in the forwarding table.

B. Interconnection Network Operations

Operations involved at items 2) and 4) are implemented
by standard Ethernet Switches, that perform normal backward
learning and switching operations. Indeed the load-balancing
among L3-routers is achieved by addressing the proper L3-
router input NIC MAC address. Therefore, there is no need to
change the normal operation of Ethernet switches.

C. L3-Router Operations

Operations involved at item 3) are implemented by L3-
routers. Since classic IP routing and packet manipulation
operations are used, no changes are required compared to the
standard feature set a single-box router implements. All L3-
routers must be correctly configured, e.g., IP routing tables,
firewalling rules, etc. must be correctly set-up.

In summary, both the interconnection architecture and the
L3-router stages require only standard functionalities, while
the only modification involves the L2-balancer implementa-
tion. While we propose here three possible software imple-
mentations using the Linux kernel, we point out that both the
load balancing and the switching capabilities a L2-balancer
requires can be easily implemented in hardware, since they
are very similar to the requirements of a standard L2 switch.

IV. PERFORMANCE RESULTS

We implemented the ODB, DTX and DTX-n L2-balancers
in a Linux kernel version 2.6.12. We then set-up a testbed
involving PCs with the same hardware configuration as the
one used as baseline reference. An unmanaged 3Com “Of-
ficeConnect” Gigabit Switch equipped with 8 ports was used
to build the interconnection network. In this section we present
performance measurements obtained on the resulting test-bed,
considering only minimum-size Ethernet frames.

A. L2-balancer Performance

We first tested the performance of a L2-balancer by loading
a front-NIC using the router tester sources, and then directly
connecting the back-NIC(s) to the router tester sink(s). To
stress the system, we considered only minimum-size Ethernet
frames. Fig. 5 reports the results by comparing the perfor-
mance of both the ODB (dark gray) and the DTX-n (black)
solutions versus the number n of back-NICs. As reference
values, also the theoretical maximum of 1488 kpps is reported
(light gray). The ODB solution is not surprisingly limited at
about 640 kpps which has been shown to be also the limit
of a single PC-router. The DTX solution (i.e., DTX-1) shows
little improvement, suggesting that the bottleneck is due to
the memory latency and not CPU overload. Increasing the
number of back-NICs to 3 guarantees to reach 100% of
throughput. This results shows that it is possible to achieve
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line-rate balancing when considering minimum-size frames
with a software implementation, but at least 3 back-NICs are
required.

B. Scaling Performance of the Multistage Router

Given that a L3-router is identical to a standard router, its
performance limits have been already presented in Sec. II-
B. Similarly, the switches adopted in the interconnection
network proved to be able to sustain 100% of full-duplex
traffic when fully loaded. We therefore can only present
results of the complete multistage architecture. We set up a
testbed with 2 L2-balancers and 2 L3-routers. We measured the
maximum throughput performance considering minimum-size
Ethernet frames, obtaining a value of 1280 kpps, which exactly
matched the expected results of doubling the performance of
a single PC router, i.e., 2 × 640 kpps. Considering minimum-
size packets, Fig. 6 shows the maximum throughput (in

kpps) a multistage architecture offers versus the number of
L2-balancers (in DTX-3 configuration) and L3-Routers. For
example, it shows that to reach a 1 Gigabit Ethernet line rate
(1488 kpps), it is sufficient to use a single L2-balancer, and
3 L3-routers. Similarly, by considering a setup with 4 L2-
balancers and 10 L3-routers it is possible to route 4 Gigabit
Ethernet at line rate, i.e., 6 Mpps.

V. CONCLUSIONS AND FUTURE WORK

Based on standard PCs and open-source software, in this
paper we presented a multistage architecture that allows to
overcome the performance limitation of a single software
router. By combining simple layer-2 load-balancing capabili-
ties at the front stage and an array of layer-3 routers at the
back stage, the resulting architecture is shown to offer very
good scalability properties, e.g., allowing to route minimum-
size packets at line rate.

We are currently improving the load-balancer algorithm
to allow a more general distribution of functionalities and
automatic fault recovery. Similarly we are investigating how
to integrate automatic control capabilities that allow to control
both front- and back-stage PCs managing their configurations,
e.g., automatic distribution of routing tables, packet filtering
rules, etc.
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