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Efficient Onboard Multitask AI Architecture Based
on Self-Supervised Learning

Gabriele Inzerillo , Diego Valsesia , Member, IEEE, and Enrico Magli , Fellow, IEEE

Abstract—There is growing interest toward the use of artificial
intelligence (AI) directly onboard satellites for quick analysis and
rapid response to critical events such as natural disasters. This
article presents a blueprint to the mission designer for the de-
velopment of a modular and efficient deep learning payload to
address multiple onboard inference tasks. In particular, we design
a self-supervised lightweight backbone that provides features to
efficient task-specific heads. The latter can be developed indepen-
dently and with reduced data labeling requirements thanks to
the frozen backbone. Experiments on three sample tasks of cloud
segmentation, flood detection, and marine debris classification on
a 7-W embedded system show competitive results with inference
quality close to high-complexity state-of-the-art models and high
throughput in excess of 8 Megapixel/s.

Index Terms—Multitask learning, onboard AI, self-supervised
learning (SSL).

I. INTRODUCTION

IN CONVENTIONAL satellite imaging systems, the satel-
lite’s task is to capture data, typically images, and transmit

them to the ground segment for processing into various levels of
products to be delivered to the final users. This transmission and
processing chain can result in significant delays, in the order of
days, to the availability of imagery to end users. This is especially
undesirable in time-sensitive problems, such as natural disasters,
where it is critical to obtain the data as soon as possible.

An emerging paradigm [1] is to move part of the processing
directly onboard the satellite so that it can detect potentially criti-
cal situations in real time and trigger early warnings whose quick
transmission to the ground segment is prioritized. This process
requires at least partial onboard formation of image products,
followed by image analysis; a full onboard pipeline of optical
and synthetic aperture radar (SAR) image formation, analysis,
and alert generation has been demonstrated in [2]. Achieving
this goal requires facing a challenging tradeoff between the
quality of the detection, its latency, and the computational
constraints of onboard platforms dictated by the strict power
budgets of satellites. Moreover, multispectral images are capable
of detecting several phenomena of interest, such as floods, fires,
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clouds, marine debris, and many more, leading to the capability
of addressing multiple tasks at the same time. Indeed, onboard
multitask inference would not only allow to monitor multiple
critical phenomena at the same time but also synergistically im-
prove the entire platform. For example, segmentation of clouds
could be used to optimize the onboard compression algorithm
by lowering the data rate for cloud-covered areas.

Deep learning is key to achieving state-of-the-art performance
for the detection tasks we aim at solving. However, designing
a mission with its onboard use with real-time performance for
multiple tasks is far from trivial and requires careful study of
multiple issues. In this article, we study how a potential mission
could define an artificial intelligence (AI) computational payload
providing low-latency responses to multiple tasks with efficient
use of resources and flexible design. In particular, we envision
the use of a neural network composed of a lightweight backbone
to extract features from multispectral input images at multiple
spatial resolutions, including relatively fine-grained ones. This
feature extractor is trained in a self-supervised manner to exploit
large collections of unlabeled imagery by the mission operations
center, and the model is made available to entities (e.g., third-
party contractors), or it is made publicly available. The features
are then used by lightweight neural network heads, working in
parallel, each specialized for one image analysis task. These
heads can be designed independently by third-party contractors,
with domain knowledge of the tasks. The third-party contractors
will be required to use the backbone without the ability to change
its weights so that multiple heads can share the features for their
respective tasks. This approach also conveniently limits the data
requirements for the third parties who have to develop the task-
specific heads, since they can leverage the backbone features and
only need a small amount of labels to train the small heads. Once
deployed onboard, the architecture can solve as many task as the
number of heads in parallel, but conveniently sharing features
to significantly reduce the computational requirements. Finally,
the modular approach allows in-flight updating of the backbone
and heads, or even addition of new tasks.

To summarize, this article presents the following key novel
contributions.

1) We study how to design the onboard AI system for an Earth
observation mission required to address multiple tasks,
analyzing the entire framework needed to accomplish this
goal, the technical details of the individual components,
and presenting novel methodologies.

2) We show that a desirable design pretrains a backbone
neural network with a self-supervised strategy, and in
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contrast with classical self-supervised learning (SSL) lit-
erature, keeps it frozen to allow processing multiple tasks
in parallel.

3) We propose a novel SSL method that can extract features
with both fine and coarse spatial resolution, outperforming
existing SSL methods in remote sensing.

4) We evaluate the effects of quantization on SSL pretrained
models, a topic rarely explored in the SSL literature.

5) We demonstrate a lightweight and modular design that
provides inference accuracy close to that of high-
complexity state-of-the-art models while achieving higher
throughput on three tasks for onboard computing (clouds
segmentation, floods segmentation, and marine debris
classification)

6) We demonstrate that the proposed design has an excellent
tradeoff between quality, throughput, and power consump-
tion on a low-power 7-W embedded system.

II. BACKGROUND

A. SSL

SSL has emerged in the last years as a powerful paradigm
in deep learning, aiming at learning good representations that
capture intrinsic data features without relying on human-labeled
annotations. This is critical in remote sensing due to scarcity
of labeled data and the abundance of unlabeled imagery. Con-
trastive learning is currently one of the most successful SSL
techniques where informative representations emerge from min-
imizing the distance between the feature-space embedding of
the same image subjected to two distinct random augmentations
(positive pair) while maximizing the distance between repre-
sentations derived from distinct images (negative pairs). Works
such as SimCLR [3] highlight the efficacy of contrastive methods
in learning resilient and generalizable representations, although
they are not without flaws. In fact, they often need a large batch
size to work properly and also the handling of negative pairs
needs to be carefully managed. The need of a large batch size
was partially solved by Momentum Contrast (MoCo) [4], using
a momentum moving average encoder. Newer methods such as
bootstrap your own latent (BYOL) [5] also address the problem
of creating truly negative pairs by relying only on positive ones.
Furthermore, He et al. [6] observed that image-level learning
does not always provide good representations for subpixel level
tasks such as semantic segmentation and object detection lim-
iting the effectiveness of SSL only to image-level tasks such as
classification. For this reason, research has started investigating
“dense SSL” techniques [7], [8], [9] capable of learning more
fine-grained features.

In the context of remote sensing, some works [10], [11], [12],
[13] have explored pretext tasks and ways of framing contrastive
learning that lead to SSL features that are more suitable for the
remote sensing detection tasks. It is also worth noting that a
typical framework for most works is to use SSL as a pretrain-
ing technique, followed by supervised finetuning of the entire
model, including application head. This typically results in better
accuracy than what would be obtained by keeping the backbone
frozen to the SSL-trained weights. However, in this work, we

will not follow this finetuning approach as it poses undesirable
restrictions in the mission design, such as the inability to develop
heads independently.

B. Efficient Inference With Neural Networks

The pursuit of efficient inference in deep learning has spurred
numerous innovations in the realm of lightweight networks
and quantization techniques. Lightweight architectures such as
MobileNet [14], ShuffleNet [15], and EfficientNet [16] have
aimed at reducing computational overhead while preserving
accuracy. These networks employ strategies such as depthwise
separable convolutions, channel shuffling, and compound scal-
ing to achieve a balance between model size and accuracy. On
the other hand, quantization techniques, such as posttraining
quantization [17] and quantization-aware training [18], aim to
reduce model size and increase inference speed by representing
weights and activations using lower bit precision. In addition,
methods such as knowledge distillation [19] and neural archi-
tecture search [20] have also been used in crafting efficient
networks, either by transferring knowledge from larger models
to smaller ones or by automating the design process to discover
architectures optimized for fast inference.

C. Onboard AI-Based Processing

In recent years, the advancement of neural networks and AI
has extended to onboard satellite processing systems and edge
devices in general, enabling real-time data analysis directly
in space. This advancement is particularly significant in the
context of remote sensing, where the ability to process large
volumes of onboard imagery can dramatically reduce latency,
optimize bandwidth utilization, and enable more responsive and
autonomous satellite operations. However, onboard AI is faced
with several challenges in the design of lightweight and power-
efficient systems. Several studies [21] have started demonstrated
the feasibility and effectiveness of AI-based onboard processing
for remote sensing tasks. Yao et al. [22] was one of the first
works to address the challenge of running deep learning models
directly onboard satellites, proposing a simple framework for
ship detection on small satellites. Notably, Giuffrida et al. [1]
demonstrated the integration of AI for onboard data processing
in real Earth observation missions (Φ-Sat-1 by the European
Space Agency), showcasing the feasibility of running deep
convolutional neural networks (CNNs) on the Intel Movidius
Myriad 2 hardware accelerator for real-time cloud detection on
hyperspectral images. Ziaja et al. [23] proposed an extensive
benchmark of various deep learning models on edge devices
for onboard space applications. Růžička et al. [24] introduced a
lightweight model for change detection onboard satellites based
on variational autoencoders.

In this article, as a demonstration of the performance of
the proposed design in a low-power setting, we test using an
Nvidia Jetson Orin Nano, a commercial-off-the-shelf (COTS)
hardware platform. This should be considered as a low-power
demonstrator, and not necessarily representative of a real flight
implementation. Indeed, we recognize that different space mis-
sions may choose different approaches to the integration of deep
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Fig. 1. High-level design for modular multitask neural network design. A
lightweight backbone is trained with SSL, and then, frozen to generate universal
standard multiresolution features. Application-specific heads can be indepen-
dently developed to exploit such features for inference tasks.

learning in the onboard computing platforms depending on spe-
cific mission characteristics. For instance, they may rely solely
on field programmable gate array (FPGAs), or a combination of
FPGAs with graphic processing unit (GPUs)/central processing
unit (CPUs) or even just a COTS system-on-chip.

III. METHOD

In this section, we introduce a novel, modular and lightweight
multitask architecture tailored for usage onboard satellites for
low-latency inference. We also go beyond the mere architecture
design by presenting ideas that serve as a blueprint for a mission
planning, which in turn affect decisions about the neural network
development.

A. Mission Vision

The approach toward the design of neural network compo-
nents described in later sections stems from ideas about the
specific goals and planning requirements of a hypothetical mis-
sion. We envision a Sentinel2-like multispectral imager with
additional capabilities provided by onboard AI. In particular, the
first novel capability would be AI-assisted onboard compression.
It is known that image compression methods, including existing
standards for hyper- and multispectral images, can be aided by
cloud detection [25] to provide pixel-level maps of regions where
compression quality can be lowered to significantly save data
rate. Cloud segmentation is, therefore, a desirable task to be
included for any onboard AI capability. Furthermore, the second
capability of interest is the generation of alerts to be delivered to
the ground segment with low latency when specific phenomena,
such as natural disasters, are detected. For this capability, it is
desirable to produce both pixel-level segmentation maps (e.g.,
to detect the extent of flooded areas) as well as whole-image
classification labels (e.g., to detect debris presence and its type,
or the presence of active fires). These requirements clearly
outline the need to have features with fine spatial granularity
so that the segmentation tasks can be solved effectively.

Concerning mission planning, a modular approach is required
so that multiple parties can cooperate in the design of the AI
module and its possible update. In particular, Fig. 1 highlights
multiple modules to be developed independently. A backbone
serves as a universal feature extractor. This is developed indepen-
dently of the specific tasks to be solved, except for the require-
ment of providing features with fine-grained spatial resolution.

The features extracted by the backbone for a specific input are
then used by task-specific heads that are comparatively smaller
neural networks. These can be assigned to multiple third-party
domain experts for their development. However, in order to
guarantee reusability of the features for all tasks, such third
parties are not allowed to fine-tune the backbone.

Finally, the entire neural model must be lightweight so that it
can fit the limited memory of embedded systems and provide a
high enough throughput. Targets for throughput depend on the
specific mission requirements in terms of coverage and latency.
However, as a rough idea, we can consider as generally adequate
a throughput in the same order of magnitude of that of the image
compression subsystem that is designed to keep up with the
satellite acquisition. This is typically in the tens of millions of
samples per second [26], [27] (with a spectral vector composed
of one sample for each band), so we can consider as more than
satisfactory a neural network labeling one to ten million spatial
locations per second.

B. Self-Supervised Backbone

The main component of the neural network architecture is
the backbone, which acts as a universal feature extractor. This
feature extractor comprises a deep neural network that takes
as input a multispectral image and computes a semantically
meaningful representation composed of a number of features.
This representation is then leveraged by further task-specific
neural network heads for various applications.

The backbone feature extractor is designed and trained to
produce features that can effectively be shared by all the heads;
this means that the representations produced by the backbone
must be general enough to adapt to a variety of possible
vision tasks (such as classification, semantic segmentation, ob-
ject detection, and more). This approach ensures the following
two fundamental aspects within our architecture.

1) Modularity: The backbone is task-agnostic, thus it
operates independently of the specific application heads
or tasks we incorporate. This independence allows for
separate training and functioning, promoting a modular
framework where components can be adjusted or added
without extensive restructuring.

2) Efficiency: The computational complexity is primar-
ily concentrated within the backbone, performing the
most resource-demanding computations just once. Sub-
sequently, each head can execute its task in parallel, using
these preprocessed features. This parallel execution en-
hances overall efficiency by minimizing redundant com-
putations and optimizing task-specific processing.

In principle, an ideal backbone would be constituted by a foun-
dational model [28] trained on vast amounts of data to generate
highly general representations. While such foundational models
are starting to emerge in the remote sensing literature [29],
having one that is also lightweight remains elusive. One path
toward a model of this kind is the use of SSL techniques that
can exploit large datasets of unlabeled imagery and produce
task-agnostic representations, coupled with an efficient design to
match current computational capabilities of embedded systems.
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Fig. 2. SSL training of the GhostNetV2 backbone using local contrastive
loss. In this framework, the online branch (upper) receives an input view of
the image generated solely by applying spatial transformations, while the target
branch (lower) processes a second view created by applying both spatial and
intensity transformations. The structural configuration of the framework mirrors
that presented in BYOL [5], augmented by the inclusion of a local contrastive
branch. GAP is global average pooling.

Concerning SSL training, in this article, we chose to use the
590 326 Sentinel-2 images from the BigEarthNet dataset [30].
We propose to use an SSL technique that adapts the methodology
outlined in BYOL [5], with a local contrastive loss inspired by
the work of Islam et al. [7] to promote spatial features with
a fine-grained resolution, useful for pixel-level tasks such as
segmentation. A high-level overview of SSL training is depicted
in Fig. 2. Two augmentations of an input multispectral image
go through the online (top) and the target (bottom) networks,
the latter being composed of weights obtained from a moving
average of the weights of the online network. The projector
layer is a linear operation on a spatially pooled representation
of the entire image in a feature space. The online network
has an extra linear layer called predictor. A global contrastive
loss minimizes a dissimilarity metric between the output of the
online predictor and the target projector. This global loss ensures
that representation is globally semantically informative, and
promotes clustering according to semantic classes for whole-
image classification problems. However, it is not sufficient to
ensure that the backbone learns fine-grained spatial features for
segmentation problems. This is why a local contrastive loss is
used to minimize pixelwise feature dissimilarity before spatial
pooling. Overall, the SSL training loss is thus

L = λLLC + (1− λ)LGC (1)

with tradeoff parameter λ and

LLC =
1

|P |
∑

(pc,psc)∈P
NLL(pc, psc) (2)

LGC = 2− 2 · 〈qθ(zθ), z′ξ〉
||qθ(zθ)||2 · ||z′ξ||2

(3)

with qθ(zθ) the predictor’s output of the online (upper) network
and zθ the output of the projection of the target network in Fig. 2.
In (2), pc are known points selected by defining a uniform h× w
2-D grid in the image that was augmented only by applying
color transformations. Having defined the grid, and thus, the
points, and knowing the spatial transformations applied to the
other image, we can obtain the corresponding psc points in the
second image, thus creating a pc − psc point mapping between
the pair of images. We use the latter to compute the negative

log-likelihood as follows:

NLL(pc, pt) = − log
eC

′(pc,psc)/τ

∑
k∈Ωsc

eC ′(pc,pk)/τ
(4)

where Ωsc is the set of points psc, τ is a temperature hyper-
parameter, and C ′ ∈ R(h×w)×(h×w) is a dense correspondence
map between the mapped points in the two images

C ′(pc, psc) =
Fξ(pc)

TFθ(psc)

||Fξ(pc)||2||Fθ(psc)||2 (5)

where Fξ(pc) and Fθ(psc) are the dense feature representation
of the points obtained, respectively, from the target and online
networks.

Concerning the architecture design, we suppose that four
spectral bands (Red, Green, Blue, and Near Infrared) are used as
input. The choice of bands is a tradeoff between the tasks to be
solved and computational complexity: using all the available
spectral bands could provide a more flexible backbone, but
also increase computational complexity. For the sample tasks
explored in this article, the red-green-blue (RGB) and near-
infrared (NIR) bands provide adequate information, but other
tasks could require additional bands. For instance, short-wave
infrared (SWIR) could be useful to target fire detection and one
could imagine to implement a slightly more complex head that
takes as input the backbone features as well as the pixels of a
new (e.g., SWIR) channel, and combines them to produce output
for this specific task.

Given our primary goal of designing an efficient network, our
approach to creating the backbone feature extractor is based on
GhostNetV2 [31]. GhostNetV2 is a state-of-the-art lightweight
CNN, specifically designed for fast inference on mobile and edge
devices. As reported in [31], its performance surpasses that of
MobileNetV3-L [32] by approximately 1%, achieving a top-1
accuracy of 77.8% in ImageNet classification. Notably, this
achievement comes with a slightly increased number of float-
ing point operation (FLOPs) compared to MobileNetV3’s 355
millions of FLOPs (MFLOPs). Moreover, GhostNetV2 exhibits
superior performance by approximately 2% over MobileViT-
XS [33], despite MobileViT-XS has almost twice as many
FLOPs as GhostNet. The main innovation of GhostNetV2 lies in
realizing that conventional CNNs have highly redundant feature
maps. Therefore, they can be obtained in a less expensive manner
by initially generating a set of intrinsic feature maps, and then,
using multiple cheap linear operations on them to derive the
remaining redundant feature maps. This goal is achieved by a
structure called GhostNet bottleneck, comprising stacked Ghost-
Net modules, each incorporating a “hardware-friendly” attention
mechanism known as decoupled fully connected attention. This
attention mechanism aims to create feature maps that incorporate
both local and long-distance information. Due to its extreme
efficiency, combined with excellent performance, we selected
GhostNetV2 as the backbone for feature extraction, excluding
the four final layers specifically designed for classification. The
output features to be used for the task-specific heads are taken
at multiple depths of the GhostNetV2 architecture in order to
provide a multiresolution feature bank, which is known [34],
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[35] to be more effective than a single resolution for certain
tasks. Specifically, feature maps after the fifth, seventh, and tenth
layers at 1

8 , 1
16 , and 1

32 of the input spatial resolution are selected.
Finally, we want to emphasize that the choice of

GhostNetV2 is motivated by being the state-of-the-art model
among low-complexity backbones at the time of writing, pre-
senting an excellent tradeoff between complexity and accuracy,
which allows us to verify if the onboard multitask AI system
can achieve good performance. However, the considerations in
this article are more general and GhostNetV2 could be replaced
with any backbone providing multiresolution features, resulting
in different tradeoffs between accuracy, latency, and power
consumption.

C. Task-Specific Heads

The general framework outlined in this article enables a large
variety of applications to be addressed thanks to the features
extracted from the backbone. In order to evaluate the effective-
ness of our design, we tested three tasks that can be relevant
for onboard inference: cloud cover segmentation [36], floods
segmentation [37], and marine littering whole-image multilabel
classification [38]. The following datasets have been used for
the sample tasks.

1) Sentinel-2 Cloud Cover Segmentation Dataset [36]: The
dataset, developed by the Radiant Earth Foundation,1

comprises 22 728 Sentinel-2 satellite images and their
corresponding binary cloud masks. Each image has
512 × 512 pixels and represents imagery of a distinct area
captured at a specific instance.

2) Sen1Floods11 [37]: This dataset encompasses images
from both Sentinel-1 and Sentinel-2 satellites, fea-
turing binary masks distinguishing permanent water
bodies from water associated with flood events. Fo-
cusing specifically on multispectral imagery, we fil-
tered the dataset to retain solely the multispectral
level 1C (L1C) images from Sentinel-2. This subset
comprises only 446 images, each having 512 × 512
pixels.

3) Marine Debris Archive (MARIDA) [38]: MARIDA is a
dataset for the classification of marine debris. The dataset
includes 1381 Sentinel-2 multispectral images of 256
× 256 pixels, which distinguishes marine debris from
various coexisting marine classes, including Sargassum
macroalgae, ships, natural organic material, waves, wakes,
foam, different water types (e.g., clear water, turbid water,
sediment-laden water, and shallow water), and clouds. We
use this dataset for whole-image multilabel classification
where the entire input image is classified in one of 11
classes (different water types are aggregated into one class,
as in the original paper, reducing the number from the
original 15 to 11).

Three heads are, therefore, used in parallel in this example of
multitask onboard inference. Since different kinds of tasks are to

1https://radiant.earth/

Fig. 3. Architecture of a segmentation head exploiting multiresolution fea-
tures extracted by the backbone. UP is bilinear upsampling, and GBN is the
GhostNetV2 bottleneck module [31].

be solved, we designed two distinct low-complexity head types:
one for multilabel classification and the other for segmentation.

1) Classification Head: The classification head consists of
the four layers removed from the GhostNetV2 backbone, as
detailed in Section III-B. It serves as a straightforward neural
network comprising an initial global average pooling layer of
only the features at the coarser spatial resolution, followed by a
fully connected layer with rectified linear unit activation and a
fully connected layer with Softmax activation.

2) Segmentation Head: Our segmentation head shares sim-
ilarities with FCN-8s [39] or HRNet [34], [40], [41], as we
adopted a similar multiresolution approach of aggregating fea-
ture sets extracted from various layers of the backbone. An
overview is shown in Fig. 3. Following the efficiency paradigm,
we utilized the GhostNet bottleneck module instead of tradi-
tional 2-D convolutions to reduce the number of parameters
and FLOPs. This module is applied in parallel to the three
resolutions, which are then added as residuals after bilinear
upsampling.

The modularity of our architecture is evident: The back-
bone generates flexible, generalized features suited for multiple
heads, each requiring finetuning solely on task-specific datasets.
Introducing a novel task distinct from prior ones seamlessly
integrates through the creation of a corresponding new head
and its subsequent finetuning. Notably, finetuning the entire
architecture (i.e., backbone and a single application head) is not
desirable since the selective finetuning of the application heads,
while keeping the backbone frozen, preserves the architecture’s
modularity and allows multiple tasks to be performed in parallel
by the different heads. Furthermore, this approach requires a
minimal amount of data for training, ensuring extremely fast
finetuning of application heads.

D. Quantization

In addition to designing lightweight modules, neural network
quantization [17] is also critical to improve memory require-
ments and inference speed. Our architecture underwent a post-
training quantization process employing an 8-bit integer preci-
sion (INT8) scheme. In particular, static quantization is used to
quantize both weights and activations and perform fully integer
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inference. INT8 is particularly optimized for implementation on
embedded devices, and generally, but not always, suffers from
small penalties in inference accuracy. A different, task-specific
calibration dataset has been used for quantization of each head.

IV. EXPERIMENTAL RESULTS

In this section, we initially validate the proposed design
against state-of-the-art methods comparing their complexity as
well as inference performance (in both single precision floating
point (FP32) and INT8 precision) on the three sample tasks
presented in Section III-C. Then, we use low-power hardware
to analyze how the propose design fares in terms of total energy
consumption and throughput. Finally, we present ablations by
comparing a set of experiments featuring backbones of varying
sizes and comparing how different SSL techniques affect the
performance.

A. Implementation Details

The SSL training of the backbone spanned 550 epochs, em-
ploying a learning rate of 3 × 10−4 and a batch size of 3400
parallelized over 4 Nvidia A100 GPUs. After the completion
of SSL training, we extracted the GhostNetV2 from the online
branch and employed it as backbone feature extractor. Following
a procedure similar to that presented in [7], we generated two dis-
tinct augmented views of a single image: Is resulted solely from
spatial transformations encompassing horizontal and vertical
flips, random rotations (90◦,−90◦, 180◦,−180◦), and random
cropping. While, Ic was derived by applying a combination of
spatial and spectral transformations, including color jittering,
intensity manipulation, Gaussian blurring, and solarization. We
determined that hyperparameter λ = 0.1 offered the optimal
balance between the global and local contrastive losses. This
choice resulted in a balanced performance across subpixel level
and image-level tasks. Unless otherwise stated, the GhostNetV2
architecture uses multiplier α = 1.6 in the choice of number of
features. Finally, we specify that in order to perform network
quantization in a fair way, the Intel neural compressor [42]
library was used for all models. Each model was quantized in the
same way, using a static configuration for posttraining quanti-
zation, with arithmetic entirely on 8-bit integers and calibrating
each model with a calibration sample of 500 elements.

B. Model Comparison and Performance Evaluation

The tasks outlined in Section III-C include two semantic
segmentation tasks (cloud cover segmentation [36] and flood
segmentation [37]) and one classification task (marine litter [38]
multilabel classification). Accordingly, we select some baselines
and state-of-the-art models for segmentation and classification
as terms of comparison. In particular, concerning segmentation
we select DeepLabV3 [43] with MobileNetV3-L [32] backbone
for a well-known and efficient baseline, HRNet18 [34] as the
high-complexity state-of-the-art model, and UNet [44] with
MobileVit-S as backbone [32] as a recent approach leverag-
ing the representational power of Transformers, albeit with

TABLE I
MODEL COMPLEXITY (512× 512× 4 INPUT)

an eye to complexity. Concerning classification, we consider
ResNet50 [45] as a standard baseline, MobileNetV3 [32] as a
lightweight method, and ViT B-16 [46] as a high-complexity
state-of-the-art model.

A summary of the computational complexity of various meth-
ods is presented in Table I. For ease of comparison, we also
include the proposed design with a single head alongside the
multitask case. The proposed design demonstrates a very low
number of FLOPs while maintaining a comparable number
of parameters relative to other models, except for the large
classification models, which generally require a larger num-
ber of parameters. In the context of classification, one might
argue that the proposed method has more FLOPs than Mo-
bileNetV3, however, when considering the multitask scenario,
including also inference for segmentation tasks, the efficient
DeepLabV3 + MobileNetV3 framework has more FLOPs than
our architecture. Thus, in the multitask setting, our proposed
method remains the most efficient. Regarding the complexity
of the individual application heads (excluding the backbone):
our single segmentation head has 401K parameters and requires
92K multiply-accumulate (MACs), with 187M FLOPs for in-
ference on a 512 × 512 × 4 image provided to the backbone.
Meanwhile, a single classification head has 743K parameters
and requires 742K MACs, with 1.88M FLOPs for inference on
a 512 × 512 × 4 image provided to the backbone.

Heads were trained on a supervised way on each task dataset,
without finetuning the backbone. In order to provide a fair com-
parison, the other methods were pretrained on ImageNet [47]
and finetuned on the task datasets. We remark that freezing
the backbone as dictated by our design goals is nevertheless
penalizing compared to full finetuning. For this reason, we
also report a benchmark in which the proposed model is fully
finetuned for a specific task (this will be marked in the following
as “SL”—supervised learning, in contrast to the “SSL” configu-
ration for the frozen backbone), after the SSL pretraining.

Note that all tests conducted in the following section were
performed using the original splits provided by the datasets to
ensure that the results are comparable with those reported in
the datasets’ papers and associated benchmarks. The metrics
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TABLE II
CLOUD COVER SEGMENTATION PERFORMANCE COMPARISON

TABLE III
FLOODS SEGMENTATION PERFORMANCE COMPARISON

TABLE IV
MARINE LITTERING CLASSIFICATION PERFORMANCE COMPARISON

presented in the following tables were calculated on the test set
when available; otherwise, they were calculated on the validation
set if the test set was not available in the dataset. The dataset
configurations are as follows.

1) Sentinel-2 Cloud Cover Segmentation Dataset: Consists
of 22 728 total images, with 11 748 in the training set and
the remaining 10 980 in the test set.

2) Sen1Floods11: Consists of 426 total images, with 256 in
the training set, 86 in the validation set, and 89 in the test
set.

3) MARIDA: Consists of 1 381 images, with 694 in the
training set, 328 in the validation set, and 359 in the test
set.

Tables II–IV present performance comparisons for cloud
cover segmentation, flood segmentation, and marine litter clas-
sification, respectively, while in Fig. 4, qualitative results are
shown for cloud and flood segmentation tasks, comparing the
different segmentation maps obtained from the models with
ground truth and the corresponding RGB image. We evaluate the
two segmentation tasks using the binary intersection-over-union
(IoU) and the F1-Score, while for the classification task, we
compute only the F1-score. We chose the binary IoU (hereafter
referred to as “mIoU” for brevity) to ensure consistency with
published results for cloud segmentation [48] and flood seg-
mentation [37], aligning with the official metric used in both
datasets. In addition, we compute the F1-Score for segmen-
tation to provide a more detailed assessment of the model’s
performance across individual classes. In a sensitive task such
as flood segmentation, it is particularly important to properly
weigh the presence of false-positive pixels incorrectly labeled as
“Flood.” A significant number of false positives could suggest a

nonexistent flood zone, potentially leading to unwanted triggers.
Thus, relying solely on mIoU does not provide sufficient infor-
mation about false positives, making the F1-Score an important
complementary metric.

As shown in Table II, it is noteworthy that all models exhibit
relatively similar performance in clouds segmentation, within
about 2% points of variation in mIOU between the best and
worst, both in FP32 and INT8 quantization, with the exception of
UNet + MobileViT-S, which suffers greatly from quantization.
Furthermore, it is interesting to notice that the SL version of
our architecture is only marginally better than the SSL version,
suggesting that the design constraint of freezing the backbone
may not have a big impact. The differences in performance
between the models is even smaller if we look at the F1-
Score, indicating again how well-known state of the art (SOTA)
models with higher performance do not have excessive gains
in quality metrics compared to more efficient models such as
MobileNetV3 and our proposed architecture.

The results on floods segmentation, shown in Table III, show
that the higher complexity models are generally superior in
this specific task, while the proposed architecture provides
better performance than the direct low-complexity alternative
(DeepLabV3 + MobileNetV3-L). Indeed, scaling experiments
reported in Table VIII suggest that a larger model would improve
performance in exchange of speed.

Finally, the marine littering task addressed a problem of
multilabel classification instead of segmentation, providing an
analysis of how well the proposed model can address heteroge-
neous tasks that both need fine and coarse grained features. In
this task, we notice that the proposed method is very close to the
best FP32 results, and it is the best overall in INT8. It is worth
remarking that the MARIDA dataset is very small, leading some
highly complex methods to overfit when finetuned.

C. Analysis on Low-Power Hardware

In order to validate the suitability of the proposed design for
onboard usage, we performed some tests on an Nvidia Jetson
Orin Nano 8GB embedded system. While not currently space-
qualified, it is a low-power hardware platform with a CPU and
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Fig. 4. Qualitative comparison of different segmentation models. Top row: Cloud cover segmentation; Bottom row: Flood segmentation. Left to right: RGB
image, Ground Truth, GhostNetv2 + Segmentation Head (SSL), GhostNetv2 + Segmentation Head (SL), DeepLabV3 + MobileNetV3-L, HRNet18, and UNet +
MobileViT-S.

TABLE V
THROUGHPUT AND POWER CONSUMPTION ON LOW-POWER HARDWARE

GPU for AI acceleration with a peak power budget of 7 W or 15
W, depending on usage mode, which allows us to characterize
latency, total energy consumption, as well as limitations in image
size due to memory on a sufficiently representative system. All
tests are conducted in the 7-W board mode.

Table V reports some results for a 512 × 512 × 4 input in
terms of inference latency, average power consumption and
power-normalized latency. The latter is computed as the product
between latency and average power normalized by 7 W, i.e., the
maximum power budget of the system. It should be noticed that
average power consumption serves as a validation of whether
the method is fully utilizing the available resources, by staying
close to the 7-W budget, or not. Latency results are averaged
over ten runs with 200 warmup iterations. We compare the
proposed multitask architecture with the aforementioned base-
line and state-of-the-art architectures for individual tasks. We
can notice that the proposed design can solve three tasks [two
segmentation (S) and one classification (C)] with a latency that
is inferior of several other single-task models. We also notice
that INT8 quantization provides almost a factor of 2 speedup.
Considering the input resolution has 512 × 512 spatial locations

to be labeled, we can say that the FP32 inference time of 56.77
ms corresponds to a throughput of 4.62 megapixel/s and that the
INT8 inference time of 34.67 ms corresponds to a throughput
of 7.56 megapixel/s.

Table VI presents a tradeoff analysis for the multitask prob-
lem. In this analysis, we investigate what is the total energy
consumed to solve the three tasks, as a function of latency and
instantaneous power, in relation to the inference quality. The
proposed design is compared with different combinations of
methods to address the three tasks. These methods need to be
run serially as the system is already fully used by each single
task. In particular, we select some interesting combinations
including fastest baseline (DLMN + DLMN + MN, refer to
Table V for acronyms), highest FP32 quality (HR + mViT +
MN), highest INT8 quality (HR + HR + ViT), Transformers-only
(mViT + mViT + ViT), and CNN-only (DLMN + DLMN +
RN50). Taking the proposed design as the reference, we report
EΔ as the percentage difference between the energy in Joules
consumed to complete the three tasks, and QΔ as the average
percentage difference in inference metrics (i.e., the percentage
difference in mIOU or F1 is computed for each task, and then,
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TABLE VI
ENERGY-QUALITY TRADEOFF ON LOW-POWER HARDWARE

Fig. 5. Inference times using different image sizes on FP32 models. Pipelines
that include mViT or ViT have no latency for 1024×1024 images because there
is insufficient RAM on the Jetson system to run them.

averaged over the three tasks). We are not surprised that because
of the parallel multitask approach, the proposed design requires
the least energy to complete the tasks. While it does not provide
the best quality overall, modest improvements in quality are off-
set by large increases in energy consumption (e.g., +8% quality
requires +374% energy with HR + mViT + MN), highlighting
the good tradeoff achieved by the proposed method.

Finally, we present how the methods scale as a function of
image size in Figs. 5 and 6. The upper limit in image size, dictated
by the Jetson’s 8-GB shared system memory, is 1024 × 1024 for
all methods except Transformers, which run out of memory at
this resolution. Generally, slightly better efficiency is achieved
with a 1024 × 1024 input, reaching 8.91 Megapixels/s of INT8
throughput compared to 7.56 Megapixels/s for a 512 × 512
input. Indeed, real onboard acquisitions may be significantly
larger than 512 × 512 or 1024 × 1024. However, a tiling strat-
egy would be adopted onboard, where the large image would be
partitioned into tiles as large as the system memory allows. This
is also why we present results in terms of throughput, which
normalizes latency by image size.

D. Backbone Architecture Ablation

The choice of using GhostNetV2 as the backbone architecture
for our main experiments was driven by being the state-of-the-
art model among low-complexity architectures. However, one
might wonder how a different backbone compares to Ghost-
NetV2 under the specific SSL multitask setting under study.

Fig. 6. Inference times using different image sizes on INT8 models. Pipelines
that include mViT or ViT have no latency for 1024× 1024 images because there
is insufficient RAM on the Jetson system to run them.

For this purpose, we test MobileNetV3-L as an alternative and
present the results in Table VII. It can be noticed that MobileNet
offers a different tradeoff between accuracy and latency, being
worse on the former and faster for the latter. Whether this is
desirable, it depends on the specifics of the mission under design,
and in particular, its speed target.

For a fair comparison, both GhostNetV2 and MobileNetV3-L
were trained under identical conditions: the SSL pretraining was
conducted for the same number of epochs on the same dataset,
using a width multiplier of 1.6 for both networks. Furthermore,
the application-specific heads employed for evaluation were
consistent with those described in Section III-C.

E. Backbone Size Ablations

As mentioned previously, all experiments conducted on a
GhostNetV2 backbone with the α width parameter set to 1.6.
Since this parameter influences the number of features in dif-
ferent layers of the network and the input channels for the
various heads, we conducted experiments to explore how the
network’s parameters, MACs, FLOPs, and performance change
with varyingα values, reported in Table VIII. In this experiment,
SSL training for the backbone feature extractor for 100 epochs
is followed by supervised training of the segmentation head for
the cloud cover task. It is interesting to notice that the model
scales beyond theα = 1.6 value used in all our experiments with
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TABLE VII
BACKBONE ABLATION

TABLE VIII
MODEL SIZE ABLATION FOR CLOUD COVER SEGMENTATION

TABLE IX
SSL TRAINING ABLATION FOR CLOUD

COVER SEGMENTATION

improved mIOU. However, complexity also scales accordingly,
so, while we found α = 1.6 to be a good tradeoff, if a mission
desires it can sacrifice some speed for higher quality maintaining
the proposed design by choosing α = 2 or higher.

F. Comparison of SSL Methods

We conducted a comparative analysis of our local contrastive
loss technique, detailed in Section III-B, against the method
presented in [12], which was specifically tailored for contrastive
learning training on remote sensing RGB images and can be
considered a state-of-the-art self-supervised training approach
in the remote sensing field.

In order to provide a fair assessment of the training proce-
dure, we used the same GhostNetV2 backbone architecture of
our main experiments. The original authors code was adapted
to handle transformations over four spectral channels, while
we preserved the original hyperparameters and experimental
settings as in the original work, pretraining the backbone on
BigEarthNet dataset. Then, we froze the weights of our Ghost-
NetV2 backbone and conducted a comprehensive evaluation on
the cloud cover dataset, replicating the methodology outlined in
Section IV-B. The results are summarized in Table IX and clearly
demonstrate the substantial performance enhancement achieved
through our SSL pretraining compared via a combination of
local and global contrastive loss, with respect to the methodology
proposed in [12].

V. CONCLUSION

In this article, we presented a high-level conceptualization
of how to design an AI payload for a spacecraft capable of
addressing multiple tasks of interest directly onboard to provide
rapid response to events or improved system functionality. We
also delved into a low-complexity architecture and its training
process, leveraging SSL to enable a modular approach as well
as reduce requirements for labeled data. Extensive experiments
over three tasks of interest on low-power hardware show that

the proposed method is capable of inference quality close to
that of high-complexity state-of-the-art models at a fraction of
energy consumption. Moreover, we measured a high absolute
throughput that would make real-time operations feasible.
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