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A B S T R A C T

Cells respond to hypoxia via the activation of three isoforms of Hypoxia Inducible Factors (HIFs), that are
characterized by different activation times. HIF overexpression has many effects on cell behavior, such as
change in metabolism, promotion of angiogenic processes and elicitation of a pro-inflammatory response. These
effects are driving forces of malignant progression in cancer cells. In this work we study in detail hypoxia-
induced dynamics of HIF1𝛼 and HIF2𝛼, which are the most studied isoforms, comparing available experimental
data on their evolution in tumor cells with the results obtained integrating the deduced mathematical model.
Then, we examine the possible scenarios that characterize the link between hypoxia and inflammation via the
activation of NFkB (Nuclear Factor k-light-chain-enhancer of activated B cells) when the dimensionless groups
of parameters of the mathematical model change. In this way we are able to discuss why and when hypoxic
conditions lead to acute or chronic inflammatory states.
1. Introduction

Solid tumor microenvironments are typically hypoxic as a result of
both an increased demand due to an excessive proliferative rate and
a pathological vasculature that is not so effective in oxygen delivery.
Hypoxia may differ in duration and extent. As discussed in [1], it can
represent a transient condition, that lasts from few minutes to few hours
and can be easily reversed; it can be chronic, mainly in the deepest
regions of an avascular tumor, i.e., it can persist over a longer period
of time (more than one day). It can possibly be cyclic or intermittent,
as a consequence of partial and temporal drops in oxygen delivery to
the malignant mass from the pre-existing vasculature.

Despite differences in timing and underlying causes, all hypoxic
conditions converge through different extents in the activation of one
or more HIF isoforms. These are a family of transcription factors, that
orchestrate downstream crucial adaptive responses that favor cancer
cell survival [2].

They consist of an 𝛼 subunit, which is regulated in an oxygen
ependent manner, and a 𝛽 subunit, which is constitutively produced.
he enzymatic regulation on HIF𝛼 is played by a class of prolyl-
ydroxylases, PHDs (prolyl hydroxylase domain proteins), that, under
ormoxic conditions, allow the degradation of HIF𝛼. On the contrary,
nder hypoxic conditions, HIF𝛼 dimerizes with 𝛽 subunit in order to
egulate gene transcription.

Three HIF𝛼 isoforms are known, HIF1𝛼, HIF2𝛼, and HIF3𝛼. How-
ver, in this article we will focus on the two best characterized isoforms,
amely HIF1𝛼 and HIF2𝛼, because little about HIF3𝛼 from the quanti-
ative point of view. Although HIF1𝛼 and HIF2𝛼 share similar domain
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E-mail addresses: patrizia.ferrante@unito.it (P. Ferrante), luigi.preziosi@polito.it (L. Preziosi), marco.scianna@polito.it (M. Scianna).

structure, they are characterized by differences in temporal regula-
tion, gene specificity, and tissue expression [3]. Actually, the temporal
evolution of HIF1𝛼 is very characteristic, presenting a peak of over-
expression after a couple of hours from the onset of hypoxia and the
tendency to go to a steady state that is characterized by a higher
concentration of HIF1𝛼 than the normoxic one and is reached within
few more hours [4]. HIF2𝛼 behaves similarly, but the time scales
characterizing the process are one order of magnitude higher [5]. So,
it is activated if hypoxia persists for longer periods.

HIFs regulate the expression of more than one thousand target
genes encoding proteins involved in hypoxic responses [6]. Among
them, we will focus on their influence on alarmin receptors which
result overexpressed in hypoxic conditions [7]. The binding of alarmins,
released by necrotic cells present in the environment, to their receptors
generates a signaling cascade that ends with the activation of NFkB.
This, in turn, increases the expression of alarmin receptors triggering
an inflammatory state [8–10]. Even if inflammation can either precede
or accompany tumor development, in most of the cases it is promoted
by the tumor microenvironment (‘‘tumor-elicited inflammation’’) [11].
In this latter case, inflammation feed into a feed-forward loop of
inflammation-induced signaling and becomes non-resolving, leading to
a chronic response that lasts for prolonged periods beyond the stimulus
that initially triggered it [8].

From the modeling point of view, several papers focused on a
detailed dynamics of HIF1, which is the most studied isoform. In par-
ticular, in [4,12] a simple kinetic model including HIF1 and three PHD
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Fig. 1. HIF-PHD-NFkB pathway. Arrows refer to promoting actions, while blockhead arrows to inhibitory actions. The fact that HIF2 degradation is regulated by PHD3 and to a
inor extent by PHD2 is described respectively by a full and a dashed blockhead arrow. Basal productions and degradations are not reported for sake of simplicity. DNA schemes

efer to the transcriptional activity of HIFs and NFkB.
soforms is able to reproduce, by suitably fitting the model parameters
ell by cell, the outcomes of experiments performed on HeLa cells by
he same authors, including the above-mentioned peak dynamics. A
ore detailed model taking into account both the transcriptional ac-

ivity of HIF1 and its regulation by both PHD2 and the asparaginyl hy-
roxylase FIH (Factor Inhibiting HIF) is proposed by Nguyen et al. [13],
s well as by Yu et al. [14], who however deal with a generic HIF and
HD. The main focus of these works is to describe how the variables
t equilibrium depend from the oxygen concentration. Less attention is
ayed to whether the models are able to catch the peak dynamics. Other
odels dealing with the regulation of HIF1 by PHD2 are proposed

n [15–17].
The description of the relationship between HIF1 dynamics and

erobic/anaerobic energy metabolism is the aim of the model proposed
n [18]. The mathematical model consists in 16 ODEs with a particular
ocus on the dynamics of the metabolism-related proteins in the cyto-
lasm and in the mitochondria. With the same aim, Kelly et al. [19]
ropose a simpler model consisting of an ODE for the evolution of
IF1 and three reaction–diffusion equations for the spatio-temporal
volution of glucose, oxygen and 18-fluorodeoxyglucose. Their main
im is then to describe how the concentration of the state variables
bove depends on the distance from a vessel.

Still regarding other consequences of hypoxia, the interaction be-
ween HIF and cyclin expression governing the G1/S transition and
herefore cell cycle is described in [20,21]. On the other hand,
oulibaly et al. [22] study how the overexpression of interleukines
ctivates downstream a cascade of activations involving AKT-mTOR
athway that leads to the overexpression of HIF1𝛼.

The aim of the present article is to model the interplay between
ypoxic state and inflammatory response from a different point of
iew. In fact, since alarmin receptors can be a potential target of both
IF1 and HIF2 [23], we investigate the role of both HIF1 and HIF2
verexpression as well as the role of their regulators PHD2 and PHD3
n the activation of an inflammatory response. Moreover, we will not
escribe the details of the dimerization process and of HIF transfection
o the nucleus, which was for instance the focus of the work by Nguyen
t al. [13], and will only focus on HIF𝛼 that represents the rate limiting

factor for HIF dimerization.
Specifically, in Section 2 we deduce the mathematical model of

the HIF-PHD-NFkB pathway and in Section 3 we discuss the stability
character of the equilibrium states. Then, we first study in detail the
dynamics of HIF1 (Section 4.1) and HIF2 (Section 4.2) comparing them

with available experimental data on their evolution as well as on that of

2

PHD2. Then, in the lack of quantitative data on NFkB evolution directly
linked to HIFs, in Section 5 we examine the possible scenarios that
might characterize the link between hypoxia and inflammation as a
function of the dimensionless groups of parameters characterizing the
mathematical model. In this way, we are able to discuss when hypoxic
conditions lead to acute or chronic inflammatory states, distinguish
between the cases in which the chronic inflammation is self-sustaining
and explore strategies that may lead to the resolution of the inflamma-
tion. For instance, we show that if the transcriptional activity of NFkB
on genes that encode for alarmin receptors is sufficiently high, then the
inflammatory state, if triggered, is irreversible, even if normoxic con-
ditions are re-established. In this case a way (the only way) to resolve
inflammation would be to pharmacologically target NFkB activation
impacting either directly or indirectly on its transcriptional activity.

2. Mathematical model of the HIF-PHD-NFkB pathway

The response of cells as a function of oxygen availability is regulated
by the activity of HIFs that are in turn regulated by PHDs. As men-
tioned in the Introduction, in presence of oxygen, PHDs hydroxylate
HIF𝛼 subunit on two proline residues targeting it for proteasomal
degradation [2]. On the contrary, under hypoxic conditions PHDs
display little catalytic activity, so that HIFs remain unhydroxylated
and therefore stabilized becoming overexpressed and transcriptionally
active. Referring to Fig. 1, HIF1 and HIF2 are related to specific PHDs,
named respectively PHD2 [24] and PHD3 [25], though it is found that
PHD2 has a minor regulatory activity on HIF2 [25]. In particular, HIF1
promotes both PHD2 and PHD3 production [24–26], whereas HIF2
promotes PHD3 production only [25].

Coming to the inflammatory part, the stabilization of both HIFs in
tumor cells induces the expression of alarmin receptors on their plasma
membrane [7]. These receptors, once bound to alarmins released by
tumor-associated necrosis, generate a signaling cascade that ends with
the activation of NFkB, which in turn contributes to the expression
of alarmin receptors, thus forming a positive feedback loop. NFkB
activation then leads to a cell inflammatory state [8–10].

With the aim of describing the evolution of the pathway above in
response to oxygen availability, in the following we will denote with
�̂�1 and �̂�2 the nuclear level of HIF1 and HIF2 and with 𝑃2 and 𝑃3
the cellular level of their main regulators PHD2 and PHD3. Then, the
role of alarmin receptors and of NFkB will be respectively described
by the variables �̂�𝑟 and �̂� . To clarify the general notation used in
the following equations, we explicitly observe that hatted variables
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are dimensional as well as hatted functions (e.g., 𝛤𝛼 for 𝛼 = 𝐴, 2, 3
below), while non-hatted counterparts and functions are dimensionless
quantities, including 𝑔𝑖𝑗 and 𝐹𝑖𝑗 below.

Oxygen concentration �̂�2 is taken as externally controlled, i.e., it is
escribed by a given function of time, which typically has a piecewise
onstant trend ranging either from normoxic to hypoxic values or vice
versa (see the Appendix for the quantitative definition of normoxia and
hypoxia that will be used in this paper). In deducing the model, we will
focus on the post-translational modification of the proteins played by
the PHDs. We skip other types of regulation, such as the transcriptional
one, that may contribute to the switch between HIF1 and HIF2, as
discussed in [27] in the specific scenario of non-tumor cell lines.

Let us start the model deduction by focusing on HIF1 and HIF2
dynamics. They are basally synthesized at a rate 𝛾1 and 𝛾2, respectively,
and are degraded in an oxygen-independent way at a rate 𝛿1 and 𝛿2.

owever, referring to Fig. 1, they undergo a more relevant oxygen-
ependent degradation: in the case of HIF1, it is triggered by PHD2
t a rate 𝛿𝑜𝑥12 , whereas in the case of HIF2, it is triggered by both
HD2 and PHD3 at rates 𝛿𝑜𝑥22 and 𝛿𝑜𝑥23 , respectively, being 𝛿𝑜𝑥23 > 𝛿𝑜𝑥22 in
greement with experimental evidences reported in [25]. Summing up,
he evolution of HIF1 and HIF2 is modeled by the following ODEs

𝑑�̂�1

𝑑𝑡
= 𝛾1 − 𝛿1�̂�1 − 𝛿𝑜𝑥12𝑔12(�̂�2)𝐹12(�̂�1)𝑃2 , (1)

𝑑�̂�2

𝑑𝑡
= 𝛾2 − 𝛿2�̂�2 − 𝛿𝑜𝑥22𝑔22(�̂�2)𝐹22(�̂�2)𝑃2 − 𝛿𝑜𝑥23𝑔23(�̂�2)𝐹23(�̂�2)𝑃3 , (2)

where

𝑔𝑖𝑗 (�̂�2) =
�̂�2

𝐾𝑜𝑥
𝑖𝑗 + �̂�2

and 𝐹𝑖𝑗 (�̂�𝑖) =
�̂�𝑖

𝐾𝑖𝑗 + �̂�𝑖
, (3)

are dimensionless Michaelis–Menten terms describing the degradation
of HIF1 and HIF2 by PHD2 and PHD3 (as given by the 𝐹 terms), that
is promoted by the presence of oxygen (as given by the 𝑔 terms). For
the sake of clarity, we notice that the double index ℎ𝑘 refers to the
action on ℎ due to the presence of 𝑘. So, for instance, 𝛿𝑜𝑥23 refers to the
degradation of HIF2 due to the presence of PHD3.

As seen, PHD2 production is triggered by HIF1 whereas PHD3
production by both HIFs. Taking into account also of their natural
degradation at rates 𝛿𝑃2 and 𝛿𝑃3 , respectively we can write

𝑑𝑃2

𝑑𝑡
= 𝛾21𝛤2(�̂�1) − 𝛿𝑃2𝑃2 , (4)

𝑑𝑃3

𝑑𝑡
= 𝛾32𝛤3(�̂�1, �̂�2) − 𝛿𝑃3𝑃3 . (5)

In the perspective of an analysis of equilibrium configurations and
of the corresponding stability characteristics, we assume that the two
source functions 𝛤2(�̂�1) and 𝛤3(�̂�1, �̂�2) are increasing in their argu-

ents and vanish when �̂�1 = �̂�2 = 0.
Coming to the inflammatory part, in our set-up, we are assuming

hat alarmins are present in the microenvironment in such a way that
he limiting factor for triggering inflammation is represented by the
evel of expression of their cell receptors only, rather than by the
resence of alarmin factors themselves. As already mentioned, the
xpression of alarmin receptors is induced by both NFkB, at a rate 𝛾𝐴𝑁

and through an increasing function of �̂� , �̂�𝐴(�̂�), and HIFs, through the
function 𝛤𝐴(�̂�1, �̂�2), which has an increasing trend w.r.t. its arguments
�̂�1 and �̂�2, as hypothesized in [28]. Assuming a constant degradation
of alarmin receptors at rate 𝛿𝐴, we can write:

𝑑�̂�𝑟

𝑑𝑡
= 𝛾𝐴1𝛤𝐴(�̂�1, �̂�2) + 𝛾𝐴𝑁 �̂�𝐴(�̂�) − 𝛿𝐴�̂�𝑟 . (6)

Finally, NFkB is assumed to be produced both basally, at a rate 𝛾𝑁 , and
hrough an Hill-type action of �̂�𝑟, also on the basis of [29],

𝑁 (�̂�𝑟) =
�̂�2
𝑟

2 2
, (7)
𝐾𝐴 + �̂�𝑟

3

and to be degraded at a constant rate 𝛿𝑁 , so that we can write

𝑑�̂�
𝑑𝑡

= 𝛾𝑁 + 𝛾𝑁𝐴𝐺𝑁 (�̂�𝑟) − 𝛿𝑁 �̂� . (8)

Despite, as we shall see, the stability analysis is independent from
the specific form given to 𝛤2, 𝛤3, 𝛤𝐴, and �̂�𝐴, in the forthcoming
imulations, we opt for simple linear trends

̂2(�̂�1) = �̂�1 , 𝛤3(�̂�1, �̂�2) = 𝜎�̂�1 + �̂�2 ,

�̂�𝐴(�̂�) = �̂� , 𝛤𝐴(�̂�1, �̂�2) = �̂�1 + 𝜌�̂�2 . (9)

So, overall, HIF-PHD-NFkB kinetics are modeled by Eqs. (1), (2), (4),
(5), (6), and (8), complemented by (3) and (7). It is however useful
to rewrite the system in a non-dimensional form. In this respect, let us
introduce the following scaled variables

𝐻1 =
�̂�1
𝐾12

, 𝐻2 =
�̂�2
𝐾23

, 𝑃2 =
𝛿𝑃2

𝛾21𝐾12
𝑃2 , 𝑃3 =

𝛿𝑃3
𝛾32𝐾23

𝑃3 ,

𝐴𝑟 =
�̂�𝑟
𝐾𝐴

, 𝑁 =
𝛿𝑁
𝛾𝑁𝐴

�̂� , 𝑂2 =
�̂�2
𝐾𝑜𝑥

12
, 𝑡 = 𝛿𝑃2 𝑡 .

In addition, we define

𝛤2 =
𝛤2
𝐾12

, 𝛤3 =
𝛤3
𝐾23

, 𝛤𝐴 =
𝛾𝐴1𝛤𝐴
𝛿𝐴𝐾𝐴

, and 𝐺𝐴 =
𝛾𝐴𝑁 �̂�𝐴

𝛿𝐴
.

The resulting dimensionless system of equations finally reads as

𝜏
𝑑𝐻1
𝑑𝑡

= 1 − 𝜁𝐻1 − 𝜂𝑔12(𝑂2)𝐹12(𝐻1)𝑃2 , (10)
𝑑𝑃2
𝑑𝑡

= 𝛤2(𝐻1) − 𝑃2 , (11)

𝜏2
𝑑𝐻2
𝑑𝑡

= 1 − 𝜁2𝐻2 − 𝜂2𝑔22(𝑂2)𝐹22(𝐻2)𝑃2 − 𝜂3𝑔23(𝑂2)𝐹23(𝐻2)𝑃3 , (12)

𝜏𝑃
𝑑𝑃3
𝑑𝑡

= 𝛤3(𝐻1,𝐻2) − 𝑃3 , (13)

𝜏𝐴
𝑑𝐴𝑟
𝑑𝑡

= 𝛤𝐴(𝐻1,𝐻2) + 𝛽𝐺𝐴(𝑁) − 𝐴𝑟 , (14)

𝜏𝑁
𝑑𝑁
𝑑𝑡

= 𝛼 + 𝐺𝑁 (𝐴𝑟) −𝑁 , (15)

with

𝜏 =
𝐾12𝛿𝑃2

𝛾1
, 𝜁 =

𝐾12𝛿1
𝛾1

, 𝜂 =
𝐾12𝛾21𝛿𝑜𝑥12
𝛾1𝛿𝑃2

,

𝜏2 =
𝐾23𝛿𝑃2

𝛾2
, 𝜁2 =

𝐾23𝛿2
𝛾2

, 𝜂2 =
𝐾12𝛾21𝛿𝑜𝑥22
𝛾2𝛿𝑃2

, 𝜂3 =
𝐾23𝛾32𝛿𝑜𝑥23
𝛾2𝛿𝑃3

,

𝜏𝑃 =
𝛿𝑃2
𝛿𝑃3

, 𝜏𝐴 =
𝛿𝑃2
𝛿𝐴

, 𝜏𝑁 =
𝛿𝑃2
𝛿𝑁

, 𝛼 =
𝛾𝑁
𝛾𝑁𝐴

,

=
𝛾𝐴𝑁 𝛾𝑁𝐴
𝛿𝐴𝛿𝑁𝐾𝐴

.

For sake of completeness we also mention that 𝐹𝑖𝑗 , 𝑔𝑖𝑗 , and 𝐺𝑁 are now
ritten as functions of dimensionless quantities with suitably scaled
ichaelis–Menten constants, i.e.,

12(𝑂2) =
𝑂2

1 + 𝑂2
, 𝑔22(𝑂2) =

𝑂2

�̃�𝑜𝑥
22 + 𝑂2

, 𝑔23(𝑂2) =
𝑂2

�̃�𝑜𝑥
23 + 𝑂2

,

𝐹12(𝐻1) =
𝐻1

1 +𝐻1
, 𝐹22(𝐻2) =

𝐻2

�̃�22 +𝐻2
, 𝐹23(𝐻2) =

𝐻2
1 +𝐻2

,

𝐺𝑁 (𝐴𝑟) =
𝐴2
𝑟

1 + 𝐴2
𝑟
,

here �̃�𝑜𝑥
22 = 𝐾𝑜𝑥

22∕𝐾
𝑜𝑥
12 , �̃�𝑜𝑥

23 = 𝐾𝑜𝑥
23∕𝐾

𝑜𝑥
12 , and �̃�22 = 𝐾22∕𝐾23.

Referring to the Appendix for a discussion on the evaluation of
the model parameters, in Table 1 we list the reference values related
to the HIF-PHD dynamics. Then, in Section 4.1.2 we will describe the
influence of parameter changes on HIF dynamics.

3. Equilibrium and stability

In this section we will show how, for any given oxygen concen-
tration, it is possible to identify the equilibrium states examining in
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Table 1
Parameters used as reference values for the HIF-PHD dynamics in Eqs. (1)–(8) and related dimensionless parameters in Eqs. (10)–(15). A
discussion of how they have been estimated is contained in the Appendix. The acronym ‘‘M-M’’ stands for Michaelis–Menten.

Reference values of model parameters

Parameter (unit) HIF1 HIF2 PHD2 PHD3

Basal production (μM/s) 𝛾1 = 10−1 𝛾2 = 3 ⋅ 10−1

Basal degradation (s−1) 𝛿1 = 10−5 [4,13] 𝛿2 = 10−5 𝛿𝑃2
= 10−5 [4,13] 𝛿𝑃3

= 10−5

Parameter (unit) HIF1 → PHD2 HIF1 → PHD3 HIF2 → PHD3

PHD production (s−1) 𝛾21 = 4 ⋅ 10−5 [12] 𝛾31 = 4 ⋅ 10−5 𝛾32 = 2 ⋅ 10−5

HIF1 ← PHD2 HIF2 ← PHD2 HIF2 ← PHD3

HIF degradation by PHD (s−1) 𝛿𝑜𝑥12 = 10−2 [30,31] 𝛿𝑜𝑥22 = 7 ⋅ 10−3 [30] 𝛿𝑜𝑥23 = 10−4

M-M constant (O2) (μM) 𝐾𝑜𝑥
12 = 100 [30,32,33] 𝐾𝑜𝑥

22 = 70 [34] 𝐾𝑜𝑥
23 = 100

M-M constant (HIF) (μM) 𝐾12 = 14 [30,31] 𝐾22 = 15 [34] 𝐾23 = 150 [32]

Reference values of dimensionless model parameters

𝜂 = 5.6 𝜂2 = 1.3067 𝜂3 = 0.1 𝜏 = 1.4 ⋅ 10−3 𝜏2 = 5 ⋅ 10−2 𝜏𝑃 = 1
𝜁 = 1.4 ⋅ 10−3 𝜁2 = 5 ⋅ 10−2 𝜎 = 0.19 �̃�𝑜𝑥

22 = 0.7 �̃�𝑜𝑥
23 = 1 �̃�22 = 0.1
i
𝜂
i
f
t
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cascade the subsystem formed by Eqs. (10)–(11), i.e., relative to HIF1
and PHD2 kinetics, to pass then to Eqs. (12)–(13), i.e., relative to HIF2
and PHD3 kinetics, to end with Eqs. (14)–(15), i.e., relative to alarmin
receptors and NFkB kinetics. Subsequently, the stability character of
the equilibria will be discussed under the following biologically funded
hypothesis.
Hyp1: The functions 𝛤2(𝐻1), 𝛤3(𝐻1,𝐻2), 𝛤𝐴(𝐻1,𝐻2), and 𝐺𝐴(𝑁) of
the dimensionless system (10)–(15) are increasing from zero in their
arguments, i.e.,

𝛤2(0) = 𝛤3(0, 0) = 𝛤𝐴(0, 0) = 0 , and

𝜕𝛤2
𝜕𝐻1

(𝐻1) > 0 ,
𝜕𝛤3
𝜕𝐻1

(𝐻1,𝐻2) > 0 ,
𝜕𝛤3
𝜕𝐻2

(𝐻1,𝐻2) > 0,

𝜕𝐺𝐴
𝜕𝑁

(𝑁) > 0 ,
𝜕𝛤𝐴
𝜕𝐻1

(𝐻1,𝐻2) > 0 ,
𝜕𝛤𝐴
𝜕𝐻2

(𝐻1,𝐻2) > 0,

∀𝐻1,𝐻2, 𝑁 .

3.1. Equilibrium states

We start by noticing that, from Eq. (11), 𝑃 𝑒𝑞
2 = 𝛤2(𝐻

𝑒𝑞
1 ), which,

substituted in (10) allows to get

𝜁𝐻𝑒𝑞
1 + 𝜂𝑔12(𝑂2)𝐹12(𝐻

𝑒𝑞
1 )𝛤2(𝐻

𝑒𝑞
1 ) = 1 , (16)

and therefore to implicitly identify 𝐻𝑒𝑞
1 . Because of the positivity

requirement and of the increasing trend of the functions 𝛤2 and 𝐹12
and of the fact that 𝛤2(𝐻1 = 0) = 0, Eq. (16) has only one solution.
Actually, since the term 𝑔12 increases with the concentration of oxygen,
the derivative of the l.h.s. of (16) at any fixed 𝐻1 increases with 𝑂2 as
well, and then we can also state that both 𝐻𝑒𝑞

1 and 𝑃 𝑒𝑞
2 decrease with

the level of available oxygen, as expected and shown in Fig. 2a,b,c.
Specifically, if 𝛤2(𝐻1) = 𝐻1 we can explicitly write

𝐻𝑒𝑞
1 = 𝑃 𝑒𝑞

2 =
1 − 𝜁 +

√

(1 + 𝜁 )2 + 4𝜂𝑔12(𝑂2)

2[𝜁 + 𝜂𝑔12(𝑂2)]
. (17)

The dependence of this equilibrium value from the dimensionless pa-
rameters is reported in Fig. 2a,b,c. The estimated value of 𝜁 reported
n Table 1 is much smaller than 1, so that in (17), the 𝜁 terms could

be even dropped. In fact, looking at Fig. 2b, in order to see a valuable
difference in the dependence of the equilibrium concentration of HIF1
from the oxygen level, 𝜁 has to increase up to biologically unrealistic
alues close to 0.1, as expected. The presence of 𝜁 becomes relevant for

extremely low concentrations of oxygen. In particular, the curve goes
to 1∕𝜁 when the oxygen level drops to zero.
4

Fig. 2a instead describes how 𝐻𝑒𝑞
1 , and therefore 𝑃 𝑒𝑞

2 , decrease for
ncreasing concentrations of O2 for different values of the parameter
. Fig. 2c finally compares the experimental values of HIF1 reported
n [35] for HeLa cells and the equilibrium values obtained by the model
or the reference values 𝜂 = 𝜂0 = 5.6 and 𝜁 = 𝜁0 = 1.4 ⋅10−3. We observe
hat, in [35] and in Fig. 2c, HIF1 levels are normalized with respect to
he value obtained for a saturation of oxygen of 6% corresponding to
non-dimensional 𝑂2 = 0.6.

For sake of clarity, we need to distinguish between PHD2 and the
nzymatically active PHD2. In fact, Fig. 2d shows the level of enzymat-
cally active PHD2 (denoted by 𝑃 ∗

2 ), that corresponds to multiplying
2 by the Michaelis–Menten term 𝑔12, and its increasing dependence
rom the oxygen level. This behavior is in agreement with published
xperimental evidence [30] and shows a steep decrease going back
oward anoxic conditions 𝑂2 ≪ 0.1.

Proceeding in a similar way for HIF2, Eq. (13) readily gives 𝑃 𝑒𝑞
3 =

3(𝐻
𝑒𝑞
1 ,𝐻𝑒𝑞

2 ), where now 𝐻𝑒𝑞
1 can be considered known from Eq. (17),

r from the solution of Eq. (16). Substituting 𝑃 𝑒𝑞
3 and 𝑃 𝑒𝑞

2 in (12) we
an write

2𝐻
𝑒𝑞
2 + 𝜂2𝑔22(𝑂2)𝐹22(𝐻

𝑒𝑞
2 )𝛤2(𝐻

𝑒𝑞
1 )+ 𝜂3𝑔23(𝑂2)𝐹23(𝐻

𝑒𝑞
2 )𝛤3(𝐻

𝑒𝑞
1 ,𝐻𝑒𝑞

2 ) = 1 ,

(18)

hat allows to implicitly determine 𝐻𝑒𝑞
2 . In particular, the above-

entioned properties of 𝐹22, 𝐹23, 𝛤2 and 𝛤3 (see Hyp1) result in the
xistence of a single equilibrium state, 𝐻𝑒𝑞

2 , that, as expected, decreases
ith the level of oxygen. The same holds for 𝑃 𝑒𝑞

3 .
We can finally focus on the last two equations. From (15) we have

𝑒𝑞 = 𝛼 + 𝐺𝑁 (𝐴𝑒𝑞
𝑟 ) , (19)

hat can be substituted back in (14), to get an implicit equation in 𝐴𝑒𝑞
𝑟 .

nstead of solving the resulting equation in terms of 𝐴𝑟, the presence
f the Hill form of 𝐺𝑁 defined in (7), as well as the still undefined
unction 𝐺𝐴, suggests to rewrite it as

𝐴(𝐻
𝑒𝑞
1 ,𝐻𝑒𝑞

2 ) = 𝐴𝑒𝑞
𝑟 − 𝛽𝐺𝐴

(

𝛼 + 𝐺𝑁 (𝐴𝑒𝑞
𝑟 )

)

. (20)

onsidering that 𝐻𝑒𝑞
1 and 𝐻𝑒𝑞

2 are decreasing functions of the given and
ontrolled oxygen level 𝑂2, we can look for the number of solutions of
21) as a function of the oxygen level, or, equivalently, of 𝛤𝐴. However,
n order to clarify the discussion, we take the specific form of 𝐺𝐴(𝑁) =

, so that (20) simplifies in

𝐴(𝐻
𝑒𝑞
1 ,𝐻𝑒𝑞

2 ) = 𝐴𝑒𝑞
𝑟 − 𝛽

(

𝛼 + 𝐺𝑁 (𝐴𝑒𝑞
𝑟 )

)

. (21)

Now, as can be trivially checked, 𝐺𝑁 is always increasing with

erivative that, starting from zero, increases up to 𝐺′ =
3
√

3 to
𝑁,𝑚𝑎𝑥 8
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Fig. 2. Dependence of non-dimensional HIF1 and PHD2 levels plotted as a function of O2 normalized with respect to 𝐾12. For reference, 𝑂2 = 1 corresponds to a saturation
of 10% and then to normoxic conditions in tissues. In the top row HIF1-level at equilibrium for different values of the dimensionless parameters 𝜂 (a) and 𝜁 (b). Specifically,
top to bottom in (a) 𝜂∕𝜂0 = 0.2, 0.5, 1, 2, 10 and in (b) 𝜁∕𝜁0 = 0, 1, 10, 50 where the reference values 𝜂0 = 5.6 and 𝜁0 = 1.4 ⋅ 10−3 are based on data reported in Table 1. In (b) the
esults for the first three values almost overlap. (c) Comparison between numerical (blue line) and experimental (red circles) HIF1 equilibrium values in HeLa cells normalized
ith respect to the value obtained at 6% O2 as a function of the oxygen level (normalized with respect to 𝐾12 = 100 μM), i.e., H∗(𝑂2) = 𝐻𝑒𝑞

1 (𝑂2)∕𝐻
𝑒𝑞
1 (𝑂2 = 0.6), as reported in [35].

The line corresponds to the equilibrium values predicted by the model in the reference case 𝜂 = 𝜂0 and 𝜁 = 𝜁0. (d) Level of enzymatically active PHD2 (𝑃 ∗
2 (𝑂2) = 𝑔(𝑂2)𝑃

𝑒𝑞
2 (𝑂2)) at

equilibrium, taking into account the Michaelis–Menten term in Eq. (3), for increasing values of 𝜂∕𝜂0 from top to bottom.
I

⎧

⎪

⎪

⎨

⎪

⎪

⎩

f

i

decrease again to zero. So, if

𝐺′
𝑁,𝑚𝑎𝑥 =

3
√

3
8

< 1
𝛽
, (22)

then the r.h.s. of (21) is always increasing (starting from a non biologi-
cal negative value when 𝐴𝑟 > 0) and so there is a only one equilibrium

state. Otherwise, if 1
𝛽
<

3
√

3
8

there are two values of 𝐴𝑟 for which the
derivative of the r.h.s. vanishes. So, there might be three admissible
equilibria, suggesting the existence of a saddle–node bifurcation, as it
will be discussed in the following section.

The bistability range can be identified looking for the points where
the curve given by (21) is tangent to the 𝐴𝑟 axis either at its minimum
or at its maximum. These points can be identified solving the system

𝐴𝑟 − 𝛽

(

𝛼 +
𝐴2
𝑟

1 + 𝐴2
𝑟

)

= 0

1 − 𝛽
2𝐴𝑟

2 2
= 0 .

(23)
(1 + 𝐴𝑟 )

5

n the (𝛼, 𝛽) plane the system above identifies the curve

𝛼 =
𝐴2
𝑟 (1 − 𝐴2

𝑟 )
(1 + 𝐴2

𝑟 )2

𝛽 =
(1 + 𝐴2

𝑟 )
2

2𝐴𝑟

(24)

or 𝐴𝑟 ∈ (0, 1], being 𝛼 non negative. The curve presents a cusp in 𝛼 = 1
8

and 𝛽 = 8
9

√

3. Then, as shown in Fig. 3a, the parameter plane is divided
n 4 zones:

• in I, there is only one equilibrium (as the rightmost curve in
Fig. 3b,c);

• in II, there are three equilibria in a certain interval of 𝛤𝐴 and one
outside it (as the third full curve in Fig. 3b,c);

• in III, there are three equilibria below a certain value of 𝛤𝐴 and
one above it (as the first two curves in Fig. 3b,c);

• in IV, there is only one admissible equilibrium.
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3

o

𝐽

Fig. 3. (a) Stability regions in the (𝛼, 𝛽) plane. (b-c) For each stability region, we plot (in the same color) an example of equilibrium concentrations of alarmin receptors (b) and
NFkB (c) as functions of 𝛤𝐴(𝐻

𝑒𝑞
1 (𝑂2),𝐻

𝑒𝑞
2 (𝑂2)). Specifically, full lines from right to left correspond to zones I up to III with 𝛽 = 1.3, 1.8, 2, 4 and 𝛼 = 0 always. The dotted curves

correspond to the value 𝛽 = 1.9, which will be used in the simulations proposed in Section 5. The shaded gray areas in (b) and (c) correspond to non physiological values of 𝛤𝐴.
b
o
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o
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.2. Stability

In order to discuss the stability characteristics of the equilibria, we
bserve that the Jacobian of the system (10)–(15) is

=

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

−𝜁 − 𝜂𝑔12
𝜕𝐹12

𝜕𝐻1
𝑃2 −𝜂𝑔12𝐹12 0 0 0 0

𝜕𝛤2

𝜕𝐻1
−1 0 0 0 0

0 −𝜂2𝑔22𝐹22 𝐽33 −𝜂3𝑔23𝐹23 0 0
𝜕𝛤3

𝜕𝐻1
0

𝜕𝛤3

𝜕𝐻2
−1 0 0

𝜕𝛤𝐴

𝜕𝐻1
0

𝜕𝛤𝐴

𝜕𝐻2
0 −1 𝛽

𝜕𝐺𝐴

𝜕𝑁

0 0 0 0
𝜕𝐺𝑁

𝜕𝐴𝑟
−1

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

(25)

where

𝐽33 = −𝜁2 − 𝜂2𝑔22
𝜕𝐹22 𝑃2 − 𝜂3𝑔23

𝜕𝐹23 𝑃3,
𝜕𝐻2 𝜕𝐻2

6

and the dependencies of 𝑔𝑖𝑗 and 𝐹𝑖𝑗 are dropped for lack of space. The
lock structure of the matrix allows to say that its eigenvalues are those
f the three 2 × 2 diagonal blocks. The first two have both negative real
igenvalues. So, the stability properties of the equilibria only depend
n the last block and in particular on the sign of its determinant, being
he trace of this sub-matrix constantly negative. Hence, the equilibrium
tate is stable if and only if
𝜕𝐺𝐴
𝜕𝑁

(

𝛼 + 𝐺𝑁 (𝐴𝑒𝑞
𝑟 )

) 𝜕𝐺𝑁
𝜕𝐴𝑟

(𝐴𝑒𝑞
𝑟 ) < 1

𝛽
,

which obviously simplifies to
𝜕𝐺𝑁
𝜕𝐴𝑟

(𝐴𝑒𝑞
𝑟 ) < 1

𝛽
,

if 𝐺𝐴(𝑁) = 𝑁 . In this respect, when there are no turning points,
as in the rightmost (blue) curve in Fig. 3b,c, then there is a unique
equilibrium point which is stable. On the other hand, when there is
an S-shaped equilibrium curve, like in the other curves in Fig. 3b,c,
the middle branch (corresponding to decreasing values of 𝑁𝑒𝑞 as a
function of 𝛤𝐴) refers to an unstable equilibrium, while the upper
and lower increasing branches correspond to stable equilibria. This



P. Ferrante, L. Preziosi and M. Scianna Mathematical Biosciences 355 (2023) 108952

h
i
e
w
5

n
f
a
n
i
w

Fig. 4. HIF1 and PHD2 temporal evolution. The system is suddenly de-oxygenated into hypoxia (1% O2) starting from a normoxic conditions (21% O2). (a) Experimental HIF1
data on HeLa cells reported in [4] normalized with respect to their maximum values. Each curve refers to a different HeLa cell. The thick blue curve refers to the numerical result
obtained using the parameters reported in Table 1. (b) Normalized PHD2 evolution compared with the temporal data reported in [4] (black circles) and with the experiments by
Holmquist et al. [36] (green squares) on neuroblastoma cells.
gives rise to a condition of bistability, that potentially describes the
influence of hypoxia dynamics on the switch between the onset of
an acute or chronic inflammation. All the different scenarios linking
hypoxia and inflammation are discussed in detail in Section 5. In
the following the upper branch will be called inflammatory branch,
because it corresponds to high levels of NFkB expression.

4. Time evolution

Before addressing the entire pathway reported in Eqs. (10)–(15),
it is important to focus on the kinetics of HIF1 and PHD2 only, that
are the most studied in the literature. Then, we will include HIF2 and
PHD3 to conclude with the dynamics of the full problem discussing the
possible scenarios linking hypoxia and inflammation.

4.1. HIF1-PHD2 kinetics

Focusing on Eqs. (10) and (11), we will now use experimental data
(i) to check the fitting between experimental data and model output on
the kinetics of HIF1 and PHD2 and (ii) to better estimate the production
rates of the two chemicals, which in the literature have been so far
evaluated through preliminary simulations only (see [4,12,18]). Then,
being aware of the variability of response from tissue to tissue and
even from cell to cell within the same cell type, we will analyze the
dependence of the response on the parameters.

4.1.1. Comparison with experiments
As discussed in the Appendix and reported in Table 1, all parame-

ters related to the HIF1-PHD2 kinetics can be identified on the basis of
experiments, with the notably exception of 𝛾1 and 𝛾21 for which we only
ave computational estimates [4,12,18]. To obtain a better parameter
dentification, we start from the experimental data reported by Bagnall
t al. [4]. In their work HeLa cells were transiently cotransfected
ith HIF1𝛼-EGFP and imaged by time-lapse confocal microscopy every
min after a drop in oxygen saturation from 20.9% to 1%.

In Fig. 4a the evolution of the HIF1 level in different cells is reported
ormalizing the fluorescence data with respect to their maximum. In
act, Bagnall et al. [4] advice that the quantitative fluorescence output
mong separate experiments or among cells in the same experiment are
ot comparable for reasons mainly related to fluorescence calibration
n the experimental protocol and to the method of transient transfection
hich normally leads to different basal HIF content estimation.
7

From these experimental data it can be observed that the response
differs even among cells of the same lineage. The output of our model
with the reference values of parameters reported in Table 1 is repre-
sented by the thick blue curve in Fig. 4a that falls in the middle of
the experimental curves. Fig. 4b shows a comparison of the normalized
level of PHD2 with respect to the data reported in [4] for a single cell
using the same parameters used in Fig. 4a. It can then be observed that
the temporal evolution of both HIF1 and PHD2 obtained by the model
compares well with the experimental values in terms of (i) time to
reach the maximum expression, (ii) duration of HIF1 over-expression,
as reported in Fig. 4a, (iii) time of maximum expression of PHD2, (iv)
PHD2 overshooting, and (v) ratio of asymptotic PHD2 concentration
versus its maximum value, as reported in Fig. 4b. As mentioned in
the Appendix, the trend for large times (compared to the maximum
concentration of HIF1, due to the normalization experimental needs)
is instead used to estimate 𝛾1, which is the only parameter relative to
HIF1-PHD2 dynamics that has not been experimentally quantified. In
Fig. 4b we also report the data from experiments on neuroblastoma
cells performed by Holmquist et al. [36] that show a similar trend with-
out any further adjustment of the parameters, despite the difference in
cell type used.

4.1.2. Dependence of the evolution from the parameters
Since HIF response depends on tissue and presents even differences

from cell to cell, we turn out to analyze how HIF1-PHD2 dynamics
depends on the dimensionless parameters, that are shown in Table 1.

In order to show the effect of the three parameters present in the
subsystem (10)–(11), in Fig. 5 we report the result of some sample
simulations that differ by a single parameter value. All simulations
start from initial conditions for which the system is at equilibrium
in a normoxic situation with �̂�2 = 210 μM corresponding to 21% O2
(i.e., 𝑂2 = 2.1) and HIF1 and PHD2 levels given by Eq. (17). Then, for
𝑡 > 0 the system is put into hypoxia suddenly decreasing the values of
oxygen down to �̂�2 = 10 μM, corresponding to 1% O2 (i.e., 𝑂2 = 0.1).
As a consequence, HIF1 starts its over-expression and PHD2 follows on
a slower time scale to control HIF1 expression. So, after an overshoot,
HIF1 and PHD2 levels tend to the new equilibrium corresponding to
the hypoxic state, again given by Eq. (17), for the hypoxic value of O2.

In the first row of Fig. 5, we focus on what happens when 𝜂 is
changed. This parameter is mainly affected by the PHD2 regulation
mechanism of HIF1. Increasing 𝜂 from the reference value leads to
less pronounced peaks with the instant of maximum expression of



P. Ferrante, L. Preziosi and M. Scianna Mathematical Biosciences 355 (2023) 108952
Fig. 5. Temporal evolution of HIF1 (left) and of PHD2 (right) starting from the reference values 𝜂0 = 5.6, 𝜁0 = 1.4 ⋅ 10−3, and 𝜏0 = 1.4 ⋅ 10−3. Increments in 𝜂 (first row), 𝜁 (second
row), and 𝜏 (third row) all lead to less pronounced HIF1 peaks.
HIF1 achieved earlier. Conversely, decreasing 𝜂 considerably increases
the maxima and makes the slight undershoot after the peak more
pronounced. The presence of a minimum and then a slowly increasing
tendency to reach the equilibrium value also seems to be present in
some experimental behaviors [4].

In the second row, we focus on the effect of 𝜁 , that, as already
discussed when dealing with the equilibria, can be neglected. First of
8

all, we notice that the characteristic peak in HIF1 response is also
present in the limit case 𝜁 = 0, that is, if the oxygen-independent
degradation of HIF1 is not taken into account at all, as for instance
done in [18]. Then, only increments of 𝜁 of (at least) one order of
magnitude give rise to a valuable difference in the evolution with an
anticipation of the peak and a lowering of the maximum as occurs when
𝜂 is increased.
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Fig. 6. On the left, dimensionless time 𝑡𝑝𝑒𝑎𝑘 to reach the maximum HIF1 activation (full red curves) and the temporal duration 𝑡𝑜𝑣𝑒𝑟 of HIF overexpression (dashed blue curves).
On the right: maximum dimensionless value of HIF1 activation. Top row, as a function of 𝜂 when 𝜏∕𝜏0 = 0.5, 1, 2 with 𝜏0 = 1.4 ⋅ 10−3, from bottom to top in (a) and from top to
bottom in (b). Middle row, as a function of 𝜏 when 𝜂∕𝜂0 = 0.5, 1, 2 with 𝜂0 = 5.6, from top to bottom. In the bottom row data are plotted in logarithmic scale. In (e) 𝑡𝑝𝑒𝑎𝑘 data

form an almost planar surface. In this respect, colors refer to the relative error with respect to the fitting rule (26). In all cases the value of 𝜁 is set to 𝜁0 = 1.4 ⋅ 10−3.
Finally, looking at the third row, it can be observed that increments
in 𝜏 (that can, for instance, be obtained by increasing the degradation
rate of PHD2 or by decreasing the production rate of HIF1) lead to
slower responses, with lower peaks. So, overall increasing 𝜂 and 𝜏 will
both lead to a decreased activation, but in the former case the peak is
anticipated and in the latter is delayed.
9

In Fig. 6 we focus instead on the dependence on the parameters
of (i) the time 𝑡𝑝𝑒𝑎𝑘 needed to reach the maximum HIF1 expression,
(ii) the duration 𝑡𝑜𝑣𝑒𝑟 of HIF1 overexpression, identified by the instant
of achievement of the maximum convexity, after which the dynamics
slow down to reach the asymptotic value, and (iii) the maximum
overexpression of HIF1 (𝐻𝑝𝑒𝑎𝑘). Referring to [37] for more details, it is
1
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Fig. 7. HIF2 temporal evolution. The system is suddenly de-oxygenated into hypoxia (1% O2) starting from a normoxic conditions (21% O2). In (a) red circles represent experimental
HIF2 data on breast cancer cells reported in [5] normalized with respect to the maximum value measured after 48 h. The blue curve refers to the numerical result obtained using
the parameters reported in Table 1 then normalized with respect to the maximum value achieved after 33.5 h from the onset of hypoxia. (b) Dimensionless evolution of HIF2 and
PHD3.
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found that they all decrease upon increments in 𝜂 (see Fig. 6a,b). On the
contrary, 𝑡𝑝𝑒𝑎𝑘 and 𝑡𝑜𝑣𝑒𝑟 increase as the value of 𝜏 increases (see Fig. 6c).
The data of 𝑡𝑝𝑒𝑎𝑘 and 𝑡𝑜𝑣𝑒𝑟 plotted in a log–log scale in a one order of
magnitude region around 𝜂0 and 𝜏0, put in evidence the existence of
a power law with similar exponents both as a function of 𝜂 when 𝜏 is
fixed and vice versa. Actually, the results are well approximated by

𝑡𝑝𝑒𝑎𝑘 ≈ 5.18
√

𝜏
𝜂

and 𝑡𝑜𝑣𝑒𝑟 ≈ 11.2
√

𝜏
𝜂
, (26)

(see Fig. 6c) with larger errors for smaller values of 𝜂’s. In particular,
for the reference values 𝜏0 and 𝜂0, 𝑡𝑝𝑒𝑎𝑘 ≈ 0.0819 and 𝑡𝑜𝑣𝑒𝑟 ≈ 0.178, which
is a bit more than twice 𝑡𝑝𝑒𝑎𝑘. From the definition of the dimensionless
parameters, it can be noticed that the dimensional parameters 𝛾1 and
𝐾12 do not affect the characteristic times of HIF1 activation in (26).
In fact, despite they are included in the definition of both 𝜏 and 𝜂, we
have that
√

𝜏
𝜂
=

𝛿𝑃2
√

𝛾21𝛿𝑜𝑥12
.

In the right column of Fig. 6 we focus on the maximum overex-
pression of HIF1 (𝐻𝑝𝑒𝑎𝑘

1 ) observing that it decreases with both 𝜂 and
. Referring again to [37] for more details, it is found that at variance
rom the dependence of the times in (26), the dependence from 𝜂 does
ot seem to follow a power law as evident from Fig. 6f. However,
eeping 𝜂 constant, 𝐻𝑝𝑒𝑎𝑘

1 decreases like 𝜏−0.46, so that we can write

𝑝𝑒𝑎𝑘
1 ≈

𝐶(𝜂)
𝜏0.46

.

4.2. HIF2 and PHD3 kinetics

Though the kinetics and evolution of HIF2 is not so deeply studied,
it is known that HIF2 generally takes much longer to activate when
hypoxia starts, with the peak delayed by a period that ranges from
several hours up to two days (see, for instance, [5,27,36]).

In Fig. 7a we report the experimental data on the evolution of HIF2
measured by Wenger et al. [5] after 6, 12, 24, 48, and 72 h from the
onset of hypoxia, normalized with respect to the maximum value they
measured after 48 h from the onset of hypoxia. In the same figure
 u

10
we superimpose the evolution resulting from the integration of (10)–
(15) using the parameters reported in Table 1 and discussed in the
Appendix. In particular,

𝜂20 = 1.3067, 𝜁20 = 0.005, 𝜏20 = 0.005 𝜂30 = 0.1.

n this case the value of 𝐻2 is normalized with respect to the maximum
alue it achieves after 33.5 h from the onset of hypoxia yielding a
ualitatively good comparison.

Fig. 7b reports the temporal behavior of both HIF2 and PHD3.
ecalling that the reference evolution of HIF1 is given by the yellow
urves in Fig. 5, and in particular that 𝑡𝑝𝑒𝑎𝑘 ≈ 0.0819, it is evident how
he response of activation of HIF1 and HIF2 to a sudden drop of oxygen
vailability follows different timing. In fact, in dimensional terms HIF1
eaches its maximum level after 2.16 h and HIF2 after 33.5 h. We
lso observe that the period of overexpression follows a similar slower
haracteristic time.

Fig. 8 focuses on the dependence of HIF2-PHD3 dynamics on the
arameters. In particular, it is shown that the activation time decreases
ith 𝜂2 (a), 𝜂3 (b) and 𝜁2 (c) while it increases with 𝜏2 (d).

Finally, Fig. 9 investigates the scenario in which normoxia is re-
tored after a dimensionless time 𝑡 = 3. In this case, it can be put
n evidence that both 𝐻1 and 𝐻2 present an undershoot while the

characteristic times needed to approach the asymptotic value remain
similar. The behavior presented is qualitatively similar to the one
reported in the experiments by Leedale et al. [12].

5. Hypoxia-inflammation dynamics and scenarios

In discussing the relation between hypoxia and inflammation medi-
ated by HIF response, we recall that the bifurcation diagram related
to alarmin receptors and NFkB might be characterized by a saddle–
node bifurcation and by two turning points when 𝛤𝐴 = 𝛤1, 𝛤2. This
an lead to sudden activation and deactivation of the inflammatory
esponse if the value of 𝛤𝐴(𝑡), that is strongly related to the expression
f both HIFs and therefore to the oxygen level, varies in suitable
anges. Specifically, if, for instance, the system is in a non inflammatory
tate, corresponding to the lower branch, and the evolution of HIFs is
uch that 𝛤𝐴(𝑡) overcomes the value 𝛤2, then the system jumps to the
pper branch triggering an overexpression of NFkB and therefore an
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Fig. 8. HIF2 and PHD3 response to hypoxia (O2 = 1%) starting from normoxic conditions with O2 = 21% when (a) 𝜁2∕𝜁20 = 0.5, 1, 2 (bottom to top) with 𝜁20 = 0.005; (b)
𝜂2∕𝜂20 = 0.5, 1, 2 (bottom to top) with 𝜂20 = 1.3067; (c) 𝜂3∕𝜂30 = 0.5, 1, 2 (bottom to top) with 𝜂30 = 0.1; (d) 𝜏2∕𝜏20 = 0.5, 1, 2 (bottom to top) with 𝜏20 = 0.005. The other parameters
are given in Table 1.

Fig. 9. HIF1, PHD2, HIF2, and PHD3 response to hypoxia (O2 = 1%) starting from a normoxic condition with O2 = 21% that is re-established at 𝑡 = 3 (corresponding to 83.33 h).

11
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Fig. 10. (a) Inflammatory scenarios according to the relative position of maxima, minimum, and equilibrium values of 𝛤𝐴(𝑡) with respect to the values 𝛤1 and 𝛤2 of the turning
points. ‘‘Yes’’ and ‘‘no’’ refer respectively to whether the inequality in the first row is satisfied or not, while ‘‘yes/no’’ means indifference. ‘‘A’’ and ‘‘C’’ in Cases stand respectively
for acute and chronic. The following 1 and or 2 refer to whether HIF1 and/or HIF2 are responsible of the inflammatory state. Early-acute responses only last during HIF1 activation,
late-acute responses only during HIF2 activation, acute responses span over both activation periods and chronic responses go on if hypoxia persists. (b) Example of evolution of
𝛤𝐴(𝑡) in Case C2.
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inflammatory response. Vice versa, if the system is in an inflammatory
state, corresponding to the upper branch and the evolution of HIFs is
such that 𝛤𝐴(𝑡) drops below the value 𝛤1, then the system jumps to
the lower branch corresponding to an underexpression of NFkB and
therefore to a resolution of the inflammation.

Now, the combination of HIF1 and HIF2 evolution can be rather
complicated, so that, as sketched in Fig. 10b, the evolution of 𝛤𝐴(𝑡),
that in our simulations is taken to be a linear combination of 𝐻1(𝑡) and

2(𝑡), i.e.,

𝐴(𝑡) = 𝑝[𝐻1(𝑡) + 𝑟𝐻2(𝑡)] with 𝑝 =
𝛾𝐴1𝐾12
𝛿𝐴𝐾𝐴

and 𝑟 =
𝐾23
𝐾12

𝜌 ,

(27)

might present two peaks: the former builds up in a couple of hours
and corresponds to HIF1 activation, the latter builds up after nearly a
day and corresponds to HIF2 activation. The relative importance of the
two peaks crucially depends on the ratio 𝑟 that mediates the relative
ensitivity of alarmin receptor expression to HIF1 and HIF2.

Several scenarios are then possible according to whether (i) the peak
f HIF1 and/or of HIF2 are such that for some time intervals 𝛤𝐴(𝑡) > 𝛤2,

(ii) the local minimum in between the two peaks (if present) drops
below 𝛤1, and (iii) the equilibrium value eventually reached in hypoxic
and normoxic conditions is above or below 𝛤1.

To discuss the possible scenarios, assuming that the evolution of
𝛤𝐴(𝑡) has two peaks, we hereafter denote by 𝛤𝑛𝑜𝑟𝑚 the value of 𝛤𝐴 in
normoxic conditions, by 𝛤ℎ𝑦𝑝 its value in hypoxic conditions, by 𝛤 1

𝑀
and 𝛤 2

𝑀 the two maximum values, and by 𝛤𝑚 the local minimum value
(see Fig. 10b). Referring to the Table in Fig. 10a, we will denote the
temporary inflammatory responses as early-acute when it lasts for few
ours (essentially triggered by HIF1 activation only, i.e., Case A1), late-
cute when it lasts for several hours starting after few hours (essentially
riggered by HIF2 activation only, i.e., Case A2), and simply acute when

it lasts several hours but starts sooner (due either to both activations,
i.e., Case A12, or to an HIF1 activation that does not fade enough,
i.e., Case A1∗). Finally, an inflammatory state that asymptotically per-
sists is called chronic. In the Table in Fig. 10a Case C1 refers to the
situation in which it is triggered by HIF1, C2 when it is triggered by
HIF2, and C12 when it is due to both. It is important to notice that
if the value of 𝛤𝐴 in normoxic conditions is such that 𝛤𝑛𝑜𝑟𝑚 > 𝛤1,
then, as discussed in the following, the chronic inflammation might
pathologically persist also in the case of restored normoxia.
12
In order to focus in more detail on the case in which bistability
occurs, in the simulation we set 𝛽 = 1.9 and 𝛼 = 0, assuming a negligible
basal production of NFkB, as done in [22]. Furthermore, the normoxic
parameters are such that the system initial condition falls in the lower
branch of the bifurcation diagram represented in Fig. 3.

Let us start the description of the possible scenarios by focusing
first on the case of a fast response, that can be obtained with suitably
small 𝜏𝐴 and 𝜏𝑁 , so that the dynamics of 𝐴𝑟 and 𝑁 readily follow the
bifurcation curve.

In the case in which alarmin receptors are only triggered by one HIF
isoform (e.g., HIF1 corresponding to taking 𝛾𝐴2 = 0), 𝛤𝐴(𝑡) has only one
maximum and the dynamics is simpler. Of course, the inflammatory
response is triggered if 𝛤 1

𝑀 > 𝛤2 and lasts for a period similar to the
overexpression of HIF1 if 𝛤ℎ𝑦𝑝 drops below 𝛤1, as shown in Fig. 11a.
So, even though hypoxia persists, the inflammatory response is tempo-
rary. This graphically corresponds to the situation in which, starting
from the lower branch, the system jumps to the upper inflammatory
branch because 𝛤𝐴 has overcome the turning point. However, when
the overshoot of HIF1 is over, the systems jumps back to the lower
non-inflammatory branch. On the other hand, if 𝛤ℎ𝑦𝑝 > 𝛤1, then the
ystem chronically remains in the inflammatory state, corresponding
o the upper branch, also when HIF overexpression is over, leading to
persistent inflammatory response as shown in Fig. 11b (Case C1).

In the most general case of an influence of both HIF1 and HIF2 on
larmin receptor expression, if, for instance, the two maxima of 𝛤𝐴(𝑡)
o not overcome the threshold 𝛤2, i.e., in Case 𝑁 of Table in Fig. 10a,
hen the system configuration is constantly in a state corresponding to
point on the lower branch and inflammation is never triggered.

Instead, in the case in which the HIF2-related peak leads to 𝛤𝐴(𝑡) >
̄2 for some time, then, when HIF2 overexpression starts, the system
ill jump to the upper inflammatory branch, leading to a late-acute

nflammation that lasts till the end of HIF2 overexpression, if the
symptotic value of 𝛤𝐴(𝑡) is lower than 𝛤1, i.e., in Case A2, because the
evel of 𝛤𝐴(𝑡) drops below criticality. However, as before the inflamma-
ory state can become chronic if 𝛤ℎ𝑦𝑝 > 𝛤1, i.e., in Case C2 of the Table
n Fig. 10a. This scenario is the one reported in Fig. 12a that shows that
IF1 overexpression does not lead to an inflammatory response, as it is
vident from the fact that NFkB is underexpressed in the early stages of
ypoxia, but the activation of HIF2 will generate a late inflammatory
esponse that is also chronic. The figure also highlights how the jump in
FkB expression corresponds to the instant in which 𝛤𝐴 > 𝛤2 (see the
ellow curve). This inflammatory state will stop only after normoxia
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Fig. 11. Temporal evolution of HIF1, PHD2, NFkB and alarmin receptor expression when the inflammatory response is only influenced by HIF1 (𝑟 = 0). (a) Early-acute inflammation
(𝑝 = 0.014). (b) Chronic inflammation (𝑝 = 0.07).
Fig. 12. HIFs, NFkB and alarmin signaling temporal evolution. (a) Late-acute inflammation caused by HIF2 activation, corresponding to Case C2 (𝑝 = 3 ⋅ 10−3 , 𝑟 = 1). (b) Acute
inflammation caused by both HIF1 and HIF2 activation, corresponding to Case C12 (𝑝 = 6 ⋅ 10−3 , 𝑟 = 1). The evolution of HIF1, HIF2, PHD2 and PHD3 is given in Fig. 8a,b. The
gray dashed and full lines correspond respectively to 𝛤1 = 0.0487 and 𝛤2 = 0.1437.
i
i
i
l

is restored if 𝛤𝑛𝑜𝑟𝑚 < 𝛤1. Otherwise, as already stated, in principle
the system might remain in the upper inflammatory branch also in
normoxic conditions. However, as will be discussed in the following,
the presence of a temporary undershoot when normoxic conditions are
restored (as in Figs. 9 and 13) might help stopping the inflammatory
response.

If also the HIF1-related peak is higher than 𝛤2, as in Cases A1∗ and
C12 of Table in Fig. 10a, then the inflammatory state starts earlier,
i.e., just after HIF1 activation, and lasts longer (see Fig. 12b). In these
cases we have what we have previously called respectively an acute and
a chronic inflammation that, however, will start earlier with respect to
the just discussed Case C2. Notice again that the jump of overexpression
corresponds to the crossing of 𝛤𝐴 over the line 𝛤2. Similar dynamics
occur in Cases A12 and C12. We notice that in Fig. 12 we only changed
the parameter 𝑝 to go from the scenario on the left to that on the right.

To complete the possibilities, in Case A1 of the table in Fig. 10a
the overcome of 𝛤 is determined by the peak of HIF1. However, the
2 i

13
fact that the local minimum drops below 𝛤1 implies that the system
soon goes back to the lower branch and the small response to HIF2 is
not able to start again the inflammation. That is why we named these
dynamics early-acute. In this case, the evolution is similar to the one
reported in Fig. 11a.

In Fig. 13, we focus on the behavior of the system when normoxia
is restored at the dimensionless time 𝑡 = 2. As in Fig. 9 this causes the
presence of a strong undershoot that likely makes 𝛤𝐴(𝑡) drop below 𝛤1
and therefore the system may jump to the non-inflammatory branch
and stay there even if 𝛤𝑛𝑜𝑟𝑚 > 𝛤1. If the undershoot is not strong
enough, then inflammation persists even if normoxia is restored.

On the other hand, we explicitly observe that if 𝛤1 < 0 (correspond-
ng to Case III of Fig. 3a with 𝛽 ≥ 2), then the inflammatory state is
rreversible. In fact, even nullifying 𝛤𝐴, the system would remain in an
nflammatory configuration corresponding to the upper branch. In this
atter case the only way to resolve inflammation would be to operate
n such a way that 𝛤 is brought back to a positive value. To be specific
1
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Fig. 13. Temporal evolution of HIFs, PHDs, NFkB and alarmin receptor expression in hypoxia and after reoxygenation at dimensionless time 𝑡 = 2. (a) For 𝛽 = 1.9 inflammation
nds after reoxygenation. (b) For 𝛽 = 2 inflammation persists even after reoxygenation. The gray dashed and full lines correspond respectively to 𝛤1 = 0.0487 and 𝛤2 = 0.1437. In
oth simulations 𝑝 = 6 ⋅ 10−3 and 𝑟 = 1.
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nd referring to Fig. 3, keeping 𝛼 = 0, then 𝛽 must achieve values
maller than 2, which can be obtained, for instance, increasing the
FkB-induced expression of alarmin receptors (𝛾𝐴𝑁 ), or the sensitivity
f NFkB to their signaling (𝛾𝑁𝐴), or decreasing their degradation rates
𝐴 and 𝛿𝑁 .

Referring to these cases, Fig. 13 shows how the asymptotic behavior
rastically changes by simply changing 𝛽 from 1.9 (left) to 2 (right). In
act, referring to Fig. 3 in the former case 𝛤1 > 0 and in the latter case
̄1 = 0. We remark that the evolutions of 𝐻1(𝑡), 𝐻2(𝑡), and 𝛤𝐴(𝑡) are the
ame in both cases, with the existence of a relevant underexpression
fter re-oxygenation at 𝑡 = 2. So, in Fig. 13a inflammatory response
esolves because the value of 𝛤𝐴(𝑡) < 𝛤1 right after 𝑡 = 2. On the
ontrary, in Fig. 13b this cannot occur because for 𝛽 = 2 we are in Case
II of Fig. 3a. As a result, the system remains in the upper inflammatory
ranch also in normoxic condition and the inflammatory response still
ersists.

A different dynamics may occur if the characteristic response times
f HIF1 and HIF2 are comparable. In this case the two peaks sum up
ielding a higher maximum. So, it might happen that, when separated,
he two peaks are not able to trigger inflammation because they are
oth below threshold, but their pathological and synergistic merging
ould. At this point the possibility that inflammation can become
hronic depends again on whether eventually 𝛤𝐴 is larger or smaller
han 𝛤1.

Another phenomenon can occur when 𝜏𝐴 and 𝜏𝑁 are sufficiently
arge, so that the dynamical inflammatory response is slower than HIF
ctivation. In this case it might happen that, though 𝛤 1

𝑀 > 𝛤2, the fact
hat HIF1 overexpression only lasts few hours implies that there is not
nough time to overexpress alarmins and activate NFkB. On the other
and, since overexpression of HIF2 lasts much longer, if the hypoxic
tate lasts so long to persist during HIF2 overexpression, then there is
nough time to trigger the inflammatory response. On the contrary, if
t is only temporary (e.g., few hours) then there is no inflammatory
esponse at all. In this respect, Fig. 14 shows how the activation time
f NFkB increases with 𝜏𝑁 . Specifically, with respect to the reference
urves characterized by steeper slopes and overshoots of 𝐴𝑟 and 𝑁 , an
ncrease by one order of magnitude of 𝜏𝑁 leads to a slightly slower
esponse and a loss of the overshoot. An increase by one order more
eads to a response that is insensitive to HIF1 peak dynamics and
hat develops after a time that characterizes HIF2 response. The same
ehavior is observed when 𝜏 is changed (not shown).
𝐴 c

14
Fig. 14. NFkB temporal evolution when 𝜏𝑁∕𝜏0 = 1, 10, 100 with 𝜏0 = 10−3, 𝑝 = 6 ⋅ 10−3,
𝑟 = 1.

. Discussion and conclusions

HIF stabilization in cancer cells promotes the acquisition of many
allmarks of malignancy, such as chronic inflammation, and it is associ-
ted with poor survival in diverse types of human solid tumors [38,39].
ince HIFs and NFkB converge on the regulation of crucial genes
nvolved in cancer progression, it is important to further elucidate
onnections between hypoxic and inflammatory responses in order to
arget them. Indeed, an increasing number of HIF and NFkB regulators
s studied in a pharmacological perspective in cancer therapy (see
or instance [40–42]). Keeping this need in mind, we first modeled
he dynamics of HIF and its regulators, comparing the results with
vailable data on the main biological features summarized in Table 2.
e then modeled the interplay between hypoxia and inflammation ex-

loring different scenarios that allow to differentiate between acute and
hronic inflammation and to identify the cases in which inflammatory
esponse is self-sustaining, underlying the role that both HIFs and their
onnection with alarmin receptors and NFkB may play in this link.
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Table 2
Summary of features of HIF and PHD dynamics and related references reporting the
experimental data used for comparison. The figures mentioned without reference refer
to plots focusing on the dependence of the evolution upon parameter changes.

Figure [Ref] Features

Fig. 2a,b
Fig. 2c [35]

Dependence of non-dimensional HIF1 on O2

Fig. 4a [4]
Fig. 5a,c,e
Fig. 15

HIF1 temporal evolution:
1. Time of maximum expression
2. Duration of over-expression

Fig. 4b
[4,36]
Fig. 5b,d,f

PHD2 temporal evolution:
1. Time of maximum expression
2. Overshooting
3. Ratio of asymptotic PHD2 concentration versus

its maximum value

Fig. 7 [5]
Fig. 8

HIF2 temporal evolution:
1. Time of maximum expression
2. Overshooting

Fig. 15. HIF1 evolution normalized with respect to the maximum value as 𝛾1 is varied.

We have shown that the type of inflammatory response depends
oth on parameters affecting HIF activation in response to hypoxic
onditions and on parameters describing the downstream response of
larmin receptors and NFkB to the activation above. So, one action to
imit inflammation can be to control upstream HIF activation, both in
erms of maximum overexpression, which may trigger inflammation by
ausing a jump between basins of attraction in a bistability landscape,
nd equilibrium level under hypoxia, which can make the inflammatory
tate chronic. The parameters affecting the most both aspects are 𝜂,
2 and 𝜂3, that is, parameters that model hydroxylation, where the
irst is related to HIF1 activation and the others to HIF2 activation
with 𝜂2 less important from the biological point of view). In particular,
ncreasing them leads to lowering both the equilibrium value under
ypoxia (see Fig. 2a) and the peaks of activation (see Eq. (26), Figs. 5a,
b,f, and 8b,c). This can be, for instance, achieved by (i) increasing the
nhibitory activity of PHD2 and PHD3 upon HIF1 and HIF2 (i.e., 𝛿𝑜𝑥12
nd 𝛿𝑜𝑥23), or (ii) increasing HIF-related production of PHDs (i.e., 𝛾21
nd 𝛾32), or (iii) decreasing the basal production of HIFs (i.e., 𝛾1 and
2), or (iv) decreasing the basal degradation of PHDs (i.e., 𝛿𝑃2 and
𝑃3 ). Then, this action can be for instance accomplished targeting,
pecifically increasing, hydroxylation (e.g., through benzopyranyl tri-
zole) or impacting directly on hydroxylation increasing PHD activity
e.g., through ascorbate).

Another action to prevent chronic inflammation would be to keep
FkB response to HIF activation low, which is mainly related to the
arameters 𝑝 and 𝑟 in Eq. (27), that is to the expression of alarmin
15
eceptors in response to HIF overexpression. In this respect, the role of
IF2 seems to be more important as is active for a longer period. So, if

he characteristic times (related to 𝜏𝐴 and 𝜏𝑁 ) are not fast enough, then
he quick reaction of HIF1 can pass by before the onset of inflammation
see Fig. 14). This does not occur for HIF2 whose overexpression lasts
onger. So, it would be more relevant to target the parameters related
o HIF2, e.g. the product 𝑝𝑟, rather than those more closely related to
IF1.

We have also shown that another parameter that crucially influ-
nces the interplay between hypoxic and inflammatory response is 𝛽. It

describes the transcriptional activity of NFkB on genes that encode for
alarmin receptors. In fact, when close to criticality, even a tiny increase
of 𝛽 (e.g., from 1.9 to 2) favors the onset of a chronic inflammatory state
that persists even if normoxic conditions are restored. In that scenario,
even a drastic decrease of HIF would not resolve inflammation and only
decreasing 𝛽 would allow to stop inflammation. Such a change could be
addressed by pharmacologically targeting NFkB activation impacting
either directly or indirectly on its transcriptional activity.
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Appendix. Model parameters

The focus of this paper is to model the change in cell behavior
passing from a normoxic condition to a hypoxic or even anoxic one.
However, we need to mention that the levels of oxygen saturation
defining such situations are not precisely defined and differ in in vitro
experiments w.r.t. in vivo conditions. For instance, a saturation level
of about 21% of oxygen in in vitro experiments, which corresponds
to about 210 μM [32], is generally denoted as a normoxic condition
and a level of 1%, which corresponds to about 10 μM [32], as a
hypoxic condition [4,30,34,36,43]. Finally, in [44] a value below 0.1%
is defined as an anoxic condition. On the other hand, in both normal
and pathological peripheral tissues, oxygen saturation never reaches
such high values even in normoxia (e.g., arterial blood O2 is at 13.2%).
So, for instance, in [45] it is observed that normoxic values for different
tissues range between 3% and 7.4%. On the other hand, it is observed
that the median oxygenation of tumors falls approximately between
0.3% and 4.2%, with most tumors exhibiting median oxygen level
below 2%.

Oxygen concentration enter the model through the
Michaelis–Menten functions 𝑔𝑖𝑗 that are characterized by the affinity
constants 𝐾𝑜𝑥

𝑖𝑗 . In early experiments, Hirsila et al. [46] found that all
𝐾𝑜𝑥

𝑖𝑗 have a similar magnitude and evaluated them to be in the range
230−250 μM. Coherently, in the models proposed by [13] and then [18]
a value of 250 μM is used for 𝐾𝑜𝑥

12 . However, Hirsila et al. [46] used 2-
oxoglutarate consumption assays and relatively short peptide substrates
for HIFs, which both can lead to an overestimation of the kinetic
measurements. In fact, more recent experiments using C-14 and longer
peptides lowered the above value to 𝐾𝑜𝑥

12 ∈ [70, 100] μM [30,32,47].
Assuming that, as just mentioned, the values of 𝐾𝑜𝑥

23 and 𝐾𝑜𝑥
12 remain

similar, as stated in [46], we set as reference value 𝐾𝑜𝑥 = 100 μM.
23
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Instead, also in agreement with [30], we set a slightly lower value for
𝐾𝑜𝑥

22 = 70 μM.
For the degradation rate 𝛿𝑜𝑥12 , we set the reference value to be 𝛿𝑜𝑥12 =

1⋅10−2 s−1, which is an intermediate value between studies in which hy-
droxylation is quantified by C-14 [30] and by mass spectrometry [31].
In fact, these cited articles respectively allow to quantify hydroxylation
either indirectly, e.g., from CO2 release, or directly. In these studies the
eported activation rate ranges from 0.22 to 1.16 min−1, that in terms

of seconds leads to 𝛿𝑜𝑥12 ∈ [3.7 ⋅ 10−3, 1.9 ⋅ 10−2] s−1.
Furthermore, in agreement with [30], we set 𝛿𝑜𝑥22 = 7 ⋅ 10−3 s−1; in

the absence of experimental data we set 𝛿𝑜𝑥23 = 10−4 s−1 in order to fit
the experimental curve (see Fig. 7).

Regarding 𝐾12, we recall that all HIFs have two proline residues
that can be targeted by PHDs. Luckily, it was recently shown that
the presence of two hydroxylated prolines, as compared to a single
hydroxylated one, does not significantly affect HIF degradation [48].
This allows to model HIF1 degradation mediated by PHD2 taking just
one hydroxylation into account. Considering that the measured value
of 𝐾12 ranges then from 1 to 24 μM, mainly depending on the peptide
substrate used, as just mentioned above, we use the intermediate
quantity 14 μM as the reference value for 𝐾12. Similarly, on the basis
of the results reported in [30,32], we respectively set 𝐾22 ≈ 15 μM and
𝐾23 = 150 μM.

In [12,13] the basal PHD2 degradation rate 𝛿𝑃2 is experimentally
reported to be approximately in the range 1–1.5⋅10−5 s−1 and here the
same value is also used for 𝛿𝑃3 assuming a similar degradation process
for the two isoforms.

On the other hand, basal HIFs degradation, described by the terms
proportional to 𝛿𝑖, becomes relevant only in extreme hypoxic con-
ditions, because the hydroxylation-proteosome degradation pathway,
described by the terms proportional to 𝛿𝑜𝑥𝑖𝑗 , becomes essentially inactive
due to the lack of O2 [44]. Coherently, in our model we assume a value
of 𝛿1 = 𝛿2 = 10−5 s−1 significantly lower than the one for the oxygen
dependent degradation. We observe that, on the same page, Bocharov
et al. [18] take an unrealistic value close to 10−5 days−1 and, actually,
for its smallness, this term is even neglected in other models (as, for
instance, in [4]).

The parameters related to the production terms are in general more
difficult to be evaluated directly from experiments, because the results
are typically given in terms of scaled (or relative) quantities that are
necessarily introduced for experimental calibration purposes.

Having HIF evolutions that change from cell to cell, Leedale et al.
[12] used the strategy of fitting, for any cell, the parameters of their
model. In this way, for each of them they obtained a different set of
parameter values that are then averaged. In particular, their model
includes a rate of production of PHD2, i.e., our 𝛾21, for which they found
fitting values ranging in the interval 0.5− 4 ⋅ 10−5 s−1, then averaged to
1.5 ⋅ 10−5 s−1 also in [4].

Having set the remaining parameters according to other experimen-
tal studies, in Section 4.1.1 we opted for a different strategy, namely,
merging all the curves and looking for production parameters fitting
their behavior. This procedure led to the identification of 𝛾21 = 4 ⋅
10−5 s−1 as a good candidate, which is still in the range found in [12].
Then, for 𝛾31 we assume the same value as 𝛾21, since they represent the
same biological function, that is the transcriptional influence of HIF1
on its target genes and 𝛾32 =

𝛾21
2

= 2 ⋅ 10−5 s−1 also on the basis of the
experimental results on parental MCF7 breast cancer cells obtained by
Wenger et al. [5].

As discussed in Section 4.1.1, the value of the basal production of
HIFs is not experimentally available, because of the necessary rescaling
procedure of the measured quantities. In fact, as pointed out in the
discussion after Eq. (26) the fitting of the dimensionless times char-
acteristic of HIF activation gives a relation that is independent from
𝛾1. This is also demonstrated by the graph in Fig. 15, which shows
that variations of 𝛾 (i) do not lead to variations in the time needed
1

16
to reach maximal activation and (ii) affect only slightly the duration of
HIF activation. On the contrary, 𝛾1 significantly influences the intensity
of undershooting and the ratio between the asymptotic equilibrium
and the peak activation value which, however, as shown in Fig. 4,
is characterized by a large variability in the empirical measures. A
reasonable average of such experimental data has been obtained setting
𝛾1 = 0.1. Similarly, a close value of 𝛾2 = 0.3 has allowed to get a
good fitting between numerical and empirical outcomes, see Fig. 7a,
although available laboratory-based measurements relative to HIF2 are
still poor with respect to those relative to HIF1.

As shown in Sections 3.1, 4.1.1, and 4.2, the proposed parameter
estimate has lead to HIF and PHD temporal evolutions close to their
empirical counterparts [4,35,36].

The reference dimensionless parameters regarding HIF-PHD kinetics
are listed in Table 1.

Unfortunately, there are no quantitative measurements of the pa-
rameters present in Eqs. (6) and (8). For this reason, in Section 5
we discussed the possible scenarios as a function of the dimensionless
groups of parameters.
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