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Abstract

The energy transition aims to move the global energy sector from fossil-based

sources towards a zero-carbon system. Among sustainable energies, Silicon-based

photovoltaic devices, providing clean energy at a low cost, are a viable alternative

to traditional non-renewable sources of energy. Substantial investments in solar

technology are ongoing to minimize their manufacturing costs while increasing their

efficiency.

In this ever-changing scenario, Perovskite has drawn significant attention in the

photovoltaics research community owing to their optimal opto-electronic properties

and the fast progress achieved in the last decade. Perovskite is emerging as an ideal

candidate for the development of low-cost thin-film silicon based tandems, able to

overcome the efficiency bottleneck of single-gap Si cells.

To date, perovskite/silicon (PVS) tandem devices reported in the literature exploit

mainly the 2-Terminal (2T) series connected structure, however 3-Terminal (3T)

solutions, with interdigitated back contact (IBC) silicon bottom cell, have recently at-

tracted great interest due to their potential for higher energy yield. Although the IBC

cell is an ideal candidate for 3T tandems, according to the International Roadmap

for Photovoltaics their commercialization will remain comparatively limited with

respect to double-sided contact cells.

In this direction, this thesis investigates a novel 3T PVS tandem solar cell employing

a well known structure used in microelectronic applications and proposed in 2015

by Martí and Luque as elementary building block for multi-junction solar cells:

the hetero-junction bipolar transistor (HBT) structure. The 3T-HBT architecture

properly engineered, allows the independent operation of the top and bottom sub

cells, achieving maximum efficiency as high as classical 2T and 3T approaches, but

with a simpler device architecture, because it also avoids the need of any tunnel

junction or intermediate recombination layer.

After reviewing the theoretical limit efficiency of the 3T-HBT grounded on detailed
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balance model, we introduce for the first time a compact closed-form analytical

model of the 3T-HBT solar cell, by extending the well known analytical drift-

diffusion Hovel model of single-junction solar cells. The generalized Hovel model

provides an ideal means to analyze the basic operating principle of the 3T-HBT with

a mindset already oriented to a realistic device (with realistic material properties and

geometry), allowing to gain the preliminary knowledge needed to get insight from

more advanced numerical models. It also naturally yields to the formulation of an

equivalent circuit model of the HBT solar cell suitable for the assessment of parasitic

loss.

In the second part of the dissertation, we present a thorough analysis of both pla-

nar and textured PVS 3T-HBT solar cells made on hetero-junction silicon bottom

cell, based on coupled electromagnetic and transport numerical simulations. The

numerical model is firstly validated against experimental data of a representative

2T series-connected tandem taken from the literature. Then, we use it to study the

photovoltaic behavior of the 3T-HBT compared to the 2T one, devising possible

bottlenecks and routes of optimization. The results show promising performance of

the intrinsic device, i.e. when possible additional optical and electrical loss induced

by the need of a third terminal are not considered.

However, to foster the development of this attractive concept, concrete design solu-

tions shall deal not only with the optimization of the HBT-like multilayer stack, but

also with the problem of conceiving appropriate layouts for the current collecting

grid of the middle base terminal. In this direction, to address the additional optical

and resistive losses associated to the current collecting grids of the HBT architecture,

in the last part of the dissertation, we present a modeling framework that combines

electro-optical simulations of the intrinsic 3T-HBT tandem stack with circuit-level

simulations. The impact of the optical and electrical loss due to the current collecting

grids on the scalability of the cell size is analyzed to ultimately develop a holistic

optimization of the device design. In this regard, several possible approaches are

considered for the development of HBT perovskite/silicon cells with heterojunction

and homojunction c-Si technologies. The results show that the HBT architecture is

a promising candidate for developing high efficiency 3T perovskite/silicon tandem

solar cells compatible with standard silicon photovoltaics industry.
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Chapter 1

Energy transition powered by the

photovoltaic technology

The 21st century is primarily focused on energy transition, power management, re-

newable sources, green city, cleaner cars, and fossil-free transport. The term "energy

transition" or "energy sustainability" pertains to the shift of the energy sector from

traditional fossil-based energy production, such as coal, oil, and natural gas, towards

eco-friendly, renewable energy sources, such as wind and sunlight, coupled with

efficient and durable batteries for energy storage [1]. However, many challenges

need to be solved to achieve this energy transition, including economical and social

sustainability, financial barriers, regulatory constraints, and technological limitations.

This requires that nations adopt significant measures to foster this transformation

process.

Energy outlooks, data and charts provide a clear picture of the current energy sit-

uation and several milestones have been established towards the goal of net-zero

emissions, that according to the United Nations Sustanaible Development Goals

should be achieved by 2050 [2]. In this regard, the energy transition goals are two:

mitigate global warming through the exploitation of renewable energy sources, and

ensure fair and equal socio-economic development [3]. Section 1.1 provides a brief

overview of the author’s personal motivations and interest in this research field,

exploring gender inequalities in the energy sector.

Section 1.2 analyzes the Net Zero Emission by 2050 scenario, where solar energy

source plays a leading role. In particular, photovoltaic devices offer innovative and

low-cost technology solutions, becoming increasingly competitive with traditional
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power sources.

This thesis focuses on the study of a novel photovoltaic device for terrestrial applica-

tions: the three terminal perovskite/silicon bipolar transistor solar cell. Aware that

this work is just one piece in the large puzzle of the energy transition, we hope that it

will contribute to a more sustainable future.

1.1 Personal motivation

The main challenges related to the energy renewable transition are to limit the

global warming to 1.5 °C (Net Zero by 2050 [2]) and to promote inclusive and

equitable socio-economic development [3]. In the last decade, the growing awareness

of environmental concerns and technological advancements have facilitated the

commitment to the shift towards 100% renewable cities, presenting great potential for

economic advancement, poverty reduction, and gender equality. Today, energy has a

leading role in people lives, whose lifestyle can affect the climate change [4]. In this

scenario, energy policy cannot be gender neutral recognizing that women and man

have different energy needs depending on their demographic, social and economic

status [5]. For example, there is a higher probability that older women experience

energy poverty rather than men. In fact, when there is an increase in oil and gas prices

there is a rise in energy costs, and hence heating/air conditioning costs are higher.

This particularly can affect older people and above all women living alone in large

houses, due to their lower pensions coupled with their higher life expectancy [6].

However, the lack of gender-disaggregated data and low representation of women in

decision-making (only 4% of women have participated in the World Energy Council

chairs (WEC) and 18% in secretaries [8]) and technical fields hamper the formulation

of gender-inclusive energy policies [9].

Fig. 1.1 shows that the electricity workforce in the U.S is heavily male. In Europe,

the situation is worse since women represent only 22.1% of the energy sector

workforce [5]. These statistics confirm the significant gender imbalance present in

the global energy sector [5]. The lack of female representation in the renewable

energy field can be attributed to traditional gender roles and societal norms dictating

suitable professions for men and women. Nevertheless, there is hope that the

renewable energy sector, still in its early stages, can afford opportunities to promote

gender equality. Recent years have seen increased attention paid to this issue, and
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Fig. 1.1 Gender breakdown of workers in electric power generation sectors in the U.S. Source:

U.S Department of Energy, United States Energy & Employment Report 2022 [7]

recommendations have been made to enhance women’s involvement and decrease

gender disparities in the renewable energy industry. This includes the need to

improve gender data in order to reflect the diversity of citizens, better inform energy

policies, promote women’s leadership, and encourage female participation in science,

technology, engineering and mathematics (STEM) education. Advancing gender

and diversity inclusion in the energy sector can lead to numerous benefits, including

enhanced innovation and competitiveness for companies, as well as promoting a more

inclusive and equitable socio-economic development through the energy transition

[10].

1.2 Research context

The primary objective of the energy transition is to achieve climate neutrality by 2050.

The Net Zero Emission by 2050 scenario, also called NZE2050 [2], is a normative

scenario made by the International Energy Agency (IEA) to provide guidelines for

the global energy sector to achieve net zero CO2 emissions by 2050 limiting the

global temperature rise to 1.5 °C [2]. In this scenario, CO2 emissions, will fall from

36.6 Gt of 2021 to less than 23 Gt in 2030 (Fig. 1.2b). Then, up to 2040, emissions

reductions in the industry and transport sectors should accelerate to almost 10% per

year (respectively yellow and red curves in Fig. 1.2a). Among several sectors, the

electricity sector (blue curve in Fig. 1.2a) should reach zero net emissions by 2035
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Fig. 1.2 CO2 emission by sector (a) and total net emissions (b) in the NZE Scenario (2010-

2050). Source: IEA 2022; World Energy Outlook [2], License: [CC BY 4.0].

and 2040 respectively for advanced and developing economies. Then, by 2050, all

sectors should achieve emissions reductions of more than 90% compared to current

levels (Fig. 1.2b) [2]. The NZE Scenario provides a profound transformation as low-

emissions sources increase dramatically displacing the unabated sources, across the

whole energy sector. Unabated fossil fuels are those used for energy purposes without

Carbon Capture, Utilisation and Storage (CCUS) technology. CCUS technology

is able to capture the high concentrations of CO2 emitted by industrial activities

[2]. For example, it is expected that unabated coal falling by nearly one-half and

unabated natural gas by more than one-quarter by 2030, reflecting also the global

energy crisis and energy security around natural gas sparked by Russia’s invasion of

Ukrain [2].

In general, decrease in emissions in the energy sector reflects clearly the drop of

the fossil fuels energy supply and the improvement of the low-emissions sources

(Fig. 1.3). The main goal is to achieve nearly 90% of electricity from renewable

energy. In this context, energy storage plays an important role for an increased

renewable energy production and for energy security. Indeed, with the growing share

of renewables in electricity generation is essential to increase the storage potential

(purple rectangle - batteries - in Fig. 1.3) for long periods of time and the flexibility

of the energy systems, i.e. by balancing out supply and demand of the generated

power [2, 11].

In the transition to a low carbon system, Photovoltaic (PV) and wind technologies

are the leading means of reducing electricity sector emissions aiming at increase
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Fig. 1.3 Total installed capacity (a) and electricity generation (a) by source in the NZE

Scenario. Source: IEA 2022; World Energy Outlook [2], License: [CC BY 4.0].

their electricity generation from 10% in 2021 to 40% by 2030, and 70% by 2050 (Fig.

1.3, [2]). The carbon footprint of energy production technologies can be estimated

by life cycle assessment (LCA) analysis. LCA allows the evaluation of a product

over its life cycle, taking into account the specific technology and others factors such

as economical and climatic scenarios. An inventory of estimates of greenhouse gas

(GHG) emissions predicted for 2022 in different geographical regions is shown in

Fig. 1.4 [12]. Coal power shows the highest scores, with a minimum of 753 g CO2

Fig. 1.4 Lifecycle GHG emissions, in g CO2 eq. per kWh, regional variation, 2020 [12]

eq./kWh (IGCC, USA) and a maximum of 1095 g CO2 eq./kWh (pulverized coal

(PC), China). Equipped with a carbon dioxide capture facility, and accounting for

the CO2 storage, this score can fall to 149±470 g CO2 eq./kWh (respectively). Solar

technologies generate GHG emissions ranging from 27 to 122 g CO2 eq./kWh for
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concentrated solar PV (CPS), and 8.0±83 g CO2 eq./ kWh for photovoltaics. Wind

power GHG emissions vary between 7.8 and 16 g CO2 eq./kWh for onshore, and 13

and 23 g CO2 eq./kWh for offshore turbines.

According to IEA, looking at carbon emissions on global scale, the growth of solar

PV and wind power in 2022 helped to prevent around 465 Mt of CO2 emission

and further 85 Mt were saved thanks to other green energy technologies [13]. IEA

estimates that this has contributed to limit the growth of energy-related CO2 emission

in 2022 to about 321 Mt.

Finally, PV and wind sources are considered the most cost-effective alternatives for

energy transition. Regarding solar energy, improvement in solar cell technology

and financial support have helped to make solar PV capacity competitive with

traditional power sources [2]. PV technology is being implemented into a wide range

of applications, including building integration, roadway integration, PV-powered

batteries, transport, marine, communication, and space applications [14]. Prices

for PV modules have reduced by 80% in the last decade, making solar PV the

most affordable electricity generation technology in many areas. Nonetheless, in

2021, solar PV only generated about 3% of global electricity production. Hence,

substantial investment in PV technology is necessary to minimize its future costs

while simultaneously increasing installed capacity, maintaining the trend fixed in

NZE50 by IEA [2].

1.3 Research aims and thesis outline

Currently, Silicon (Si) cells dominate the PV market owing to their cost- effective-

ness and high efficiency, nowadays approaching the Shockley-Queisser (SQ) limit of

∼29 %. A way to overcome this limit is to exploit a tandem structure, where a wide

bandgap semiconductor is stacked on top of the silicon cell.

For terrestrial applications, thin-film perovskite technology has emerged as one of the

most promising for the development of silicon-based tandems because of the optimal

perovskite opto-electronic properties and the fast progress achieved in the last decade.

To date, the most used architectures to realize tandem cells are based on 2-Terminal

(2T) and 4-Terminal (4T), while the 3-Terminal (3T) solution, despite their predicted

championship energy yield [15], is less explored. Some promising proof-of-concept

devices have been reported, that use a silicon cell with interdigitated back contact
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(IBC).

In this thesis, we propose a novel 3T-tandem architecture based on the Heterojunction

Bipolar Transistor (HBT) structure, that was proposed in 2015 [16] for the realization

of three-terminal double junction cells.

The 3T-Heterojunction Bipolar Transistor (3T-HBT) solar cell architecture offers an

attractive alternative to realize monolithic PVK/Si (PVS) tandem solar cells com-

patible with Si photovoltaic technologies such as Aluminum Back-Surface-Field

(AL-BSF), Passivated Emitter Rear Cell (PERC), and Silicon Hetero-Junction (SHJ)

that are less expensive and more widely adopted than the IBC one. The 3T-HBT

architecture overcomes several constraints of the series connected Double Junction

(DJ) cell, i.e. current matching and the need of tunnel junctions or recombination

layers, exploiting a simpler multi-layer structure and achieving efficiency as high as

that one of the 2T tandem for optimum combination of energy bandgaps, and higher

efficiency than the 2T tandem for sub-optimal gap choices because of the lack of

series current constraint.

With the aim of contributing to the development of an attractive possible candidate

for high-efficiency next-generation PV devices, this thesis presents a comprehensive

research work to study how the HBT solar cell architecture could be used to realize

monolithic 3T-PVS tandem solar cells. The thesis is organized in seven Chapters

and four Appendices:

Chapter 2 reviews the basic features of solar cells, discussing their efficiency limi-

tations. Then, a section is dedicated to perovskite and silicon technologies and to

the different architectures that can be used to realize perovskite/silicon tandems.

To complement this introduction, Appendix A describes the experimental work on

the development and characterization of a two-step hybrid deposition process of

perovskite materials, that I carried out during my four month research stay at Tor

Vergata University.

Chapter 3 starts by reviewing the theoretical limiting efficiency of a 2T and 3T-

HBT perovskite/silicon tandems, according to the detailed balance approach. Then,

the operation of the 3T-HBT solar cell is explained in detail with the aid of a compact

analytical model that I developed as a generalization of the well-known Hovel model

for single junction cells. This provides a solid background for the critical interpre-

tation of the advanced numerical simulations presented in the following chapters
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aimed at developing realistic device designs. Appendices B and C complement the

chapter with mathematical details of the models.

Chapter 4 describes the modeling tool flow adopted in Sentaurus Technology

Computer-Aided Design (TCAD) for the coupled optical and transport numeri-

cal simulations of 2T and 3T-HBT tandems. Results in Chapter 5 and Chapter 6 are

based on the opto-electronic model discussed here.

Chapter 5 presents a possible implementation of a planar (n-p-n) 3T-HBT tan-

dem with silicon heterojunction bottom cell, whose photovoltaic performance are

analyzed and compared to a benchmark 2T cell. Then, a textured PVS (n-p-n) HBT

device is introduced. Moreover, the numerical model is validated against experimen-

tal data. The presented devices show promising performance and the comparative

analysis with 2T cells with similar multilayer stack confirms, on a ground closer to

the practical realization of the device than detailed balance models, that the efficiency

of the 3T-HBT tandem can be as high as that one of a perfectly current-matched 2T

tandem.

Chapter 6 deals with the most relevant potential drawback of the 3T-HBT device,

i.e. the realization of the third contact at the base middle layer. In this regard, we

elaborate on the feasibility of the HBT structure for 3T perovskite/silicon tandem

solar cells with top interdigitated contact layout in the perspective of scaling up to

large areas. To this aim, a modeling framework that mixes numerical physics-based

simulations and circuit simulations is exploited, wherein parasitic electrical loss are

described through a lumped modeling approach, whose details are given in Appendix

D.

Finally, Chapter 7 summarizes the main outcomes of this work.



Chapter 2

Photovoltaic technology: physics and

materials

The history of PV device dates back to the 19th century, when French physicist

Edmond Becquerel discovered the photovoltaic effect in 1839. He noticed that certain

materials, when exposed to light, generated an electric current. A few decades later,

in 1883, the first working PV device was built by Charles Fritts with an energy

conversion efficiency of only 1% [17]. However, it was not until the mid-1950s that

scientists at Bell Laboratories, developed the first practical solar cell made of Silicon

achieving an efficiency of 6%. This breakthrough paved the way up to the actual

exploitation of solar cells in space and recently in terrestrial applications.

The efficiency of a PV cell, that is how effectively it converts sunlight into electricity,

can be affected by several factors. Here, we will address the operating principle and

basic features of PV cells, also focusing on the different efficiency losses linked to

the material properties and device architecture.

Today, research continues focusing on improving the efficiency of PV cells by

addressing these various sources of loss, and developing new materials and device

designs.
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2.1 Solar cell: theoretical background

Solar or photovoltaic cells are devices able to convert solar energy into electricity

(exploiting the so-called photoelectric effect) [18]. To attain this effect, it is required

a material where photons are absorbed and photogenerated charges are subsequently

injected from the solar cell into an external circuit.

Fig. 2.1 General sketch of a typical solar panel. The enlarged sections illustrate the p-n

junction under illumination (solar cell - side view) and a common scheme of top contact grid

where fingers and busbars are highlighted (solar cell - top view).

The simplest solar cell consists on a p-n junction 1 (Fig. 2.1, side view), with a front

ohmic contact grid, featured by fingers and busbars (Fig. 2.1, top view), and a rear

ohmic contact covering the whole back surface.

1a p-n junction is formed when a p-type semiconductor, that contains a large concentration of

holes (pp, majority carriers) and few electrons (np, minority carriers), is in intimate contact - at

crystal level - with a n-type semiconductor, with a high concentration of electrons (nn, majority

carriers) and few holes (pn, minority carriers) [19]. The p-n interface is characterized by a negative

space charge formed in the p-side of the junction and a positive space charge formed in the n-side.

Thus, the overall space charge region creates an electric field in the direction opposite to the diffusion

current for each type of charge carriers. The region is also called depletion region since it is depleted

of free charge carriers.
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2.1.1 pn junction under illumination

When the solar cell is under illumination condition, a photon that has energy hν
2 lower than the bandgap Eg

3 makes no contribution to the cell output, a photon

that has an energy greater than Eg is absorbed into the semiconductor delivering its

energy to an electron that from the valence band (Ev in Fig. 2.2a) is excited to the

conduction band (Ec in Fig. 2.2a), creating an electron-hole pair.

Fig. 2.2 (a) Energy band diagram of a p-n junction solar cell under illumination condition

(b), idealized equivalent circuit of a solar cell (c) and J-V characteristics of a solar cell under

illumination (red curve) and under dark condition (black curve).

In Fig. 2.2a, photogenerated electron minority charges (red dashed arrow, np) and

hole minority charges (green dashed arrow, pn), under the effect of the local electric

field, sweep towards their respective contacts, and once injected in the external circuit

they release an energy ≃ Eg to the load in form of work. Energy greater than Eg is

dissipated as heat, through carrier thermalization. Due to the current flow through

the external load, the p-n junction is self forward biased. The difference between

the two quasi-Fermi levels EF,n and EF,p
4 is equal to qVoc, Voc being the open-circuit

2here, h is the Planck’s constant and ν is the frequency of light [19].
3A semiconductor material is characterized by a bandgap energy Eg between the top state of the

valence band and the bottom one of the conduction band.
4Under illumination, electron and hole concentrations (n and p) are higher than those in equilib-

rium state, such that pn > n2
i . Similarly to equilibrium, in which the Fermi level (EF) determines the
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voltage. Semiconductors with bandgap between 1 and 2 eV can all be considered

suitable solar cell materials.

The ideal equivalent circuit of a solar cell is shown in Fig. 2.2b where Iph is the

photogenerated current, Is is the reverse saturation current and RL is the external

load. The ideal I−V characteristic for a p-n junction under illumination condition is

given by:

I = Is(e
qV/nifkBT −1)− Iph (2.1)

where q is the elementary charge constant, V the voltage of the solar cell, kB the

Boltzmann constant, T the temperature, and nif the ideality factor. Eq. 2.1 is often

expressed in terms of current density J = I/A where A is the device area. The

current-voltage characteristic of Eq. 2.1 is shown in Fig. 2.2c, where several figures

of merit need to be introduced:

• Isc is the short-circuit current, occurring when the cell’s voltage is zero (Fig.

2.2c, load in short-circuit)

• Voc is the open-circuit voltage, occurring when the cell’s current is zero (Fig.

2.2c, load in open circuit)

• Impp and Vmpp are the current and voltage, respectively, corresponding to the

operating point at which the power is maximized (maximum power point,

MPP).

• The Fill Factor, FF , indicates the ratio between the power at maximum power

point (Pm=ImppVmpp) (red rectangle in Fig. 2.2c) and the product IscVoc:

FF =
ImppVmpp

IscVoc
(2.2)

• The intersection point between the J-V curve under illumination (red curve)

and the load (with slope -1/RL) identifies the operating point of the solar cell

since in that point the load and the solar cell have the same current and voltage

(Fig. 2.2b). To maximize the solar cell performance it is important to choose a

proper load to match the operating point with the maximum power point.

probability of carrier occupation at a certain energy level, in non-equilibrium state the quasi-Fermi

levels EF,n and EF,p are used to determine the occupation of a certain energy states by electron and

hole populations, separately. [19].
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The power conversion efficiency of the solar cell is given by

η =
ImppVmpp

Pin
(2.3)

where Pin is the incident power density from the sun. Fig. 2.3 shows different Solar

Fig. 2.3 AM0 extraterrestrial radiation (black line), Solar spectral intensity for black-body

radiation at 5762 K (blue line), AM1.5 radiation (grey and rainbow filled shape).

Irradiance (Esun) spectra, classified according to the Air Mass (AM), and the Planck

Solar Irradiation 5. In general, the Esun with AM0 (total power of ≈ 1366 W/m2) is

used for space applications, instead Esun with AM1.5G, with a total power density of

1000 W/m2, is used for terrestrial applications. In this case, the solar spectra that

arrives on the earth surface is attenuated due to the thick layer of atmosphere and the

path of the light crossing it in order to reach the earth’s surface [20]. From a specific

Esun, it is possible to define the number of photons per unit of time arriving on the

solar cell surface, that is the Spectral Photon Flux (SPF) φ0(λ ) defined as:

φ0(λ ) =
Esun(λ )

hν
(2.4)

5The amount of photons emitted by the Sun can be modeled by the Planck’s law for a black-body

whose surface temperature is equal to T = 5762 K.
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The short circuit current density (Jsc) can be expressed as:

Jsc =
∫ λmax

λmin

qφ0(λ )EQE(λ )dλ =
∫ λmax

λmin

qφ0(λ )A(λ )IQE(λ )dλ (2.5)

where λ is the wavelength in the Esun range of interest, EQE(λ ) is the external

quantum efficiency, IQE(λ ) is the internal quantum efficiency and A(λ ) is the

absorbance, expressed as:

A(λ ) =
number of absorbed photons

number of incident photons
(2.6)

Assuming a unitary quantum yield, i.e. one e-h pair generated for each photon

absorbed, the IQE is defined as

IQE(λ ) =
number of collected charge carriers

number of absorbed photons
(2.7)

The EQE accounts for both optical and electrical loss mechanisms. It can be written

as:

EQE(λ ) =
number of collected charge carriers

number of incident photons
= A(λ )IQE(λ ) (2.8)

The power conversion efficiency (Eq. 2.3) of a solar cell has two main limitation

factors:

• for small material Eg, the efficiency is limited by a low Voc, that is proportional

to the material bandgap;

• for a high Eg, the efficiency is limited by a low Jsc since the semiconductor is

not able to absorb low energy photons.

The theoretical maximum efficiency of a single-gap Eg solar cell, that is the best

trade-off between the Voc and Jsc, can be estimated from the detailed balance model,

also known as Shockley-Queisser model. Fig. 2.4 reports the SQ efficiency limit

of single gap cells as a function of the material energy bandgap. The calculation

has been done assuming complete absorption of photons with energy larger than the

bandgap. Other details follow [22].
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Fig. 2.4 Detailed balance limit of efficiency obtained by implementing the model in [22].

It is assumed a solar cell at temperature Tc = 300 K exposed to a blackbody radiation at

temperature Ts = 5762 K (blue curve in Fig. 2.3 with a total power of ≈ 1300 W/m2)

.

2.1.2 Loss mechanisms

Many factors can limit the efficiency of a solar cell to values below the detailed

balance one: recombination mechanisms in the semiconductor, optical losses due to

parasitic absorption or unabsorbed photons as well as resistive losses. Let’s analyze

the nature of the outlined mechanisms. Details can be found in [19].

Recombination losses

Under illumination, absorption of photons and electron-hole pair generation (rep-

resented by the photo-generation rate Gph) brings the p-n junction into a non−

equilibrium state (pn > n2
i ). Whenever the steady-state is disturbed, the entire sys-

tem aims to restore the equilibrium state (i.e. pn = n2
i ). This mechanism is the

reverse process of the generation and it is known as recombination process, such that

an electron and hole recombine resulting in a release of energy. Thus, generation

and recombination refer respectively to the creation and annihilation of electron-hole

pairs [19].

There are several mechanisms that lead to recombination of charge carriers:



16 Photovoltaic technology: physics and materials

• Radiative recombination

• Auger recombination

• SRH recombination

• Surface recombination

Fig. 2.5 Recombination mechanisms: (a) Radiative; (b) Auger: b1 refers to an electron

assisted process and b2 to a hole assisted process; (c) Shockley-Read-Hall; (d) Surface

recombination.

Among them, we can distinguish between intrinsic recombination mechanisms,

that are related to the material property and cannot be avoided and, extrinsic recom-

bination related to the impact of defects.

Radiative recombination is the spontaneous recombination of an electron-hole pair,

resulting in photon emission. In Fig. 2.5a, electron makes a transition from the

conduction band Ec to the valence band Ev by emitting a photon of energy similar to

the band gap Eg. The radiative recombination is the reciprocal process of the absorp-

tion, limiting the maximum theoretical efficiency of a solar cell. For example, for a

semiconductor with a bandgap of 1.1 eV (i.e. Silicon), the radiative recombination

mechanism sets the Shockley-Queisser limit to ∼31.5% (Fig. 2.4) [21]. More details

about SQ limit can be found in Appendix B.

Auger recombination, illustrated in Fig. 2.5b, involves three charge carriers: the
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energy released by a band-to-band e-h recombination is provided to an electron (or

to a hole) that is excited to a higher energy state. When two holes (electrons) and

one electron (hole) are involved, the Auger process is referred as hhe (eeh) process

(shown as process b2 (b1) in Fig. 2.5b). Auger recombination is mostly important at

high carrier concentrations caused by heavy doping or high level injection. Auger

recombination turns to be the most severe physical limitation to the charge carrier

lifetime in c-Si and therefore to the solar cell efficiency. In this regard, accounting

for Auger recombination, the ultimate efficiency limit for a c-Si solar cell is ∼29%.

Shockley-Read-Hall recombination mechanisms, illustrated in Fig. 2.5c, is related

to the recombination through defects. Defects introduce energy states in the band

structure. Electrons and holes transit to these energy levels, and recombine in them.

To take into account the effect of all the recombination mechanisms, it can be

defined a minority carrier lifetime τn,p that refers to the average time it takes for a

free charge carrier (either an electron or a hole) to recombine. The carrier lifetime

(τ) can be formulated as:

1

τ
=

1

τrad
+

1

τAuger
+

1

τSRH
(2.9)

where τrad, τAuger and τSRH refer to the Radiative, Auger, SRH lifetime, respectively.

Extended equations can be found in Chapter 4. Another important parameter related

to the recombination rate is the minority carrier diffusion length

Ln,p =
√

Dn,pτn,p (2.10)

where Dn,p is the diffusivity coefficient. It is a measure of the distance that an

hole or electron minority carriers can travel before recombining. The larger the

diffusion length, the more efficient the solar cell. In fact, photogenerated carriers

have a higher chance of reaching the metal contacts without recombining. Thus, in

order to design an efficient solar cell, both recombination lifetime and the diffusion

length must be taken into account.

Surface recombination is another important phenomena in solar cells. It involves

air-semiconductor, semiconductor-semiconductor or semiconductor-insulator inter-
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faces where defects can occur. These defects are caused by interruptions to the

crystal lattice’s periodicity, leading to dangling bonds at the semiconductor surface.

Similarly to the SRH recombination, defects act as intermediate energy states in

the band structure, as shown in Fig. 2.5d. The parameter Sn,p, that is the surface

recombination velocity (cm/s), is used to quantify the rate at which minority carriers

are recombined at the surface of the semiconductor material. Surface recombination

hinders the power conversion efficiency of solar cells by reducing the number of

carriers available for collection in the external circuit. To minimize surface recombi-

nation, various methods can be used, such as passivation of defects. For example,

passivation technique is used in heterojunction Silicon solar cell where Silicon sur-

face is passivated with hydrogen, that is forming a link between dangling bonds (i.e.

defects) and hydrogen to reduce recombination traps.

Optical losses

Ideally, when the solar cell is under illumination, all photons should cross the

surface and be photoactive in the absorber layers. However, in real solar cells there

are several losses sources that can diminish the optical path of photons and their

absorption.

Fig. 2.6 Opticall losses: (a) reflection and (b) parasitic absorption.

In Fig. 2.6, we summarize the potential causes that can reduce the photon

absorption by degrading the short circuit current Jsc. As seen in Fig. 2.1, solar cells

exploit top/rear metal grid to provide current to the external load. Thus, top metal
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grid shadows part of semiconductor material (dead area in Fig.2.6) by reducing the

area effectively available to absorb photons. Photons are reflected at the front grid

(Fig. 2.6a1). Photons that impinge in the non-shadowed area, depending on the

wavelength, cross several material layers before being absorbed. Through this path,

they can be reflected/refracted at each interface based on the refractive index of the

material (nlayer in Fig. 2.6) and based on the incident angle of light at the surface

(Fig. 2.6a2) and interfaces (Fig. 2.6a3). In this regard, considering a single interface

and normal incidence of light on the solar cell surface, the fraction of reflected light,

i.e. the reflectance, can be computed through the Fresnel equation:

R =

∣
∣
∣
∣

ñ1 − ñ2

ñ1 + ñ2

∣
∣
∣
∣

2

(2.11)

where ñ is the complex refractive index ñ = n− ik and k is the extinction coeffi-

cient. The highest the reflectance, the lowest the amount of photons absorbed into

the solar cell. In this thesis, MgF2 layer is used as Anti-Reflection Coating (ARC) to

decrease the amount of reflected photons at the interface air/semiconductor.

Another optical loss mechanism is related to those layers aimed at improving electri-

cal performance and placed on the active region, such as ITO (Indium Thin Oxide)

as well as transport layers (Fig. 2.6b). These layers are not completely transparent

and absorb low wavelength photons that should ideally be absorbed by the active

region. As a result, e-h couples generated in these layers recombine quickly before

being collected, hence worsening the IQE [23].

Once reached the photoactive region, photons are absorbed depending on the material

thickness and absorption coefficient α (cm−1). According to the Beer-Lambert law

[24], the photon flux (φ(x)) decreases exponentially as a function of depth. For the

case of no back reflector, φ(x) can be written as:

φ(x,λ ) = (1−R(λ ))φ0(λ )e
−α(λ )x (2.12)

where φ0(λ ) is the incident photon flux and the expression of α is:

α =
4πk

λ
(2.13)

The absorption coefficient determines how far into a material photons of a particular

wavelength can penetrate before they are absorbed. The intensity of photons incident
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Fig. 2.7 Relative photon flux (φ /φ0) for a Silicon wafer.

on a solar cell surface reduces by a factor of 1/e for each 1/α , that is the absorption

length (Fig. 2.7) [18]. A low absorption coefficient means that the material poorly

absorbs light, and if the material is thin enough it can appear as transparent at certain

wavelength. Hence, photons can enter the material and pass through without being

absorbed. For example, in Fig. 2.7, depending on the α(λ ) of the Si material, light is

absorbed at different depths (green or red curve) or escapes without being absorbed

(orange curve). To design high efficient solar cells, it’s crucial to optimize the ratio

between light penetration depth and thickness of the cell in order to maximize the

solar spectrum absorption. Additionally, the diffusion length also poses a significant

constraint on solar cell thickness to prevent recombination of e-h carriers before

being collected. In conclusion, designing an efficient solar cell requires considering

multiple factors, including material optical and electrical properties, layers’ thickness

and, and device structure. For example, a possible solution to enhance the collection

of long-wavelength photons is by exploiting a rear contact extended to the whole

surface (Fig. 2.6). In this way, photons that are not absorbed in the first pass through

the absorber layer can be reflected by the metal contact and re-absorbed in the active

layer. A further approach to reduce optical losses is to exploit textured surfaces (Fig.

2.8) that increase significantly the path length (blue arrows in Fig. 2.8b) of weakly

absorbed, long-wavelength photons ensuring that they can be absorbed in the active

region.
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Fig. 2.8 Sketches of light path in planar (a) pyramidal texture (b) solar cell.

Resistive losses due to the front grid metal contact

An important factor that degrades the solar cell efficiency is due to resistive effects

associated to the transport of photogenerated charges towards the contacts. For

example, in Fig. 2.9a, photogenerated holes cross laterally the p-semiconductor, with

a certain resistivity, towards the finger electrodes and then to the busbar before being

collected.

Fig. 2.9 (a) Schematic view of resistive parasitic losses from generation to collection at the

contacts and (b) equivalent circuit of a solar cell taking into account series resistance.

To take into account resistive effects, in the one-diode model of Fig.2.2b, an

equivalent lumped series resistance is introduced. Rs (Ωcm2) models all the resistive

effects (Fig. 2.9a) through the cell. Fig. 2.2b can be redrawn as in Fig. 2.9b.
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The resistance Rs can be expressed as follows:

Rs = Rs,bulk +Rs,lateral +Rs,contact +Rs,finger +Rs,busbar (2.14)

where Rs,lateral and Rs,bulk account for the lateral (in the emitter layer) and orthogonal

(in the bulk layer) current flow, respectively; Rs,contact is the contact resistance at the

interface emitter/contact, Rs,finger and Rs,busbar account for the series resistance of the

metal finger and busbar.

In general, the series resistance Rs,bulk is small due to the bulky volume, instead the

other contributions in Eq. 2.14 tend to be higher and a proper grid layout must be

designed to minimize them. Taking into account Rs, Eq. 2.1 can be rewritten as

follows:

I = Is(e
q(V−IRs)/nifkBT −1)− Iph (2.15)

Depending on the value of the series resistance, the FF gets worse reducing the

achievable power. Resistive losses can be mitigated through technology improve-

ments, such as decreasing finger pitch (while decreasing finger width to maintain a

low shadowing) as well as exploiting multi-busbar layouts.

For the sake of completeness, we highlight that other power loss can be modeled

by including in the equivalent circuit a shunt resistance (Fig. 2.10), that is mainly

related to material non-idealities such as defects.

Fig. 2.10 Equivalent circuit of a solar cell taking into account series and shunt resistance.

To take into account the shunt resistance Rsh, Eq. 2.15 can be rewritten as

follows:

I =−Iph + Is(e
q(V−IRs)/nifkBT −1)+

V − IRs

Rsh
(2.16)
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2.2 Status and perspective of Perovskite/Silicon solar

cells

For efficient PV effect, it is necessary to exploit a semiconductor material that absorbs

efficiently light, generating free charges then delivered to the external load. To date,

Silicon solar cells dominate the terrestrial PV market with a practical efficiency of

26% [25] and module efficiency of 24.4% [26]. Other alternatives exist, such as

CdTe or CIGS technology (green lines in Fig. 2.11) with efficiencies above 19%

[26]. However, they have difficulty to compete due to the better efficiency/cost ratio

of Silicon cells [25]. In this regard, the module minimum sustainable price (MSP) of

different c-Si technologies ranges between $0.25/W and $0.27/W; CdTe modules

have a slightly higher MSP of $0.28/W, instead for CIGS modules the MSP increases

up to $0.48/W owing to higher labor and equipment/facility costs [27].

Promising performance could be expected for perovskite cells (brown line with

yellow circles in Fig. 2.11) that are currently in small scale or pilot production. The

MSP of perovskite modules at small production scale is estimated to be $0.38/W for

2020, with potential cost reductions over the long term to $0.18/W if performance

will be improved without incurring additional costs [27]. The major challenge of

Fig. 2.11 NREL chart [28] of the highest conversion efficiencies for terrestrial research cells.

perovskite solar cell relies on the native perovskite technology that is particularly

sensitive to intrinsic and extrinsic degradation mechanisms, such as those caused
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by contact with air moisture, by exposure to UV light and high temperature or by

electrical biasing [25]. Other technologies such as organic or dye-sensitized solar

cells (brown lines in Fig. 2.11) show a low efficiency (below 15%) such that they are

not competitive in the prospect of mass energy production systems. Finally, although

GaAs single junction solar cells show the highest efficiency of 29.1% (purple line in

Fig. 2.11), their manufacturing costs are still too high, more than 100 times higher

than Si cells, to enter in the terrestrial PV market. Thus, an open question is how to

obtain a solar cell that combines high efficiency, greater than the theoretical limit of

Si cell, and low manufacturing costs. To date, one of the most promising candidates

for next generation photovoltaics [29] relies on perovskite/silicon (PVS) tandem

solar cells, that recently achieved the efficiency record of 33.7% [28], surpassing

that one of costly III-V double-junction solar cells [28]. The cost analysis proposed

in [30] estimated a MSP of 0.31 $/W in 2020 for a PVK/silicon tandem with 28%

efficiency, that could be almost halved by 2030 if the efficiency is increased to 30%.

In this regard, Si-tandem cells could relax at some extent several constraints related

to the instability problem of PVK cell that sets its best lifetime up to 10,000 h (around

1 year), but with a low efficiency ≈ 12% and only 1000 h with an efficiency of 20

% [31]. In [31], it was estimated that a lifetime of 15 years would be the threshold

for perovskite PV (with a PCE of 19 % and module size of at least 100 cm2) to hit a

target LCOE of 5.50 US-cents/kWh to enter the PV market.

2.2.1 Silicon solar cell technology

Silicon, in its crystalline form (c-Si), is the most exploited to produce PV modules,

with a market share of 90%. The reason of this success relies on the fact that Silicon

is the second most abundant element after oxygen in the Earth’s crust and, in the

last decade, manufacturing costs have been significantly decreasing [20]. As shown

in Fig. 2.12, since 1980 Si solar cells improved their performance achieving an

efficiency of 26.7% [26], close to their theoretical limit of 29% [21]. Until 2018,

the most exploited solar cells were based on p-doped wafer, where the rear contact

was extended to the whole bottom surface. This kind of solar cell is known as

Aluminum Back-Surface-Field (Al-BSF) solar cell, shown in Fig. 2.13a where the

n-emitter is highly doped and a passivating layer is used to reduce recombination

at the emitter/contact interface. In this regard, the main problem of the BSF archi-

tecture relies on the extraction of charge carriers due to the direct full-area metal
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Fig. 2.12 NREL chart [28] of the highest conversion efficiencies for Silicon homojunction

and heterojunction research cells.

contact-semiconductor interface that causes high surface recombination, by limit-

ing the efficiency just above 20% [25]. The Passivated Emitter Rear Cell (PERC)

architecture, shown in Fig. 2.13b, overcomes this drawback by reducing the metal

contact area and passivating the surface between the metal contact and the active area,

achieving an efficiency of 24% [25]. In the last decade, a fast industrial transition

from Al-BSF to PERC took place and at the end of 2020 more than 70% of the cell

market was PERC technology based [25]. An improvement to the standard PERC

in Fig. 2.13(b) relies on a different architecture that exploits Interdigitated Back

Contact (IBC) (Fig. 2.13(c)). The IBC architecture avoids shadowing due to the

front metal grid putting both contacts on the rear side of the cell.

Finally, an emerging technology relies on Silicon Hetero-Junction (SHJ) solar cell

with front/rear contacts (Fig. 2.13d), initially called Heterojunction with Intrinsic

Thin layers (HIT), and SHJ with IBC (Fig. 2.13e) [25]. SHJ-IBC (Fig. 2.13e)

solar cell achieved an efficiency of 26.7% [26], instead SHJ device (Fig. 2.13d),

contacted on both sides, holds an efficiency of 25.3% [26]. With respect to PERC

solar cell, SHJ technology uses different passivating contacts based on hydrogenated

amorphous Silicon (a-Si:H), providing good surface passivation to c-Si. As shown

in Fig. 2.13d, the HIT subcell consists of a n-doped c-Si sandwiched between two

thin-films of hydrogenated amorphous Silicon: from the top (bottom) the n (p) -type
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Fig. 2.13 Schematic representaion of Si solar cell architectures: (a) Al back-surface field

(Al-BSF) homojunction solar cell, (b) passivated emitter rear contact (PERC) homojunction

solar cell, (c) rear-contacted homo-junction using an interdigitated back contact (IBC), (d)

Silicon hetero-junction (SHJ or HIT) design, (e) IBC design of SHJ solar cell [25].

a-Si:H and a thin intrinsic (i) a-Si:H layer. The (i)a-Si:H layer (< 10 nm) is used

between the Si-wafer and the n (p)-doped a-Si:H layer to improve surface passivation.

In fact, doping of the a-Si:H layers is not as efficient as in c-Si and by putting doped

a-Si:H directly in contact with c-Si would not provide an excellent passivation.

In Fig. 2.13d, the Indium Thin Oxide (ITO) is a Transparent Conductive Oxide

(TCO) used to improve the lateral transport towards the front and rear metal grid.

In this regard, we will discuss in Chapter 6 about the inefficient charge transport

in a-Si:H layers, compared to c-Si, due to its low mobility. A key feature of such

Silicon heterojunction (SHJ) devices is their high Voc, typically of 730±750 mV [25].

2.2.2 Perovskite solar cell technology

Perovskite (PVK) is originally the mineral name of calcium titanate (CaTiO3), then

it is applied to the class of materials showing the same structure of CaTiO3. For PV

applications, organic-inorganic lead halide perovskites are the most studied, with

chemical structure AMX3, where A (= cesium (Cs+), methylammonium (MA+)

and/or formamidinium (FA+)) are monovalent cations, M (= lead (Pb2+) and/or
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stannous (Sn2+)) are metal cations, and X (= iodide (I−), bromide (Br−), or chloride

(Cl−), or combinations thereof) are halide anions.

Fig. 2.14 Schematic energy level diagram showing the conduction and valence band edges of

some metal halide perovskites [32].

They emerged as promising candidates for PV applications owing to their extraordi-

nary optical and electrical properties such as high absorption coefficients, low exciton

binding energy, bandgap tunability (Fig. 2.14), ambipolar transport characteristics,

excellent carrier mobilities, long carrier lifetimes, long carrier diffusion lengths and

high defect tolerance [14]. One of the main intriguing property is the tunability of the

band-gap based on the perovskite composition. Some perovskite compositions are

reported in Fig. 2.14 [32], with bandgap ranging from 1.24 eV for FASnI3 to 3.55 eV

for FASnCl3 [32]. This is a very important property to optimize the harvesting of the

solar spectrum in tandem solar cells. To date, the most studied organic-inorganic lead

halide perovskites for PVK solar cells (PSC) are MAPbI3 whose chemical structure

is shown in Fig. 2.15 [33], and FAPbI3; a mixture of them is also available with

mixed cations in the A site and/or mixed anions in the X site [34].

For high efficiency perovskite solar cell, several challenges must be solved in terms

of structure device engineering and excellent fabrication process. Differently from

Silicon solar cells, where carrier collection is fostered by exploiting a p-n junction,

charge collection and extraction in perovskite solar cells is helped by electron and

hole selective contacts as shown in Fig. 2.16. In this regard, a PVK cell consists of a

perovskite absorber material sandwiched between an electron transport layer (ETL)

and a hole transport layer (HTL). The greater ETL/PVK and HTL/PVK quality
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Fig. 2.15 Example of MAPI (CH3NH3PbI3) structure: Methylammonium cation (CH3NH+
3 )

occupies the central A site surrounded by 12 nearest-neighbor iodide ions in corner-sharing

PbI6 octahedra [34].

interface is, the higher the PVK performance is [33]. Thus, efficient and controlled

deposition methods are required. PVK cells can be classified as standard n±i±p

or inverted p±i±n configurations depending on the position of the charge-selective

layer. In this regard, several approaches can be used to fabricate a PVK solar cell.

Appendix A presents a brief discussion about several deposition methods with a

focus on the two-step hybrid deposition process (i.e. evaporation of PbI2 mixed with

spin coating of CH3NH3I (MAI) precursor), that I worked on during my research

visit at Tor Vergata University.

Fig. 2.16 Scketch of a p-i-n PVK structure.

Inorganic Electron Transport Layer Titanium dioxide (TiO2) has been mostly used

as ETL in perovskite solar cell. However, cells with TiO2 have shown several issues,

such as UV-induced photocatalytic activity that causes degradation and JV hysteresis

[33]. SnO2 is an alternative to TiO2; it exhibits good conduction band alignment

with perovskites, high electron mobility, high optical properties and good stability.
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Another selective contact is the organic Fullerene C60 and its derivatives, such as

PCBM, mostly exploited for p-i-n type PVK cell thanks to their appropriate electrical

properties [33].

Regarding the HTL layer, the first material used as hole transport layer is the organic

Spiro-OMeTAD material. It is characterized by a low conductivity (10−5 mS/cm)

and low hole mobility (10−5 - 10−4 cm2/Vs), requiring the use of several additives

that cause significant instability [33]. Another widely used polymeric HTL is the

PTAA that shows higher intrinsic hole mobility (10−3 - 10−2 cm2/Vs) and enhanced

stability. Interestingly, PTAA HTLs have been applied to both n-i-p and p-i-n type

devices resulting in high conversion efficiencies. There are also inorganic HTLs

able to overcome instability issues such as Copper thiocyanate (CuSCN) or Copper

oxide (CuOx). More details can be found in [33]. In general, the excellent properties

of the PVK cell and the improvement in fabrication processes kicked a boost of

power conversion efficiency in few years. In 2012, a pure MAPbI3 based cell had an

efficiency of 9.7% and in 2022 the record efficiency of 25.7% was reported [28] by

using a perovskite layer with mixed cation and mixed anion composition.

2.2.3 Perovskite/Silicon tandem solar cell

The more straightforward way to overcome the Shockley-Queisser limit of a SJ solar

cell (Fig. 2.4) is to exploit a tandem configuration in which two or more subcells with

different band gaps are stacked one on each other from the bottom (low-bandgap ab-

sorber) to the top (wide-bandgap absorber). Under illumination, high-energy photons

are absorbed in the top sub-cell, and low-energy photons transmitted through the top

cell are absorbed in the bottom one. Multi-junction (MJ) solar cells based on III-V

semiconductors are most exploited in space. Instead, for terrestrial applications, their

commercialization is more challenging. In this regard, among tandem technologies,

PVS tandem solar cells are among the most promising candidates for next generation

photovoltaics [29], combining lower fabrication costs (MSP of 0.31 $/W) and high

efficiency of the PVK cells. In PVS tandem, a PVK sub-cell (tunable bandgap

between 1.24 eV up to 3.55 eV) is placed on top of a Si (1.12 eV) sub-cell.

The most studied PVS tandem exploits 2-Terminal (2T) or 4-Terminal (4T) configura-

tion [35, 36]. In 2T tandems (Fig. 2.17a), two sub-cells are monolithically fabricated

on top of each other and connected in series through an interconnection layer realized

by a poly- or amorphous- Silicon tunnel junction or by a recombination layer usually
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Fig. 2.17 Scheme of PVK/Si tandem solar cells with 2-Terminal (a) and 4-Terminal (b) [14].

made by a transparent conducting oxide (TCO). The series connection of the 2T

configuration imposes a current matching constraint on the tandem cells, i.e. the

current delivered to the external load is limited by the lowest photocurrent generated

from the top and bottom subcells. Therefore, a good design of the tandem PVS

cell, in terms of optical properties (band-gap matching, trasmittance of the layers, as

well as light scattering [33]), is required to generate the same photo-current with the

PVK and Silicon sub-cells. The current matching constraint between the subcells

limits, in outdoor operation, the annual efficiency yield due to the high sensitivity to

sun spectral variations [37]. Another issue of the 2T tandem is linked to the optical

losses induced by the interconnection layer (tunnel junction or recombination layer

in Fig. 2.17a), lowering the achievable efficiency [38].

In the 4T configuration, shown in Fig. 2.17b, two separate cells are fabricated individ-

ually and then mechanically stacked. The electrical power is extracted independently

at each subcell by removing the current matching constraint required by the 2T

design at the price of higher optical losses, because additional transparent layers

are needed. Despite the advantages of the 4T tandem in terms of higher efficiency

yield, the 2T device is more appealing for terrestrial application beacause of its lower

fabrication costs.

Besides 2- and 4-terminal approaches, an alternative, less explored, solution is pro-

vided by the 3T design that aims at combining the advantages of 2T and 4T tandems.

The classical 3T architecture retains the monolithic structure of the 2T one (Fig.

2.17a), by replacing the tunnel junction with a recombination layer or more com-

monly with a TCO layer where the third metal contact is placed [39]. This allows

for the independent operation of the two sub-cells and removes the current mismatch

constraint of 2T devices [15, 41±43]. The slightly higher fabrication cost might
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be compensated by the looser requirements on bandgap and by the higher energy

yield in real-word operation, owing to higher resilience to spectral and temperature

variations [15, 44±47]. In this regard, it has been recently reported an experimental

proof-of-concept 3T PVK/Si cell based on interdigitated back contact Silicon [48]

(see Fig. 2.18a) with efficiency of 17.1% and a potential to reach about 27%.

Fig. 2.18 Sketch of the 3T on IBC-Si (a) and TIC 3T-HBT (b) solar cell.

The IBC cell is an ideal candidate for 3T tandems, but its relatively high manu-

facturing costs are expected to limit their adoption to niche markets. In this direction,

an attractive solution for developing three-terminal perovskite/silicon tandem solar

cells, compatible with dominant Silicon photovoltaic technologies, is provided by

the 3T Heterojunction Bipolar Transistor (3T-HBT) solar cell concept (Fig. 2.18b)

[16, 43], that is introduced in the next chapter.



Chapter 3

Perovskite/Silicon 3T heterojunction

bipolar transistor architecture

The theoretical limiting efficiency of silicon-based tandems is about 42%, according

to Shockley-Queisser limit [21]. However, several loss mechanisms, i.e. radia-

tive/non radiative recombination as well as optical losses, occur in the PVS tandem

by worsening the ideal efficiency. Today, the efficiency record of 33.7% has been

achieved for a 2T PVS [28] and 17.1% for a 3T-IBC tandem [48]. On the other hand,

there are no experimental reports of PVS tandems based on the 3T heterojunction

bipolar transistor (3T-HBT) architecture.

This chapter introduces the npn (pnp) bipolar transistor as photovoltaic device, and

discusses the operating principle of the HBT device by introducing a generalized

formulation of the analytical Hovel model [18], that will help to grasp the main

features of the HBT-based solar cell. Then, based on the Hovel model, preliminary

simulations will be presented for a proof-of-concept example of PVS 3T-HBT device.

This chapter provides the preliminary knowledge needed to get insight from more

advanced numerical models exploited to simulate both planar and textured 3T PVS

HBT tandems in the next chapters.

3.1 Efficiency limit of 3T-HBT Silicon based tandem

The bipolar transistor device is based on two pn junctions that share the inner region,

leading to the npn (pnp) structure of Figure 3.1a: from the top, n-Emitter, p-Base
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and n-Collector. In Figure 3.1a, the three contacts of emitter, base and collector

regions are indicated as E, B, C, respectively. It is possible to detect two sub-cells,

Emitter/Base (EB) and Base/Collector (BC), that are electrically connected through

the common base layer. From a circuital point of view, the EB and BC junctions

can be represented as two back-to-back diodes. Once illuminated, the current photo-

generated in each junction is delivered at two independent loads, connected across

the E-B and B-C terminals. As will be demonstrated by the study reported in this

thesis, the 3T-HBT device allows the optimal operation of both subcells, that can

operate independently at their maximum power point.

Fig. 3.1 Comparison between a npn PVS 3T-HBTsc (a) and a 2T PVS tandem (b).

In particular, the 3T-HBT structure removes the current matching constraint that

affects conventional 2T tandem exploiting a series connection, as shown in Fig.

3.1b. In fact, in the 2T tandem the total current delivered to the external load is

the minimum between the current generated by the top sub-cell (Itop-diode) and the

bottom sub-cell (Ibottom-diode). This constraint has a significant effect on the choice

of the band gap (Fig. 2.14) of the perovskite absorber in silicon-based tandems.
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Aiming at identifying the optimum PVK bandgap range, we adopt the detailed bal-

ance limit [21] extended to deal with the 2T and 3T tandem [16]. The mathematical

model is summarized in Appendix B. As a result, Fig. 3.2 shows the efficiency limit

of 2T and 3T silicon based tandems as a function of the perovskite top cell’s band

gap in the range of [1.3 ÷ 2.3] eV. The band gap of the bottom sub-cell is equal to

Fig. 3.2 Efficiency limit for 2T (red line) and 3T (blue line) silicon (1.12 eV) based tandem

as a function of perovskite top cell’s band gap [16]. Both simulated curves are obtained for a

black body spectrum at Tsun = 5762 K, solar cell working temperature Tc = 300 K and for

light concentration equal to 1. Details of the model in Appendix B. The grey dashed line

indicates the theoretical efficiency limit for silicon solar cells.

1.12 eV (Si material). In this case study, we obtain a peak efficiency of 41.5% for the

series-connected stack at 1.76 eV (Point 1 in Fig. 3.2) and of 42% for the 3T-tandem

at 1.9 eV (Point 2 in Fig. 3.2). For high efficiency, the current matching constraint of

the 2T tandem limits the choice of the band gap for the perovskite top sub cell to a

narrow range around the efficiency peak (Point 1 in Fig. 3.2). Indeed, the 2T tandem

overcomes the Si Shockley-Queisser limit of 29% (grey dashed line in Fig. 3.2) in

the range [1.54 ÷ 2.2] eV. Instead, the 3T-HBT device relaxes the current-matching

constraint of the 2T cell, allowing for a wide range of band gap combinations (blue

curve in Fig. 3.2) [49±51].
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Fig. 3.3 J-V characteristics of the 2T tandem solar cell (η2T = 29%) (a). J-V characteristics

of the 3T-HBT solar cell (η3T = 40%) (b). Simulations are carried out through the exdended

Shlockley-Queisser model for both tandem configurations by fixing the energy gap of the

perovskite to 1.55 eV (resembling that one of the MAPbI3) for the top sub-cell and 1.12 eV

for the silicon bottom sub-cells.

The theoretical efficiency limit for a tandem stack with 1.55 eV (MAPbI3) and

1.12eV (Si) is close to 29% and 40% respectively for the 2T- and 3T-tandem (Fig.

3.2).

Fig. 3.3 shows the J-V characteristics for both tandem configurations. In Fig. 3.3a, it

is possible to detect the effect of the current constraint on the 2T architecture. We

highlight that the high current density of the perovskite solar cell is overestimated

with respect to that one of practical devices, since we are neglecting TCO/HTL/ETL

optical parasitic effects, i.e. parasitic absorption as well as reflectance, that reduce

the perovskite photocurrent. In the 2T-tandem of Fig. 3.1b, the effect of the parasitic

absorption will be hidden by the fact that, in this sub-optimal configuration, the

current is limited by the bottom sub cell. Instead, in the 3T-tandem of Fig. 3.1a,

where the two sub-cells work as they were independent, a reduction of the PVK

current density would significantly worsen the power conversion efficiency to that

one of the 2T-tandem eliminating, in fact, the advantage of the independent current

extraction. In this regard, the SQ model shows its limitations and it is necessary

carrying out opto-electronic simulations to deeply investigate the 3T-HBT device. As

next step, we will study the 3T-HBT device with the aid of the extended analytical

Hovel model.
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3.2 Generalized Hovel model

The Hovel model [18], originally derived for pn junction cells, is able to describe the

current flow of the minority charges under illumination into a SJ solar cell. In this

section, it is extended to the case of two interacting pn junctions sharing the inner

region, thus studying a structure akin to a n-p-n hetero-structure bipolar transistor.

Let’s consider the 1D model of Figure 3.4, where the x axis has the origin at the

leftmost side of the emitter region (n-type, length wE). The inner base region (p-type,

length wB) extends between x = wE and x = wE+wB, and finally the collector region

(n-type, length wC) is defined between x = wE +wB and x = wE +wB +wC. Light

impinges from the emitter side.

Fig. 3.4 3T-HBT structure considered in the model derivation. Yellow rectangles between

the emitter-base and base-collector regions indicate the depleted regions.

Three ohmic contacts, one for each region can be found; in this model, all

contacts are considered optically transparent. As the layers are uniformly doped, we

assume negligible electric field in the quasi-neutral regions; hence, the electron and

hole current density in the base JnB and emitter (collector) JpE (JpC) are made of the

diffusion component only and are given by:

JnB(x) = qDnB
dnp

dx
(3.1)

JpE(x) =−qDpE
d pnE

dx
(3.2)
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JpC(x) =−qDpC
d pnC

dx
(3.3)

where np and pnE(C) are the electron and hole minority carrier in the base and emitter

(collector) layers, respectively; DnB and DpE(C) are the diffusion coefficients of

electrons and holes in the base and emitter (collector); q is the electrical charge. To

obtain the current flow in each layer, we shall consider the continuity equation for

minority carriers under low-injection condition and quasi-neutrality approximation.

The following aspects were taken into account:

• different materials are accounted for in the three regions, thus considering a

hetero-structure device

• the emitter and collector boundaries (at x = 0 and x = wE +wB +wC) are

characterized by a finite surface recombination velocity S for the minority

carriers

• optical generation is considered in the entire structure, including the depleted

regions

• recombination rates are modeled according to the lifetime approximation.

In the p-doped quasi-neutral base region, we get:

1

q

(
dJnB

dx

)

+Gn −
np −np0

τn
= 0 (3.4)

where G is the photogeneration term and τn is the electron lifetime. By substituting

Eq. 3.1 in Eq. 3.4, the diffusion equation for electrons, np, reads as

d2(np −np0)

dx2
=

np −np0

DnB τnB
−

φ e−αB(x−wE)

DnB
(3.5)

where φ = φ0(1 − RE)(1 − RB)αB e−αEwE . RE(B) is the reflectance, calculated

based on Eq. 2.11, at the emitter-air (base-emitter) interface, αE(B) and wE(B) are the

optical absorption and thickness of the emitter (base) layer, respectively, np0 is the

electron density under thermodynamic equilibrium, DnB is the diffusion coefficient

of electrons in the base, τnB is the electron lifetime in the base, and φ0 is the incident

photon flux. Eq. 3.5 has the form of a second order non homogeneous differential
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equation that can be solved under two boundary conditions identified by the junction

law:

np(x
∗)−np0 = np0

(

eV ∗/VT −1
)

(3.6)

with V ∗ = VEB for x∗ = wE + xpBE, and V ∗ = VCB for x∗ = wE +wB − xpBC. xpBE,

xpBC are the thickness of the depleted base region at the E/B and C/B junctions

respectively. By solving the continuity equation Eq. 3.5, the electron distribution in

the p-type base layer results as:

np −np0 = np0

[

eVBE/VT −1
]







sinh

[
wE + xpBE +w′

B − x

LnB

]

sinh

[
w′

B

LnB

]







−np0

[

eVBC/VT −1
]







sinh

[
wE + xpBE − x

LnB

]

sinh

[
w′

B

LnB

]







+ knB

sinh

[
wE + xpBE − x

LnB

]

sinh

[
w′

B

LnB

] e−αB(xpBE +w′
B)

− knB

sinh

[
wE + xpBE +w′

B − x

LnB

]

sinh

[
w′

B

LnB

] e−αBxpBE +knB e−αB(x−wE) (3.7)

Replacing the expression of the electron density (Eq. 3.7) in Eq. 3.1, we obtain the

current JnB along the base whose dark component depends on both the EB and BC

self-bias voltages, so that the two sub-cells are not completely independent each

other. To obtain the emitter (collector) current JpE (JpC) in the neutral region, Eq. 3.5

can be re-formulated for the hole minority carriers (pn). In this case, the continuity

equation will be solved under two boundary conditions identified by the surface

recombination phenomena at the emitter (collector) surface and by the junction law

at the boundary of the depletion region of the emitter-base (base-collector) junction.

The full equations for the emitter, base and collector currents, JpE, JnB and JpC, can

be found in Appendix C.

Up to this point, we have considered only photons absorbed in the neutral regions,
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however it is necessary to consider also the photo-generation of carriers into the

EB and BC depleted regions. In these, the electric field is high enough that pho-

togenerated e-h pairs are generally swept out towards their contacts and extracted

before they can recombine [18]. Hence, the number of collected electron-hole pairs

is assumed to be equal to the number of photons absorbed. Appendix C reports the

expression for the photogenerated current in the EB (BC) depleted region Jdr
EB (Jdr

BC),

assuming unitary collection efficiency. Thus, the total current extracted at the emitter

and collector contacts (Figure 3.4) results as

IE = JpE

∣
∣
W ′

E
+ JnB

∣
∣
WE+xpBE

+ Jdr
EB (3.8a)

IC = JnB

∣
∣
WE+xpBE+W ′

B
+ JpC

∣
∣
WE+WB+xnBC

+ Jdr
BC (3.8b)

where JpE, JnB and JpC are calculated at the proper junction edge. Once obtained

the expression for all current contributions, we get, through a few algebraic manip-

ulations, a general expression for the emitter and collector currents that reads as

IE = a11

[

eVBE/VT −1
]

+a12

[

eVBC/VT −1
]

+ IphE (3.9a)

IC = a21

[

eVBE/VT −1
]

+a22

[

eVBC/VT −1
]

+ IphC (3.9b)

Eq. 3.9 provides a set of equations under illumination where both emitter and

collector current (IE, IC) are expressed as a function of the EB and BC voltages. The

formulation extends the so-called Ebers-Moll model of bipolar transistors [19] to the

operation under illumination. In Eq. 3.9, Iph represents the photo-current contribution

to the corresponding terminal current and the four ai,j parameters (dimensionally

currents) are:

a11 =−qA
DpE

LpE

n2
iE

NDE
χE −qA

DnB

LnB

n2
iB

NAB
coth

[
w′

B

LnB

]

(3.10a)

a22 =−qA
DpC

LpC

n2
iC

NDC
χC −qA

DnB

LnB

n2
iB

NAB
coth

[
w′

B

LnB

]

(3.10b)

a12 = a21 = qA
DnB

LnB

n2
iB

NAB

1

sinh

[
w′

B

LnB

] (3.10c)
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where A is the device cross section area, D and L are the minority carrier diffusivity

and diffusion length, ni is the intrinsic concentration, and

χβ =
Nβ

Dβ
β = E,C (3.11a)

Nβ = sinh

[

w′
β

Lpβ

]

+
Spβ Lpβ

Dpβ
cosh

[

w′
β

Lpβ

]

(3.11b)

Dβ = cosh

[

w′
β

Lpβ

]

+
Spβ Lpβ

Dpβ
sinh

[

w′
β

Lpβ

]

(3.11c)

The primed lengths w′
β refer to the physical size of the neutral portion of side β , i.e.

the total length wβ minus the amplitude of the depleted portion of the same side.

The amplitude of the depleted regions can be evaluated according to the following

expressions (β = E,C)

xdBβ =

√

2
(εBNAB)||(εβ NDβ )

qN2
eq,Aβ

(
Vbi,Bβ −VBβ

)
(3.12a)

xnBβ = xdBβ

NDβ

NAB +NDβ
xpBβ = xdBβ

NAB

NAB +NDβ
(3.12b)

where Vbi,Bβ is the built in voltage of the Bβ hetero-junction, Neq,Aβ = NAB||NDβ is

the equivalent doping, and a||b = ab/(a+b). Once defined the ai, j parameters of

Eq. 3.9, let’s write the photocurrents IphE and IphC terms. To this aim, once defined

the absorption coefficient αβ for side β = E, B, C and the following constants

kpE = φ0(1−RE)
αEτpE

1−α2
EL2

pE

(3.13a)

knB = φ0(1−RE)e−αEwE(1−RB)
αBτnB

1−α2
BL2

pB

(3.13b)

kpC = φ0(1−RE)e−αEwE(1−RB)e−αBwB(1−RC)
αCτpC

1−α2
CL2

pC

(3.13c)

where φ0 is the impinging photon flux, R the reflection coefficients, calculated based

on Eq. 2.11, and τ the minority carrier lifetime. At short circuit, the emitter and
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collector photocurrents IphE and IphC read as

IphE

qA
=

DpE

LpE
kpE







e−αEw′
E GE −

αELpE +
SpELpE

DpE

DE






+DpEαEkpE e−αEw′

E +

−DnBαBknB e−αBxpBE +
DnB

LnB
knB e−αBxpBE

cosh

[
w′

B

LnB

]

− e−αBw′
B

sinh

[
w′

B

LnB

] +

+F(1−RE)
{

e−αEw′
E

[

1− e−αExnBE
]

+(1−RB)e−αEwE
[

1− e−αBxpBE
]}

(3.14a)

IphC

qA
=

DpC

LpC
kpC e−αCxnBC ×






−GC +

(

−αCLpC +
SpCLpC

DpC

)

e−αCw′
C

DC






+

+DpCαCkpC e−αCxnBC −DnBαBknB e−αB(wB − xpBC)+

−
DnB

LnB
knB e−αBxpBE

e−αBw′
B cosh

[
w′

B

LnB

]

−1

sinh

[
w′

B

LnB

] +

+F(1−RE)(1−RB)e−αEwE
{

e−αB(w
′
B + xpBE)

×
[

1− eαBxpBC
]

+(1−RC)e−αBwB
[

1− e−αCxnBC
]}

(3.14b)

Finally, from Eq. 3.14, it is possible to compute the EQE of the 3T-HBT device

as follows

EQE(λ ) =
JphE(λ )

qφ0(λ )
+

JphC(λ )

qφ0(λ )
(3.15)

where JphE and JphC are the emitter and collector photo-current density.

The Ebers-Moll equations (Eq. 3.9 to Eq. 3.14) provide a complete analytical
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model to study the behavior of the 3T-HBT device. From these equations, it is

straightforward to derive the equivalent circuit model shown in Figure 3.5. The

3T-HBTsc equivalent electrical model consists of the classical Ebers-Moll circuit

of bipolar transistors, complemented with one current generator for each junction,

thats model the photogeneration. In Figure 3.5, we can identify three components

for each junction: the photogenerated current generator IphE (IphC) in parallel to the

diode with reverse saturation current IE0 (IC0) and to the current-controlled current

source αRIR (αFIF). The latter one accounts for the interplay of the two junctions

through the common base layer.

Fig. 3.5 Equivalent circuit representing the electrical behaviour of the interacting heterojunc-

tions.

Let’s find a link between the Ebers-Moll equations (Eq.3.9) and the equivalent

electrical model of Figure 3.5. To this aim, we derive the expression (exp(VBC/VT)−

1) from Eq.3.9b and substitute it into Eq.3.9a (and analogously for exp(VBE/VT)−1).
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Thus, the system of Eq.3.9 can be rewritten as

IE =−αRIC − IES

[

eVBE/VT −1
]

+ IphE +αRIphC (3.16a)

IC =−αFIE − ICS

[

eVBC/VT −1
]

+ IphC +αFIphE (3.16b)

where we have defined the common base current amplifications in forward and

reverse operation

αF =−
a21

a11
αR =−

a12

a22
(3.17)

and the reverse saturation currents

IES =
a12a21 −a11a22

a22
ICS =

a12a21 −a11a22

a11
(3.18)

The reciprocity condition of Eq. 3.10, i.e. a12 = a21, imposes that αFIES = αRICS.

Again, by substituting Eq.3.16b into Eq.3.16a, and Eq.3.16a into Eq.3.16b, we get to

IE = αRIR − IF + IphE (3.19a)

IC = αFIF − IR + IphC (3.19b)

where

IF = IE0

[

eVBE/VT −1
]

IE0 =
IES

1−αRαF
(3.20a)

IR = IC0

[

eVBC/VT −1
]

IC0 =
ICS

1−αRαF
(3.20b)

with the reciprocity condition αFIE0 = αRIC0. The model of Eq.3.19 corresponds

to the equivalent circuit shown in Figure 3.5 where the current-controlled current

source αRIR (αFIF) accounts for the effect of the BC voltage on the EB junction

due to the injection of minority carriers from the collector to the emitter (and vice

versa) through the common base layer. The coefficients αR, αF model this electrical

coupling, the so-called transistor effect, whose strength depends on a few physical

device parameters, such as doping levels, energy band discontinuities, minority

carrier diffusion length, and layer thickness. As well known from bipolar transistor

theory [19], the closer αR (αF) gets to 1, the stronger the transistor effect is. On the

other hand, as firstly argued in [16], the power conversion efficiency of the HBT solar

cell is maximized when the transistor effect is negligible. In fact, by design, the HBT
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tandem shall exploit emitter and base layers with higher bandgap than the collector

layer. Therefore, diffusion of minority carriers from the E/B junction towards the

B/C one implies a flow of carriers in the direction of decreasing splitting of the

quasi-Fermi levels, with a reduction of the electrical power produced by the solar

cell. This is reflected, in the behavior of the equivalent electrical circuit in Fig. 3.5,

by the fact that the αFIF (αRIR) current adding up to the B/C (E/B) photocurrent is

more than compensated by the increased dark current at the corresponding junction,

yielding to a net reduction of the electrical power delivered to the load [52].

The analytical Ebers-Moll model provides a useful means to assess the possible

efficiency penalty due to the subcells’ interplay mediated by the transistor effect.

To this aim it is useful to introduce two further figures of merit of bipolar transis-

tors, recalling that under photovoltaic action both junctions develop a forward bias

condition such that, given the Emitter/Base and Collector bandgap difference, at

maximum power point VBE >VBC.

• The emitter (collector) injection efficiency γE(C), which measures the effective-

ness of minority carrier injection into the base from the emitter (collector),

defined as

γE(C) =
JnB

∣
∣
WE+xpBE(+W ′

B)

JnB

∣
∣
WE+xpBE(+W ′

B)
+ JpE(C)

∣
∣
W ′

E(WE+WB+xnBC)

≈
1

1+
Dpn2

i,E(C)NABζB

Dnn2
i,BNDE(C)ζE(C)

(3.21)

where the approximated expression holds in the limit of short or long layers

(with respect to the diffusion length), ζ being the physical length or the

diffusion length of minority carriers of that layer.

• The base transport factor αT, which measures the effectiveness of minority

carrier transport through the base, defined as

αT =
JnB

∣
∣
WE+xpBE+W ′

B

JnB

∣
∣
WE+xpBE

(3.22)

for a minority carriers flow directed from the emitter towards the collector, as

it is the case when VBE >VBC.
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It can be easily verified that αF ≈ γEαT and analogously for αR. Thus, considering

again the high/low gap structure, it is apparent that in the HBT tandem γC and αR

will be negligibly small and any possibile penalty will be caused by the minority

carrier injection from the E/B junction towards the B/C one.

To make the discussion more quantitative, let us consider a representative structure

built upon the two main design requirements for the HBT tandem: i) high/low gap

design; ii) high base doping to ensure low resistive loss associated to the third (base)

terminal and low emitter/collector doping to maximize carrier collection efficiency.

Fig. 3.6 analyzes how the HBT figures of merit change as a function of the ratio

between base thickness and diffusion length of minority electrons in the base.

Fig. 3.6 Figures of merit of a representative HBT solar cell with emitter and base bandgap

of EH = 1.55 eV, collector bandgap of EL = 1.12 eV, and B/E and B/C doping level ratio

≈ 100. The forward gain ratio αF is calculated according to Eq. 3.17 and as product of γE

and αT. Calculated parameters are representative of any operating condition between short

circuit and maximum power point.

The example considers a structure with E/B bandgap EH = 1.55 eV, collector

bandgap EL = 1.12 eV, and NAB/NDE ≈ NAB/NDC ≈ 100. Calculations were done

imposing unitary absorptivity in the emitter and collector sides, such as the change

of base geometry does not affect the photogenerated currents. It is apparent that

the aforementioned design rules make the emitter injection efficiency rather low,

thus limiting the forward current gain αF to ≈ 0.9 even in the case of short base and

αT ≈ 1. Corresponding to this, Fig. 3.7 shows the predicted reduction of efficiency

as a function of αF. The efficiency penalty as αF grows (base width much shorter that

the diffusion length) remains rather limited, lower than 2%, demonstrating that the
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Fig. 3.7 Variation of the normalized HBT efficiency at maximum power point as a function

of the forward current gain αF.

HBT tandem structure ensures - by design - a high decoupling between the top and

bottom subcells, approaching the theoretical efficiency limit of two independently

connected junctions. There preliminary conclusions will be verified in the next part

of the dissertation on the basis of more advanced physics-based models.

3.3 Modeling results

The generalized Hovel model has been used to carry out a preliminary simulation

study of the PVS 3T-HBT tandem architecture [53]. For this case study, we consider

a pnp HBTsc consisting of p-doped PVK (CH3NH3PbI3) emitter, n-doped a-Si:H

base and p-doped c-Si collector. The HTL layer is taken into account only from the

optical point of view. The PVK/a-Si:H layers form the emitter-base sub-cell, and the

a-Si:H/Si layers the base-collector one. For this case study, we have considered a

doping of ∼ 1016
cm

−3 for the emitter [54] and collector layers. Table 3.1 summarizes

a range of the material parameters used in the simulations for intrinsic carrier density

[54, 55], energy gap [54, 55], radiative recombination coefficient (Brad) [55±57],

mobility [54, 57, 58]. Simulations neglect surface recombination and consider

both radiative and non-radiative recombination [57, 59], according to the lifetime

constants reported in Table 3.1. In particular, under low injection condition, the

radiative lifetime has been calculated as 1/(BradNdop).
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Table 3.1 Main parameters value. Eg: Bandgap ni: Intrinsic concentration µ : Mobility χ :

Electron affinity τ: Lifetime. (e/h): electron/hole.

CH3NH3PbI3 a-Si:H c-Si

Thickness (nm) 350 600 2×105

Eg (eV) 1.55 ÷ 1.6 1.7 1.1

Doping (cm−3) 1016 3×1018 1016

ni (cm−3) 8×104 ÷3.8×105 9×104 9.6×109

µ (cm2/Vs) 11.8[e] 5[h] 1177[e]

χ (eV) 3.73 3.9 4.05

Brad (cm3s−1) 8×10−10 ÷10−9 1.8×10−15 1.1×10−14

τrad 97 ÷ 125 ns 0.15 ms 9 ms

τSRH 736 ns - 1 ms

τtot 85 ÷ 106 ns 150 ns 0.9 ms

Fig. 3.8 Absorption coefficient α of the HTL (purple line), PVK (yellow line), a-Si:H (green

line) and silicon (red line).

Figure 3.9 shows the total External Quantum Efficiency (EQE) and the partial

contributions from emitter (E), base (B) and collector (C) for both quasi-neutral (qnr)

and depleted regions (dr) obtained for a perovskite absorber layer with Eg = 1.6

eV. The device is simulated without anti-reflection layer, hence the EQE shows a

significant penalty due to the air-HTL reflectance. Most photons, absorbed in the

emitter layer, generate e-h pairs close to the surface since the direct bandgap of the

PVK material has strong absorption at short wavelengths (Figure 3.8). Although the

base layer has energy gap higher than that one of the emitter, it absorbs part of the
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Fig. 3.9 External quantum efficiency of the 3T-HBTSC (yellow line) and of the sub-cells

components (dashed lines), including quasi neutral regions (qnr) and depleted regions (dr).

Reproduced from [53].

solar spectrum contributing to the total amount of photo-generated current. Indeed,

the emitter is thin (WE ∼ 350 nm) and a certain fraction of photons are not absorbed

and escape towards the base and collector layers.

Figure 3.10 [53] shows the EB and BC current voltage characteristics.

Fig. 3.10 Current-voltage characteristics of the emitter-base and base-collector junctions at

different VCB and VEB, respectively.

The EB (BC) JV curve is obtained by considering the BC (EB) at several operat-

ing conditions, i.e. short circuit (SC), maximum power point (MPP) and open circuit
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(OC), in order to analyze the possible impact of the transistor effect discussed in Sec.

3.2.

As seen in Figure 3.10, the JV curve for the EB top sub-cell is the same at any

operating condition since the injection from BC to EB junction is totally negligible

owing to the higher EB open-circuit voltage with respect to that one of the BC

junction. For the bottom sub-cell, the JV curves are the same except when the EB

voltage VEB approaches the OC value. Indeed, in this case, the transistor effect takes

place enhancing the BC photo-current biased at their individual MPP. This effect

has been observed experimentally in HBT tandems based on III-V semiconductors

[60], arguing that it could be attributed either to photoluminescence coupling and/or

transistor effect between the sub-cells. Further experiments supported by device

modeling are needed to disentangle the impact of these two mechanisms. Neverthe-

less, the fact that carrier injection through the base is negligible for voltages lower

or equal to the MPP voltage demonstrates the absence of a transistor effect in this

device under useful operation conditions. Thus, the two junctions substantially work

as independent and the total HBTsc efficiency at MPP is the sum of the efficiency

achieved by each sub-cell biased at their individual MPP. The calculated photovoltaic

parameters are reported in Tab. 3.2. The cell achieves a total efficiency ranging

between ∼27.1% and 28.6% [53], depending on the assumed values for radiative

recombination coefficient and intrinsic carrier density of the PVK layer (Tab. 3.1).

Voc Jsc Vmpp Jmpp FF eff

[V]

[
mA

cm2

]

[V]

[
mA

cm2

]

[%] [%]

EB 1.17 ÷ 1.25 20.8 1.05 ÷ 1.13 20.1 86.6 ÷ 87.4 17.89 ÷19.4

BC 0.66 19.7 0.58 18.8 83.9 9.21

Table 3.2 Calculated photovoltaic figures of merit of the proof-of-concept 3T-HBT according

to the generalized Hovel model.



Chapter 4

TCAD Modeling of Perovskite/Silicon

tandem

Device modeling plays a crucial role in optimization and development of solar

cells. Several Technology Computer-Aided Design (TCAD) tools, based on partial

differential equations are available. In this work, Sentaurus TCAD software from

Synopsys [61] is used to simulate 2T and 3T-HBT PVS solar cells.

4.1 Simulation methodology

Sentaurus device is an advanced numerical tool capable of simulating the opto-

electronic behavior of semiconductor devices. A set of physical equations, able to

describe optical and transport mechanisms inside the device, are solved to compute

currents and voltages at the external terminals. With this aim, we can divide the

modeling tool flow (Fig.4.1) of a solar cell into two parts.

In the first part, we describe the geometry of the solar cell, meaning that we ap-

proximate a real solar cell device in a ’virtual’ one whose physical properties are

discretized onto a non-uniform grid of nodes. It is possible generate the device struc-

ture using the graphical user interface (GUI) or using scripts based on the Scheme

scripting language (our case). The ’virtual’ solar cell could have a 1D, 2D as well

as 3D geometry. When we simulate devices based on several layers, such as a solar

cell, each of them is described through its thickness, doping profile and material.

Also, location of electrical contacts, boundaries and grid discretization are specified.
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Fig. 4.1 Simulation Methodolgy: Opto-electronic model developed into Sentaurus TCAD

software able to perform simulation of both planar/textured 2T and 3T solar cells.

For an optimal level of accuracy, a suitable mesh for the device under study must

be created. In this regard, the main guidelines are that the mesh must be densest at

semiconductor/semiconductor (oxide) interface, where there is a high electric field,

or in those regions characterized by high carrier generation or high current density

as well as in tunnel junction regions.

For each material involved in the device structure, optical and electronic properties

such as carriers mobility, band structure, recombination properties, refractive index

and absorption coefficient must be specified. The choice of material properties is

fundamental to ensure accuracy of simulation results. A library, containing several

material files, is available by Synopsys, however if the material description is not

available, it can be defined by the user.

The second part of the tool flow (dashed box in Fig. 4.1) depends on the operating

condition of the device. Indeed, if the solar cell is under illumination condition, it is

necessary to evaluate the optical response before performing the electrical simula-

tion. The choice of the electromagnetic model to be used depends on the geometry

and design of the solar cell under study. For example, simulating a textured solar

cell requires a hybrid optical model that combine Transfer Matrix Method (TMM)
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for thin-layer-stack combined with Monte Carlo Raytracing to take into account

scattering effects at the textured surface.

At the end of the optical simulation, the resulting photo-generation rate distribu-

tion (orange box in Fig. 4.1) is averaged to define an equivalent 1D profile and

then given as input to the electrical modeling part (red box in Fig. 4.1) where the

Poisson-drift-diffusion (PDD) transport model can be performed. Indeed, electrical

simulations are carried out in 1D only because the simulation of a 2D or even 3D

geometry would imply a very unfavorable (from the computational point of view)

geometric aspect ratio between the direction of deposition of the multi-layer stack

(which involves layers with nm and µm scale) and the direction parallel to the layers

where one shall take into account of the spacing between the metal contacts (which is

typically on the mm scale as discussed in Chapter 6). Therefore, in this work we have

combined the mixed approach of 1D physics-based simulations with circuit level

ones by identifying an equivalent lumped model for the device. Further development

of the modeling strategy could involve the implementation of distributed 2D or 3D

equivalent circuits like e.g. done in [62].

4.2 Optical model

Figure 4.2 shows the optical modeling flow implemented in TCAD. Whether the

solar cell structure, planar or textured, the input parameter to the optical model are:

the device design, optical properties of each material, i.e. extinction coefficient (k)

and real part of the refractive index (n), as well as the illumination spectrum. The

optical model must be run before the transport simulation to provide the 2D map of

the optical generation rate as a function of wavelength. Optical simulations carried

out in this work use the one-sun AM1.5G spectrum with incident power of 1000

W/m2.

Once generated the desidered geometry and uploaded parameters of all materials used

in the device, the second step is to develop an optical model whose resulting optical

characteristics are the reflectance, transmittance, absorbance and the generation rate

across the device. The absorbed photon density is calculated by the optical solver

from the absorption coefficient and the spatial distribution of the electromagnetic

field. Then, to calculate how many of the absorbed photons generate electron-hole

pairs, it is possible to act on the quantum yield (QY) model. In TCAD Sentaurus, the
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Fig. 4.2 Optical modeling flow implemented in TCAD

QY is set to zero, by default, for non-semiconductor regions. For semiconductors,

the QY is defined as a step-function with respect to the energy bandgap, Eg: if the

photon energy is greater or equal to the band gap, the QY is set to one, otherwise it

is zero.

Among several optical solvers supported by TCAD Sentaurus, we use the transfer

matrix method (TMM) to model flat solar cell structures and a hybrid method, TMM

combined with RayTracing (RT), for textured PVS tandem cell. The Transfer Matrix

Method is a formalism to describe the electromagnetic propagation in thin-film

planar layered media where coherence effects are relevant. Details about the TMM

model can be found in Appendix A.

In Sentaurus TCAD, it is possible simulate several types of textures such as regular-

pyramid or random-pyramid in both two and three dimensions [63].

Let’s consider a PVS device with periodic texture in two dimensions (Fig. 4.3).

The periodicity assumption is mandatory to compute the optical generation profile

only on the smallest optical symmetry element, i.e. one pyramid, obtaining fast and

accurate results. The dashed box in Fig. 4.3 shows an example of TCAD Electrical

grid where a PVS solar cell with inverted pyramidal texture is generated. The main

issue to design the inverted pyramid relies on the fact that, to obtain accurate results,
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Fig. 4.3 Schematic view of a PVK/silicon tandem cell with textured front surface. In the

dashed box, a zoom of the unit cell defining the TCAD simulation grid.

the pyramid cannot be built by simply stacking layers one on each other (as in flat

solar cell), but it must be divided in several ’transition regions’, whose area increases

from the top to bottom, as shown in the TCAD Electrical Grid of Fig. 4.3, for the

silicon substrate.

Considering the textured surface of Fig. 4.3, the optical absorption varies as a

function of both vertical and horizontal direction. To obtain an accurate optical

generation profile, it is necessary to use a finer mesh close to the regions underneath

the top surface, hence performing the integral in each transition region [63].

The optical simulations of textured PVS solar cell is more complex not only for the

geometry generation (Fig. 4.3), but also for the optical solver to be implemented. In

fact, the simulations shall deal with both interference effects and absorption through

the sub-wavelength multi layer stack (ARC, ITO, perovskite top-sub cell as well as a-

Si:H thin films for hetero-junction based tandem) and scattering effects at the textured

surfaces. Also, typical state-of-the-art PVS tandem is made on ∼ 180 µm silicon

with a texture depth of ∼ 7 µm; these geometrical features are much larger than the

wavelength. Thus, it is necessary to implement an optical model that is able to treat

electromagnetic propagation across thin coherent and thick incoherent layers, and to

include textured surfaces. In [64], Tonita et al. model bi-facial textured SHJ solar

cells in Sentaurus TCAD. In details, the interference effects of ITO and a-Si:H layers

are modeled with the TMM, then applied as boundary conditions at the front and
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rear face of the c-Si substrate for the Monte Carlo Raytracing simulation. We have

adapted the hybrid optical model in [64] to deal with the textured perovkite/silicon

solar cell of Fig. 4.3.

Raytracing is based on geometric optics, it is robust but it is characterized by a high

computation time [65]. In TCAD Sentaurus, raytracer optical solver uses a recursive

algorithm; starting by a source ray, it builds a binary tree that tracks the transmission

and reflection of the ray. These phenomena occur at each interface based on the

refractive index of the regions involved, as illustrated in Fig. 4.4.

Fig. 4.4 Incident ray splits into reflected and transmitted ray at the interface. TE and TM

components of the polarization vector are depicted as ETE and ETM, respectively.

In Fig. 4.4, an incident (i) ray impinges on the interface of two layers (Layer 1

/ Layer 2) with different refractive index (n1 and n2), resulting in a reflected and

transmitted ray. θi, θr and θt are the incident, reflected and transmitted angles linked

by the Snell’s law:

θi = θr (4.1)

n1sin(θi) = n2sin(θt) (4.2)

Once defined a plane of incidence that contains both the normal to the interface and

the vector of the ray, it is possible to establish the concept of TE and TM polarization.

If we consider a ray as a plane wave that travels in a specific direction, whose

polarization vector is perpendicular to the direction of propagation, then the length of

the polarization vector represents the amplitude, and the square of its length denotes

the intensity [66]. The TE (TM) polarization is referred as the ray polarization vector
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that is perpendicular (parallel) to the plane of incidence. The TE and TM components

of the ray polarization vector, depicted respectively as ETE and ETM in Fig. 4.4, are

characterized by different reflection (rTE, rTM) and transmission coefficients (tTE,

tTM).

Lets’s define k1z = n1k0cos(θi) and k2z = n2k0cos(θt) where k0(= 2π/λ0) is the free

space wave number, and ε1/2 = n2
1/2

.

The field amplitude reflection coefficients read as [66, 67]:

rTE =
k1z − k2z

k1z + k2z
(4.3)

rTM =
ε2k1z − ε1k2z

ε2k1z + ε1k2z
(4.4)

The transmission coefficients for the TE and TM components are:

tTE =
2k1z

k1z + k2z
(4.5)

tTM =
2ε2k1z

ε2k1z + ε1k2z
(4.6)

Power reflection coefficients are:

RTE = |rTE|
2 (4.7)

RTM = |rTM|2 (4.8)

Power transmission coefficients are:

TTE =
k2z

k1z
|tTE|

2 (4.9)

TTM =
ε1k2z

ε1k1z
|tTM|2 (4.10)



4.2 Optical model 57

For power coefficients, the sum of R and T must be equal to one. For normal

incidence, RTE = RTM. At each interface, the raytracer solver computes the reflection

and transmission coefficients of the TE and TM components depending on the angle

of incidence.

Here, we adopt a Monte Carlo (MC) raytracing to account for rays randomly scatterd

at the textured surface. Based on MC raytracing, reflectivity is taken as probability

constraint to decide if the ray will be reflected or transmitted. As more rays impinge

on the interface, the amount of reflected power is given by the total power of reflected

rays (see [66], pp. 598-599). In textured PVS solar cell, the thickness of the thin-

Fig. 4.5 TCAD simulation grid: the dashed line highlights the interface between the thin-

layer-stack and the silicon substrate where the TMM BC is defined.

layer-stack of the PVK top sub cell is ∼ 500 nm (Fig. 4.5). Hence, to account for

interference effect through the subwavelength multi-layered media, it is necessary to

exploit the TMM simulation. In this regard, it possible to define special and spatially

arbitrary boundary conditions (BC), at a certain interface, to include interference

effects in raytracing [66]. The angle at which the ray is incident on the first layer

of the textured surface is passed as input to the TMM solver, which simulates the

incidence-angle-dependent propagation across the thin film layers; the resulting

optical characteristics, i.e. reflectance, transmittance and absorbance for the two

polarization, are then used to set the boundary condition for the raytracer at the

front of the c-Si substrate [66, 68]. For the structures analyzed in this thesis, the

whole stack of thin films above the Si thick layer (Fig. 4.5) is handled as boundary
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condition (TMM BC) to the raytracer.

A key aspect is that layers specified in the boundary condition are defined only in

the optical model and are not considered in the electrical grid. Fig. 4.6 clarifies

Fig. 4.6 Example of an application in which TMM BC are considered in the raytracer

algorithm: (a) sketch of TCAD electrical grid, (b) optical grid where all the n-1 layers

(Layeri, i=1,..,n-1) are defined as virtual regions and n-1 TMM BC layers are added at the

interface Layern-1/ Layern to set the combined TMM-RayTracing simulation.

this point. Let us suppose that the first n-1 layers (Layeri, i=1,..,n-1) are the thin

film layers and Layern represents the silicon thick region of the PVS solar cell. As

discussed above, the thin n-1 layers must be treated with TMM. With this aim, let

us define at the interface (Layern-1/Layern) of the electrical grid, the TMM BC for

the raytracer (TMM BC Layeri, i=1,..,n-1 in Fig. 4.6b). The TMM BC layers are

considered only from the optical point of view, and are neglected in the transport

model. Then, to correctly perform the optical simulation, the n-1 layers (Layeri,

i=1,..,n-1) are defined as ’virtual regions’ [66] (red dashed box in Fig. 4.6b) such

that, under illumination condition, the Ray tracing simulation ignores the presence

of these regions. Thus, when optical simulation is performed, rays that enter or leave

virtual regions are transmitted without change; no reflection or refraction occurs. It

is important to highlight that, when we perform transport simulations, the device

structure that we take into account is that one drawn in the Electrial grid. Hence, the

concept of ’virtual regions’ is relevant only for the sake of the optical simulation. In

order to couple the optical and transport simulation, we need to define the optical

generation profile across the whole device. In particular, since the first n-1 layers
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Fig. 4.7 Details of the optical modeling flow adopted to define the Hybrid optical model:

from the definition of the virtual regions and TMM BC to the optical generation mapped

from the TMM BC to the thin-layer-stack of interest.

are defined as virtual regions, the detailed electromagnetic field profile across them

remains unknown. On the other hand, the optical simulation provides as output the

fraction of absorbed photon flux in the whole domain identified as TMM BC. Thus,

the optical generation in the thin-film layers (1,..,n-1) defined in the electrical grid, is

calculated as a piecewise constant profile with a value, in each layer, given by the

product of the Quantum Yield and the absorbed photon flux in the whole TMM BC

domain weighted by the fractional volume of the single layer.

For textured PVS solar cells simulated in this work, it is assumed that the absorption

in the top sub cell is due only to the perovskite layer. In this regard, the perovskite

transition regions (green areas in Fig. 4.5) are designed of equal volume allowing a

uniform distribution of the BC absorbed photon flux in that regions. Thus, across the

whole PVK absorber material, we obtain a constant optical generation.

As a result, the simulation provides a 2D map of the optical generation rate across

the device. Then, the obtained photo-generation rate distribution has been averaged

to define an equivalent 1D profile given as input to the Poisson-drift-diffusion (PDD)

transport model.
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4.3 Transport model

At the end of the optical simulation, the device structure, proper material properties

and the 1D generation profile are given as input to the electrical part of the device

modeling, as shown in Fig. 4.8. Transport simulation is based on the PDD model. It

Fig. 4.8 Flowchart describing the electrical modeling approach implemented in Sentaurus

TCAD for this thesis.

is formulated in terms of electron and hole continuity equations (Eq. 4.12 and Eq.

4.13) coupled to the Poisson equation (Eq 4.11).

∇ · (ε∇ψ) = q(n− p−N+
D +N-

A) (4.11)

∂n

∂ t
−

1

q
∇ ·

−→
Jn +Un −Gph = 0 (4.12)

∂ p

∂ t
+

1

q
∇ ·

−→
Jp +Up −Gph = 0 (4.13)
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Un and Up are the net electron and holes recombination rates, Gph is the photo-

generation rate,
−→
Jn and

−→
Jp are the electron and hole current density, and finally n and

p are the electron and hole density, respectively.

In Eq. 4.12 and Eq. 4.13, the net recombination rate Up/n accounts for the effect of

the Radiative, SRH and Auger recombination processes, previously mentioned in

Section 2.1.2.

Radiative recombination rate is modeled as:

Urad = Brad(np−n2
i ) (4.14)

where Brad is the bimolecular recombination coefficient, and ni is the intrinsic carrier

density. Under low injection condition, the equivalent carrier lifetime results as:

τrad =
1

BradNA
(4.15)

where n0 and p0 are the electron and hole carrier density at thermal equilibrium.

Auger recombination rate can be modeled as:

UAuger = (Cnn+Cp p)(np−n2
i ) (4.16)

where Cn and Cp are the Auger coefficients for electrons and holes. In a p-type

material, in low injection condition, the equivalent Auger lifetime reads as:

τAuger,p =
1

CpN2
A

(4.17)

Shockley-Read-Hall recombination rate through defects can be written as:

USRH =
np−n2

i

τn0(p+ p1)+ τp0(n+n1)
(4.18)

with:

n1 = ni exp

(
Etrap

kBT

)

(4.19)

p1 = ni exp

(
−Etrap

kBT

)

(4.20)
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where Etrap is the difference between the defect level and intrinsic level, and τn0 and

τp0 are the capture time constants for electrons and holes expressed as:

τn0,p0 =
1

σn,pvthNt
(4.21)

vth being the thermal velocity, Nt the defect concentration, σn,p the capture cross-

section for electron and hole.

Under low injection condition and assuming τn0 ≃ τp0 = τ0, the equivalent SRH

carrier lifetime results as

τSRH = τ0

[

1+
2ni

N
cosh

(
EFi −Etrap

kBT

)]

(4.22)

where N is the net doping, and EFi the intrinsic Fermi level. For defects with

energy at midgap (Etrap ≃ EFi), it turns out that τsrh ≃ τ0 regardless the doping level.

Finally, the surface recombination rate at the air-semiconductor, semiconductor-

semiconductor or semiconductor-insulator interfaces is modeled using an expression

analogous to that one in Eq. 4.18 for the bulk SRH recombination rate, and it reads

as:

USurf
SRH =

np−n2
i

(p+p1)
Sn

+ (n+n1)
Sp

(4.23)

The Sp and Sn parameters are the recombination velocities (cm/s) for holes and

electrons, respectively.

For the simulations presented in this study, only radiative recombination is assumed

in the layers forming the perovskite top cell, while Auger and SRH are included in

the simulation of the silicon bottom-cell. Although interface recombination play

a critical role, especially in the perovskite cell, at this stage of the study the focus

was on comparing the performance of the novel 3T-HBT architecture with respect to

the classical 2T one. We expect that these assumptions affect in a similar way the

performance of the two cells and therefore their comparative analysis remain valid.

The inclusion of these mechanisms will however be essential to support the analysis

of fabricated devices and guide their further development [69±71].

Eq. 4.11, Eq. 4.12 and Eq. 4.13 form a set of three coupled non-linear differential

equations that enables the computation of carrier densities and electrostatic potential.

The current densities for electrons (Jn in Eq. 4.12) and holes (Jp in Eq. 4.13), read

as:
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−→
Jn =−qnµn∇ψ +qDn∇n (4.24)

−→
Jp =−qpµp∇ψ −qDp∇p (4.25)

where ψ is the electrostatic potential. Alternatively, considering the electron and

hole carrier density dependence on the of the Quasi-Fermi level (EF,n and EF,p):

n = ni exp

(
EF,n −EF,i

kBT

)

(4.26)

p = ni exp

(
EF,i −EF,p

kBT

)

(4.27)

Eq. 4.24 and Eq. 4.25 can be written as a function of the electron and hole

Quasi-Fermi levels:

−→
Jn = µnn∇EF,n (4.28)

−→
Jp = µp p∇EF,p (4.29)

Physical properties of the solar cell device are discretized onto a nonuniform (or

uniform) ’grid’ as discussed in Sec. 4.4, thus Eq. 4.11 to Eq. 4.13 are solved by

Newton numerical method, available in Sentaurus.

The 2T PVS solar cells simulated in Chapter 5 exploit Si (pn) tunnel junction to

allow current flow between top and bottom sub cell as depicted in Fig. 4.9. The

Tunnel diode can be modeled in TCAD Senaturus by exploiting several band-to-band

tunneling models such as Hurkx, Schenk and more simple ones [66]. Here, the tunnel

diode is modeled by using the Schenk model with default material parameters1, and

the tunnel current is calculated by solving the Schrödinger equation in one dimension

([72], [66] pp. 722-734).

1Coefficients for band-to-band Schenk model: A = 8.97 × 1020 cm−1 s−1 V−2, B = 2.14 × 107

Vcm−1 eV −3/2, hω=18.6 meV [66]
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Fig. 4.9 Illustration of a band diagram in 2T tandem solar cell.

4.4 Simulation set-up

Sentaurus TCAD tool is able to perform 1D, 2D, 3D simulations with growing

computational effort and accurate and predictive results. In general, a trade-off

between accuracy and computation time is the key to choose the dimension of the

simulation domain. For example, performing 3D simulations helps to describe

with high accuracy real geometries, however the computation time is so high that

executing them routinely is not feasible. In this work, since the geometry of the solar

cell is such that a 1D description of the transport process is generally exhaustive, we

have adopted the 1D and 2D domain for planar and textured device, respectively. For

textured cells this implies some amount of underestimation of the predicted efficiency,

without invalidating the general outcomes since the performance assessment of the

3T-HBT is always carried out with respect to a benchmark 2T device. In this regard,

Fig. 4.10 illustrates the conceptual workflow of how a 2T tandem can be transformed

into a 3T-HBT tandem.

We can identify three main steps:

• removing the n++/p++ tunnel junction

• flipping the n-i-p PVK layer into a p-i-n one (or equally the n-p bottom sub-cell

into a p-n one)

• adding the base metal contact
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Fig. 4.10 A flowchart of the steps to turn the 2T tandem into a 3T-HBT tandem. The two

structures are representative of the simulated geometries.

In Fig. 4.10, the base contact is schematically sketched as an additional lateral

terminal, as done for the sake of simulating the intrinsic device performance. The

possible implementation of a real device using interdigitated emitter/base contacts

and their impact on the device efficiency is discussed in Chapter 6. Moreover, Sec

5.1.1 presents a brief discussion of a possible fabrication flow of the multilayer

structure.

The optical and transport equations must be complemented with suitable boundary

conditions at the edges of the device.

All the electrical contacts have been assumed as ideal ohmic contacts, with Quasi-

Fermi levels of the semiconductor coincident with the contact one and charge neutral-

ity at equilibrium. This turns into Dirichlet conditions for the electrostatic potential

and charge carrier density.

At the interfaces perpendicular to the stacking direction (i.e. parallel to the x axis in

Fig. 4.11), boundary conditions impose that the current density component normal

to the interface is equal to the surface recombination rate, and the continuity of the

electric displacement field. The boundaries parallel to the stacking direction (i.e.

parallel to the y axis in Fig. 4.11) are treated with Neumann boundary conditions,

ensuring no exchange of energy or particles with the surrounding domain.

Even though the structure of the simplest possible cell is inherently 2D (at least) due

to the presence of local contacts at the top surface (Fig. 4.11a), in order to reduce

the simulation domain to 1D, it is usual to extend the top contact to the whole front

surface, analogously to the rear one. However, from the optical point of view, the

front ohmic contact is treated as a transparent one and does not affect the optical

simulation. Analogously, for the HBT structure, the lateral base contact in Fig. 4.10

is treated as transparent.

In Sentaurus Device, the concept of illumination window is used to confine the
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Fig. 4.11 Sketch of SJ solar cells: (a) with a contact width (WC) lower than that one of the

entire solar cell (WTOT) (b) front contact extended to the whole surface (c) Ohmic contact

(WC=WTOT) placed on the top of the front surface field. L2 (L1) is the illumination window

that takes (do not take) into account possible shading effect.

incident light to a certain surface region. In this regard, considering the illumination

window L1 (Fig. 4.11), simulation of the illuminated pn junction of Fig. 4.11a

or that one of Fig. 4.11b is equivalent, and for both of them 1D simulations can

be carried out. Otherwise, if one wants to account for shadowing effect due to the

metal contacts, it is necessary to reduce the width of the illumination window (L2

in Fig.4.11a), scaling properly the width of the contact with respect to that one of

the solar cell. In this case, we deal with a truly 2D case where the charge density

varies strongly not only as a function of the y-direction, but also horizontally (x-axis).

Indeed, in the illuminated region there is a significant amount of electron-hole pairs

photo-generated, instead in the shadowed one beneath the contact (width WC in Fig.

4.11a), carriers photo-generation does not take place. Thus, there is a strong gradient

of minority carrier concentration at the interfaces of shaded/illuminated regions.

The structure of Fig. 4.11a, that exploits the L2 illumination window, requires a

highly non-uniform mesh: more dense under the metal contact and at the interface

of shaded/illuminated regions. This increases the simulation computation time.

In general, the first strategy adopted to obtain a suitable mesh is considering a mesh
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resolution limited by the Debye length DL (Eq. 4.30).

DL =

√

εkBT

Nq2
(4.30)

where N is the doping density of the considered semiconductor. In some cases, it

can be necessary to refine the mesh density after the first simulation run, according

to the region where strong charge variations occur.

The simulations presented in this work neglect the shadowing effect; both solar cells

are entirely illuminated from the front surface to exploit a simpler mesh with low

computation time.

However, with this set-up, another important aspect to consider is the boundary

condition imposed on the surface nodes by the Ohmic contact. Indeed, from an

electrical point of view, extending the Ohmic contact to the whole top/bottom

surface imposes a different boundary condition at the surface affecting the solar cell

simulation. Let’s consider Fig. 4.11a, it is possible to identify two different boundary

conditions (b.c.):

• at the contact/semiconductor interface (x=WC, vertical cut 1a)

np = np0 (4.31)

• at the semiconductor/air interface (x>WC, vertical cut 1b)

Dn
d(np −np0)

dy
= Sn(np −np0) (4.32)

We highlight that Eq. 4.32 is equivalent to Eq. C.2, that is the surface boundary

condition in the Hovel model for the emitter region. Eq. 4.32 leads to Eq. 4.31, at

the surface (y = 0), when the surface recombination velocity S → ∞ (Ohmic contact

case). Under illumination, depending on the extinction coefficient of the absorber

material, absorption and carrier generation can occur well below the semiconductor

surface (in the photoactive layers with high collection efficiency) or very close to the

surface, depending also on the incident wavelength [18]. In any case, the minority

carrier profile will be affected by the presence of the electrical contact, leading to

inaccurate results. In particular, the higher the surface recombination rate, the worse

the collection efficiency of photogenerated carriers. However, this issue occurs only
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when the photoactive region is placed directly in contact with the Ohmic contact.

Indeed, when a high-gap layer, the so-called front surface field (FSF), is placed

between the photoactive region and the metal contact, only the collection of short-

wavelength photogenerated carriers worsen, while most of the cell spectral response

remains unaffected. Thus, we obtain that simulations carried out with the structure

of Fig. 4.11c provide sufficiently accurate results, with a marginal difference with

respect to those obtained with the structure of Fig. 4.11a for the same illumination

window L1.

For the PVS solar cells under study, 1D simulations, with the metal contact covering

the whole surface, provide accurate results because between the perovskite absorber

and the Ohmic contact there is always, at least, a HTL or ETL high-gap material

acting as FSF.By exploiting a 1D model, we neglect both electrical and optical losses.

This allows to assess the performances of the multi-layer stack. Then, as discussed

in Chapter 6, power losses associated to the middle contact can be conveniently

evaluated through circuit-level simulations.Finally, a critical aspect to ensure accurate

and somehow predictive simulation results for the devices under study is to employ

material parameters and models suitable for the technology under study. Since in

literature, for perovskite cells, opto-electronic models and parameters are not so

well consolidated as for silicon ones, we have verified that the presented simulations

are able to reproduce quite accurately published experimental results, as it will be

discussed in Section 5.2. This, and the background laid by the analytical model

described in Chapter 3, makes us confident that the presented results are capable

to grasp the fundamental mechanisms underlying the proposed device. Clearly, a

refinement of the model and material parameters will be needed at the time when

some prototype is realized.

Once concluded the optical-transport simulation, it is possible to obtain the External

Quantum Efficiency (EQE) and current-voltage characteristics of the solar cell

device. In TCAD Sentaurus, the parameters extraction can be performed by using

the extraction library of Sentaurus Visual [61]. However, to obtain the EQE as well

as the JV characteristic of a certain device, it is necessary to perform suitable physics

simulations depending on the case study.

Under short-circuit conditions, the EQE reads as

EQE(λ ) =
Jsc(λ )

Jin(λ )
(4.33)
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where Jsc(λ ) is the short-circuit current density, and Jin(λ ) the equivalent incident

photon current density. Thus, the emitter-base (base-collector) EQE of the 3T-HBT

solar cell is obtained putting in short-circuit the corresponding sub-cell. Instead, the

emitter-base (base-collector) J-V curve, is computed performing the simulation by

sweeping the emitter-base (base-collector) voltage, once the base-collector (emitter-

base) voltage is set at a certain operating point. Thus, the output current density, at

each voltage point, is evaluated at the emitter or collector terminal depending on the

bias condition of both junctions.

The EQE and J±V curve of each sub-cell of the 2T DJ tandem are more tricky to

compute due to its series-connected architecture. The J±V curve of the tandem cell

(Figure 4.12a) is obtained by sweeping the tandem voltage (VT). To compute the

JV curves of each sub-cell, a constant doping profile is added to deactivate the other

cell [72]. As sketched in Figure 4.12b (c), the J±V curve of the top (bottom) sub

cell is computed by replacing the other cell and tunnel junction with a region with a

constant doping.

Fig. 4.12 Simulation set-up for the 2T tandem cell in order to evaluate: (a) the current-voltage

characteristic, (b) the EQE and J-V of the top cell only, by adding a constant doping profile

over the entire bottom cell and the tunnel diode that short-circuits the bottom cell, (c) the

EQE and J-V of the bottom cell only, by adding a constant doping profile over the entire top

cell and the tunnel diode that short-circuits the top cell.

Moreover, in order to compute the EQE curves for the individual cells of the

2T tandem, different illumination spectra are applied [72], taking advantage of the

current matching constraint of the tandem cell. To this aim, part of the spectrum file

of the light source is scaled based on the sub cell being investigated, as sketched

in Fig. 4.13. A scaling factor is applied to the long (short) wavelength range of

the spectrum to investigate the EQE of the top (bottom) cell. The scaling factor is

chosen in such a way that the bottom (top) cell produces enough current, so that the

other cell is current limiting. For example, in Fig. 4.13 it is defined a scaling factor
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Fig. 4.13 Illumination spectra to calculate the individual EQE of the top and bottom cells

[72].

equal to 2 and a crossover wavelength that separates the upper and lower sides of the

illumination spectrum equal to 0.65 µm. Thus, by considering the top (bottom) cell

illumination spectra (red (green) curve in Fig. 4.13), the Jsc(λ ) is current limited

by the top (bottom) sub-cell. Then, from Eq. 4.33, one obtains the EQE of the

current-limiting sub-cell.



Chapter 5

Physics-based simulation of planar

and textured 3T-HBT solar cell

In this chapter, we carry out a thorough analysis of the 3T hetero-junction bipolar

transistor photovoltaic behavior [43] by exploiting the numerical tool discussed in

Chapter 4. Firstly, we focus on a planar perovskite/silicon three-terminal tandem

based on the hetero-junction bipolar transistor architecture to investigate its potential,

and possible bottlenecks, with respect to more conventional two-terminal double

junction tandems. Then, we propose a second design of HBT cell developed starting

from a fully textured monolithic perovskite/silicon 2T tandem solar cell reported in

literature [73]. In this regard, simulations are firstly verified against experimental

data and then used to analyze the performance of the proposed PVS 3T-HBT solar

cell with respect to the 2T one. For both planar and textured HBT tandem, the extra

terminal is implemented at the common selective layer between the perovskite and

silicon sub-cells. By optical and transport simulations of the tandem multilayer

stack, we show that the efficiency of the 3T-HBT architecture can compete with the

series-connected tandem one under nominal operating conditions,while relying on

standard materials and layer thickness.
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5.1 Planar HBT PVS tandem

Figure 5.1a shows a schematic drawing of a PVS 3T-HBT tandem where a n-i-p

perovskite sub-cell is stacked on top of a HTJ (or HIT) bottom cell made of p-type

c-Si. The emitter is formed by the HTL and perovskite absorbing layer. Then, the

ETL and the a-Si:H layers form the base; finally, the p- type c-Si acts as the HBT

collector. The three contacts, for emitter, base, and collector are named as T, Z, and

R, respectively, following the notation in [74]. Figure 5.1b shows the equivalent

electrical circuit of the HBT tandem. The top emitter-base (EB) and bottom base-

collector (BC) junctions form two back-to-back connected solar cells, modeled by a

photogenerated current generator (J
ph
BE and J

ph
BC) in parallel to a diode with reverse

saturation current JD
Top and JD

Bot , and connected to two separate loads. Thus, under

illumination, the total electrical power generated by the tandem is the sum of the

electrical powers provided to the loads connected across the T-Z and Z-R terminals.

Fig. 5.1 (a) Schematic view of a 3T-HBT perovskite/HIT-silicon tandem. The three contacts

for emitter, base, and collector are named as T, Z,and R, respectively. (b) Equivalent electrical

circuit of the p-n-p 3T-HBT solar cell sketched on the left under illumination.

As discussed in Section 3.2, the current-controlled current source αBEJD
Top(αBCJD

Bot)

accounts for the transistor action, i.e. the effect of the EB voltage on the BC junction

due to the injection of minority carriers from the emitter toward the collector (and

vice versa) through the common base layer. From the perspective of photovoltaic
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operation, the transistor action shall be minimized [60, 52] because it would cause a

reduction, albeit limited, of the maximum achievable power conversion efficiency.

With the aim at verifying the preliminary findings discussed in Section 3.2 on the

basis of the analytical model, in the following, we analyze the performance of the

proposed 3T-HBT solar cell (Figure 5.1) with respect to its 2T tandem counterpart.

5.1.1 Device structure and model parameters

Figure 5.2 sketches the 2T-DJ and the 3T-HBT solar cells studied in this work.

Fig. 5.2 Schematic view of the simulated PVS tandem with (a) 2T DJ structure and (b)

3T-HBT structure.

The 2T tandem is made of a n-i-p PVK solar cell stacked on top of an n-p Si HIT

bottom cell. The two sub-cells are connected through a p++/n++ Si tunnel junction

(Figure 5.2a). The PVK sub-cell consists of a 440 nm perovskite absorbing layer

[75, 57] sandwiched between a 30 nm thick SnO2 ETL [76, 77] and a 10 nm thick

Spiro-OMeTAD HTL [76, 75]. The HIT sub-cell consists of 200 µm p-doped c-Si

sandwiched by two thin films of hydrogenated amorphous silicon (a-Si:H), made of

50 nm of n- (p-)doped a-Si:H and 50 nm of intrinsic a-Si:H. In the simulations, we

assume a 107 nm thick MgF2 anti-reflection layer and fully transparent TCO layer.

Regarding the perovskite top sub-cell, the ETL and HTL materials are chosen based
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on previous literature studies [73, 78, 79].

As discussed in Section 4.4, from a conceptual point of view, the 3T-HBT solar

cell structure can be obtained by the DJ cell through three simple steps: removing

the tunnel junction, flipping the n-i-p PSC and implementing the third lateral base

contact at the SnO2 layer. In a typical fabrication flow [43], SnO2 would be deposited

directly over the a-Si:H layer by solution processing: for instance, by using the

colloidal dispersion of nanoparticles [80]. In case of textured substrates, conformal

deposition could be based on chemical bath deposition as well as sputtering [81, 82].

The perovskite layer can be deposited either by solution processing or by thermal

evaporation [83]. The same type of wet or vacuum deposition can also be used for the

Spiro-OMeTAD [80]. The transparent electrode can be deposited by the sputtering

of indium tin oxide, which is followed by the deposition of the antireflection layer of

MgF2 [84]. Finally, two metal grids can be deposited on the emitter and base contacts

after a laser ablation step to remove the MgF2 or the entire PSC stack, respectively.

The resulting device sketched in Figure 5.2b consists of: Spiro-OMeTAD and PVK

layers to form the emitter region, SnO2 and (n)-(i) a-Si:H layers to form the base

region, and finally, c-Si and (i)-(p) a-Si:H layers to form the collector region. Thus,

one obtains a tandem with two sub-cells made by the p-i-n EB and the n-p BC

junctions.

To assess the photovoltaic performance, the opto-electronic model discussed in

Chapter 4 is exploited. Since both devices under study are characterized by a flat

surface, the optical carrier generation profile is calculated using the Transfer Matrix

Method (TMM) and then given as an input to the Poisson drift diffusion transport

model. In this regard, we have verified that the choice to adopt the TMM rather

than an hybrid optical model (Sec. 4.2), including the RayTracing (RT) for thicker

Silicon region, still provides accurate results with lower computational costs. Optical

simulations are carried out assuming AM1.5G illumination spectrum (total power of

≈100 mW/cm2) at normal incidence.

Following previous work in literature [75, 76, 85, 86], perovskite, ETL and HTL

materials are modeled as classical crystalline semiconductors. Table 5.1 summarizes

the main material parameters and doping levels. We exploit, as perovskite absorbing

layer, the widely used methylammonium lead triiodide CH3NH3PbI3 with Eg = 1.5

eV, covering the entire visible region (λ < 800 nm) [76]. Spiro-OMeTAD and

SnO2 band parameters were also taken from [76]. Figure 5.3 reports a schematic

representation of the assumed band alignment between the different materials and
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Table 5.1 Main parameters value. Eg: Bandgap χ: Electron affinity εr: Permittivity

Nc(Nv): Density of states mu: Mobility τ : Lifetime. (e/h): electron/hole; if not specified,

the shown value is the same for both carriers.

PVK Top Cell HIT Bottom Cell

Spiro-OMeTAD Perovskite SnO2 a-Si:H [57] c-Si [61]

Eg (eV) 2.95 [76] 1.5 [76] 3.28 [76] 1.7 1.1

qχ (eV) 2.18 3.93 4.35 3.9 4.05

εr 3 6.5 [57] 9.6 11.9 11.9

Nc (cm−3) 2.2 × 1018 2 × 1018 4.1 × 1018 2.8 × 1019 2.8 × 1019

Nv (cm−3) 1.8 × 1019 2 × 1018 4.1 × 1018 1.0 × 1019 2.6 × 1019

µ ( cm2/Vs) 0.0002 [75] 11.8 [75] 240 [77] 20[e] 5[h] 1177[e] 424[h]

N (cm−3) 5× 1018 2×1014 5× 1018 1019
doped

/1014
intrinsic 1×1016

Fig. 5.3 (a) Schematic representation of band structure and energy levels of various materials

used in the perovskite/silicon tandem analyzed in our study. (b) Real part of the refractive

index (top) and wavelength-dependent absorption coefficient (bottom) for the materials used

in the PVK and HIT sub-cells.

the wavelength-dependent refractive index and absorption coefficient used in the

TMM optical simulation. Simulations consider radiative recombination only, with

the radiative recombination coefficient set to 8×10−10 cm3/s [87] for all the PVK

sub-cell materials, 1.8× 10−15 cm3/s for a-Si:H [57] and 4.73× 10−15 cm3/s for

c-Si [61].

Figure 5.4 shows the energy band diagram under thermal equilibrium condition for
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the 2T DJ and HBT solar cells. In Figure 5.4, it is well visible the flipping of the

PVK top cell and the presence of the tunnel junction made by highly doped (5 ×

∼1019cm−3) silicon in the DJ structure. The tunnel diode of the 2T DJ is modeled

by using the tunneling model discussed in Section 4.3.

Fig. 5.4 Energy band diagram of the 3T-HBT (top) and DJ (bottom) tandems under thermal

equilibrium condition.

5.1.2 Simulation results

Figure 5.5, shows the calculated reflectance and absorbance of the DJ and 3T-HBT

devices. We can observe that reflectance of the 3T-HBT device, at low wavelength

(<500 nm) and in the silicon harvesting range (800 ±1000 nm), has a slight penalty

with respect to the DJ tandem, therefore worsening the EQE, as seen in Figure 5.6.

The penalty in the reflectance relies on the different top sub-cell architecture: n-i-p

and p-i-n top sub-cell for the DJ and HBT tandem, respectively. Indeed, the HBT

is illuminated from the Spiro-OMeTAD layer whose refractive index is higher than

that one of the SnO2 layer [88]. To improve the optical performance of the HBT

tandem, it would be possible flipping the bottom silicon sub-cell, instead of the top

one, to obtain an n-p-n 3T-HBT solar cell [68]. In this case, the solar cell would

be illuminated from the n-side (SnO2 layer), the Spiro-OMeTAD layer being below

the PVK one, analogously to the 2T DJ solar cell in Figure 5.2, thus preventing the

spectral loss induced by the Spiro-OMeTAD layer in the HBT under study [68].

On the other hand, we anticipate that the choice of a n-i-p rather than p-i-n top
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Fig. 5.5 Absorbance and Reflectance for the 3T-HBT (solid line) and 2T-DJ (dashed lines)

solar cells.

Fig. 5.6 External Quantum Efficiency for the 3T-HBT (solid line) and 2T-DJ (dashed lines)

solar cells. EQE, for both devices, is computed by following guidelines discussed in Section

4.4.

sub-cell architecture, could worsen the electrical performance of the HBT tandem

on HTJ silicon bottom cell. Indeed, the third base metal contact prompts lateral

transport in the base layer generating resistive power losses. In this sense, we will

show, in Chapter 6, that a different HBT architecture based on homo-junction Silicon

bottom sub-cell can relax the electrical constraints on the npn or pnp configuration
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to be adopted. An overview about several aspects affecting the design of HBT

architectures made on hetero and homo-junction silicon bottom cell will be given in

Chapter 6.

For the sake of the following discussion, we notice that the penalty in the EQE of

the HIT cell turns to be almost irrelevant in terms of the comparative performance

of the HBT and DJ tandems. In fact, as reported in Table 5.2, the current in the DJ

tandem is limited by the top cell.

Voc Jsc Vmpp Jmpp FF eff

[V]

[
mA

cm2

]

[V]

[
mA

cm2

]

[%] [%]

PVK Top sub-cell 0.99 17 0.89 16.42 87.21 14.73

HIT Bottom sub-cell 0.59 17.2 0.51 16.3 82.16 8.33
3T-HBT sc

Tandem Cell - - - - - 23.06

PVK Top sub-cell 0.99 17.2 0.9 16.68 87.65 15.01

HIT Bottom sub-cell 0.58 18.44 0.48 17.37 78.18 8.44DJ sc

Tandem Cell 1.57 17.2 1.39 16.8 85.88 23.38

Table 5.2 3T-HBT & DJ solar cells: Figures of merit.

In this regard, Figure 5.7 shows the simulated J-V characteristics of the 2T-DJ

and of the 3T-HBT tandems obtained based on the guidelines of Sec. 4.4. At short

circuit, we can observe that the bottom cell provides a higher current in the 2T-DJ

structure than in the 3T-HBT one, which is due to the above-mentioned penalty in

the EQE.
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Fig. 5.7 On the left, J-V characteristics of the flat 2T PVK/Si DJ solar cells. On the right,

J-V characteristics of the flat 2T PVK/Si 3T-HBT solar cell.

This difference, however, does not affect the tandem efficiency, because the short

circuit current of the DJ tandem is limited by the top cell due to the current matching

constraint. As a result, the two devices deliver a comparable current flow to the loads.

The open circuit voltages are similar in the two devices, with a difference of the

order of 10 mV (Table 5.2).

Fig. 5.8 (a) Efficiency as a function of the TZ and RZ voltages for: (a) HIT bottom sub-cell;

(b) PVK bottom sub-cell; (c) 3T-HBT tandem.
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As discussed in Section 3.2, and also pointed out in Sec. 5.1, the EB and BC

junctions of the 3T-HBT solar cell might be influenced each other owing to the

transistor action through the common base layer. Thus, to assess the impact of

this effect on the photovoltaic performance, we have simulated the current±voltage

characteristic of each sub-cell taking into account the operating condition of the

other one. Figure 5.8 reports three contour maps, showing how the efficiency of the

two sub-cells and of the entire device changes as a function of the emitter-base and

base-collector voltages, VTZ and VRZ respectively.

It can be observed that the efficiency of each sub-cell varies with its own voltage only,

and is practically independent on the operating voltage of the other one. Therefore,

the Maximum Power Point (MPP) of the tandem corresponds to the MPP of the two

sub-cells working as if they were isolated from each other. This is reflected in the

energy band diagram under MPP operating condition shown in Figure 5.9. Here, the

different splitting of the quasi-Fermi levels in the PVK and HIT sub-cells is well

visible: the hole quasi-Fermi level bends in the base region so that the voltage of the

top cell is not limited by the low gap of the HIT cell [60].

Fig. 5.9 Energy band diagram of the p-n-p 3T-HBT (Figure 5.2) with each junction biased

at maximum power point. The dashed yellow and pink lines are the electron and hole

quasi-Fermi levels, respectively.

In other words, there is no cross-talk between the two junctions, in line with the

experimental findings in [60] for a 3T-HBT fabricated on III±V compound semi-

conductors. This demonstrates the robustness of the HBT solar cell architecture

regardless of the particular material system.
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Overall, our analysis of the 3T-HBT and DJ tandems, based on realistic material pa-

rameters and device model, shows that they attain comparable efficiency as expected

according to more idealized detailed balance models [16]. The proof-of-concept

devices in this work demonstrate an efficiency of 23% that can be further improved

by design optimization as shown in the next section.

5.2 Fully textured HBT PVS tandem

The device discussed in the previous section can be further engineered by optimiz-

ing the PVS device design and using a different perovskite composition, that is

FA0.3MA0.17Pb(I0.83Br0.17)3 because of its higher optical absorption [89]. Here, we

propose a PVS 3T-HBT tandem developed starting from the fully textured mono-

lithic perovskite/silicon 2T tandem solar cell reported by Sahli et al. [73]. Since

the 3T-HBT under study exploits a textured surface, we have firstly validated the

opto-electronic model discussed in Chapter 4 for textured solar cells, against the ex-

perimental data in [73]. Then, we have used the same model to analyze the potential

performance of the proposed fully textured PVS 3T-HBT solar cell [68].

5.2.1 Model validation

The 2T DJ reference device [73] is shown in Figure 5.10. It consists of a PVK top

cell and a silicon HTJ (HIT) bottom cell interconnected through a p++/n++ c-Si

tunnel junction. The conformal deposition of textured perovskite layers leads not

only to a high compatibility with industrial silicon cells with front/rear textures, but

also to improved light management [73, 90]. For the textured surface of Figure 5.10,

we assume a regular inverted pyramidal texture with silicon characteristic base angle

of 54.7◦ and height of 7µm [64]. Then, from the top, the 100 nm thick MgF2 layer is

the anti-reflection coating layer, and the 110 nm thick indium zinc oxide (IZO) layer

acts as transparent front electrode [73]. The PVK sub-cell consists of: 10 nm SnO2

layer [76, 77], 15 nm C60 [91] electron selective layer, 440 nm of photo-absorbing

mixed perovskite layer [89, 75, 57] and 12 nm thick Spiro-TTB hole transport layer

[76, 75]. The HIT sub-cell consists of 260 µm n-doped c-Si (ND = 2×1015 cm−3)

[64] sandwiched by two thin-films of hydrogenated amorphous silicon: from the top

(bottom) 5 (11) nm of n- (p-) doped a-Si:H [64] and 6 nm of intrinsic a-Si:H. The
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Fig. 5.10 Schematic view of the simulated fully textured 2T PVK/HIT-silicon tandem solar

cell.

bottom cell is capped on its rear side by a 70 nm thick indium tin oxide (ITO) layer.

The opto-electronic model used to simulate the PVS textured structure is discussed

in Chapter 4. In summary, we have developed in TCAD Sentaurus an hybrid optical

model which combines TMM and Monte Carlo RayTracing to asses both interference

effects through the sub-wavelength multilayered media and scattering effects at the

textured surfaces. Taking advantage of the assumed periodicity, optical simulations

are done on the smallest symmetry element of the structure, i.e. a single pyramid unit.

We assume normal incidence and an input optical power of 100 mW/cm2 (AM1.5G

spectrum). Fig. 5.11 reports the wavelength-dependent complex refractive index

for the optical simulation, while the main material parameters for the electrical

simulation are summarized in Table 5.3.

As in the previous example, the perovskite material is modeled as a classical

inorganic semiconductor [75, 85, 86]. The model includes Shockely-Read-Hall

recombination in the c-Si substrate only, with e/h time constants of 1 ms; Auger

recombination in silicon is modeled following [93] with C coefficient equal to

3.2×10−32 cm6 s−1. Finally, the radiative recombination coefficient is set to: 1.8×

10−15 cm3/s for a-Si:H (τ
a-Si:H(n/p)
rad = 55 µs), 4.73×10−15 cm3/s for c-Si (τc-Si

rad = 105

ms), and 8×10−10 cm3/s for all the materials of the PVK sub-cell (τPVK
rad = 6.2 µs
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Fig. 5.11 Refractive index (n - solid line) and extinction coefficient (k - dashed line) of the

materials forming the PVK and HIT sub-cells.

PVK Top cell HIT Bottom cell

Spiro-TTB Perovskite SnO2 C60 [92] a-Si:H(n/p/i) [64] c-Si [61]

Eg [eV] 2.95 [76] 1.54 [76] 3.28 [76] 1.7 1.7 1.1

qχ [eV] 2.18 3.93 4.35 4.2 3.9 4.05

εr 3 6.5 [57] 9.6 4.1 11.9 11.9

Nc [cm−3] 2.2×1018 2×1018 4.1×1018 1.44×1021 2.5×1020 2.9× 1019

Nv [cm−3] 1.8×1019 2×1018 4.1×1018 1.44×1021 2.5×1020 1.8×1019

µ [e] [cm2/Vs] 0.0002[75] 11.8 [75] 240 [77] 1.6 5/5/20 1417

µ [h] [cm2/Vs] 0.0002[75] 11.8 [75] 240 [77] 1.6 1/1/5 470

N [cm−3] -5× 1018 2× 1014 5×1018 5×1018 1019/-1019/1014 2×1015

Table 5.3 Main material parameters. Eg: bandgap; χ: electron affinity; εr: relative permit-

tivity; Nc(Nv): effective density of states in conduction (valence) band; µ: mobility; N: net

doping; [e/h]: electron/hole; if not specified, the value shown applies to both carriers.

and τETL/HTL
rad = 0.25 ns). Among the various recombination mechanisms, the Auger

one sets the upper limit of the BC open circuit voltage, by worsening it of ∼ 20

mV with respect to the ideal case (radiative recombination only), for both 2T and

3T-HBT devices.

As first, we have simulated the External Quantum Efficiency (EQE) spectrum and

the current-voltage (J−V ) characteristics (Fig. 5.12) of the PVK/HIT-silicon tandem

to validate the model against experimental data [73]. Simulated and experimental

EQE spectra are in very good agreement. We attribute the slightly lower calculated
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EQE of the HIT-silicon sub-cell with respect to the measured one to the fact that we

have carried out 2D simulations of the triangular texture. Thus, the light trapping

effect is underestimated. On the other hand, the mismatch in the PVK wavelength

range could be attributed to some uncertainty in the material parameters, such as the

extinction coefficient of the perovskite material which is heavily dependent on the

composition of the perovskite [94]. The calculated short circuit current density (Jsc)

Fig. 5.12 Comparison between simulated (solid lines) and measured (dashed lines) EQE and

J−V characteristics of the fully-textured 2T PVK/Si tandem in [73].

for the PVK and HIT-silicon sub-cells results as 21.1 and 18.5 mA/cm2, respectively,

against the measured ones of 20.1 and 20.3 mA/cm2. The calculated open circuit

voltage (Voc) of the standalone PVK and HIT cells results as ∼ 1.04 V and ∼ 0.71 V,

respectively, well matched to the experimental values. The tandem cell reaches a total

Voc of ∼ 1.75 V, about 30 mV lower than the measured one, and an estimated tandem

efficiency of 28.1% against 25.2 % of the experimental one. From the comparison in

Fig. 5.12, it is apparent that the predicted fill factor (FF) is significantly higher than

the measured one. This stems from the fact that the model neglects any enhanced

recombination at the textured surfaces as well as defect assisted recombination in the

thin film layers. Despite these slight discrepancies, the results show that the TCAD

model provides a quite accurate picture of the experimental findings.
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5.2.2 Simulation results

Once validated the opto-electronic model, we have studied the performance of the

fully textured 3T-HBTsc depicted in Figure 5.13. The 3T-HBTsc consists of two

sub-cells, i.e. the n-i-p emitter-base (EB) and the p-n base-collector (BC), that

are electrically connected through the common base layer. In particular, the SnO2,

C60, and PVK layers form the n-doped emitter region, the Spiro-TTB and (p)-(i)

a-Si:H layers form the p-doped base region and finally the c-Si and (i)-(n) a-Si:H

layers form the n-doped collector region. Fig. 5.13 shows the simulated EQE of the

Fig. 5.13 Schematic view of the proposed fully textured PVK/HIT-silicon 3T-HBT solar cell.

On the right, a comparison between simulated EQE of the fully-textured 3T-HBTsc (solid

lines) and the 2T PVK/Si tandem (dashed lines).

3T-HBTsc in comparison to that one of the 2T DJ solar cell. The EQE of the HBT

solar cell is almost identical to that one of the simulated DJ tandem, because the high

diffusion length of the HIT cell ensures a high collection efficiency regardless of the

illuminated side, and the PVK cell is unchanged.

Fig. 5.14a shows a contour map of the 3T-HBT tandem analyzing how the efficiency

of the entire device changes as a function of the voltages VTZ and VRZ. We can

observe that the MPP of the tandem corresponds to the MPP of the two individual

sub-cells. This implies that current-voltage characteristic of the bottom BC cell is

invariant with respect to the bias condition of the top EB cell (at least up to the

maximum power point) and conversely for the EB cell with respect to the operating

voltage of the BC one. Therefore, the individual J±V characteristics shown in Fig.
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Fig. 5.14 (a) Efficiency as a function of the TZ and RZ voltages for the 3T-HBT tandem. (b)

J±V characteristics of the fully textured 3T-HBT solar cell.

5.14b, are representative of the photovoltaic operation of the HBT tandem. The

device achieves a total power conversion efficiency of ∼ 28.2% with the two EB and

BC sub-cells at maximum power point (0.89 V, 0.56 V), in line with the efficiency of

the baseline 2T tandem.

In conclusion, the 3T-HBT textured device achieves an efficiency significantly higher

than that one provided by the planar HBT proposed in Sec. 5.1. The main causes

of the efficiency improvement are related to the textured design and to the different

perovskite absorbing layer. In this regard, the PVK top sub-cell, characterized by

a mixed perovskite material (FA0.3MA0.17Pb(I0.83Br0.17)3) [89], has an absorption

coefficient higher than that one of the MAPI (CH3NH3PbI3) material used in the

planar device in Sec. 5.1, allowing for a higher EQE in the wavelength range [600

÷ 800] nm (Fig. 5.6). Also, the textured HBT exploits a n-i-p PVK architecture

instead of the p-i-n one used in the planar HBT, thus minimizing optical loss. Finally,

there is the effect of the textured surface that increases significantly the path length

of the weakly absorbed long-wavelength photons (Sec. 2.1.2). In fact, by observing

the EQE in Fig. 5.13 (of the textured HBTsc) and the one in Fig. 5.6 (of the planar

HBTsc), one can notice that, exploiting a textured surface, the BC EQE improves at

long wavelengths [900÷1200] nm. Moreover, we have also simulated the same HBT

stack of Fig. 5.13, but with a flat surface verifying a current loss of 6.5% and 10.6%,

in the EB and BC sub-cells of the planar cell, and a total efficiency loss of 4% with

respect to the textured case.
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The promising performance of the intrinsic 3T-HBT solar cell demonstrated in this

chapter prompt for further studies to take into account the parasitic loss due to the

current collecting grids of a realistic device layout. In particular, the implementation

of the additional base contact and of the associated metal grid introduces shadow and

resistive loss that affect the device performance and need to be carefully considered,

as we will discuss in the next chapter.



Chapter 6

Impact of current collecting grids

Opto-electronic simulations of the intrinsic PVS 3T-HBT solar cell, carried out in

Chapter 5, have shown that the efficiency of this architecture can compete with

the series connected PVS tandem, exploiting a simpler structure because the top

and bottom sub cells are seamlessly connected, without the need of any additional

interconnecting layer. Thus, the HBT architecture has the potential for developing 3T

PVS tandems compatible with cheap and widely used Si photovoltaic technologies

such as PERC and HTJ. However, in contrast to 3T tandems based on interdigi-

tated back contact silicon cells (Chapter 2), the three-terminal HBT requires the

introduction of a third contact at the interface layer between the two sub-cells. The

simplest solution to access the base layer is from the cell front side by implementing

a grid layout with Top Interdigitated Contacts (TIC). However, the adoption of a

top interdigitated grid for current collection provides additional optical and resistive

losses affecting the device performance. In this chapter, with the aim to analyze

the parasitic effect of a TIC grid layout, we present electro-optical simulations of

the ªintrinsicº 3T-HBT device combined with circuit-level simulations, accounting

for shadow and resistive losses connected to the current collecting grids. Also, we

analyze the impact of such losses on the scalability of the cell size.

6.1 TIC grid layout for HBT-based tandem

There are two solutions to access the base layer: from the cell front side by imple-

menting a grid layout with top interdigitated contacts (TIC) (Figure 6.1a) or from the
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back side by implementing a grid layout with bottom interdigitated contacts (BIC)

(Figure 6.1b) [60].

Fig. 6.1 Illustration of interdigitated contact scheme in which (a) the base is contacted from

the top (TIC scheme) and (b) from the bottom (BIC scheme)

The BIC scheme has the advantage of minimizing the shading losses since, as

shown in Figure 6.1b, only the emitter grid covers part of the front surface. However,

the BIC configuration for a perovskite/silicon 3T-HBTsc is not the ideal solution

because of fabrication complexity and manufacturing costs. Indeed a high amount of

Si-substrate should be etched to contact the base layer from the bottom causing a

lot of wasted material. Thus, the TIC scheme arises as the best candidate for PVS

HBT solar cells. The TIC layout can be used for both textured n-p-n and flat p-n-p

HBT devices made on HIT platform discussed in Chapter 5, placing the base metal

contact on the a-Si:H or SnO2 layer. However, as discussed in Chapter 2, the SHJ

technology, by exploiting a-Si:H passivating layers on top and bottom of the c-Si

absorbing layer, provides inefficient lateral charge transport with respect to PERC

or BSF silicon cell. Thus, considering also the novelty of the device architecture,

we decided to firstly evaluate the effect of the TIC architecture on a p-n-p 3T-HBT

perovskite/silicon made on homojunction n+/p Si bottom cell with the base contact

placed on the n-Si layer, by ensuring a good lateral charge transport.

The PVS HBT tandem under study is shown in Fig. 6.2. It is made of a n-i-p

PVK subcell on top of a planar homojunction n+/p Si bottom cell. From the top,

the TCO/PTAA/PVK layer stack constitutes the p-emitter layer; the SnO2 electron

transport layer (ETL) and n-Si one form the base layer on top of the thick p-type c-Si

collector. As shown in Fig. 6.2a, the emitter contact is placed on the TCO layer, the

base on the c-Si and a full-area contact is used at the collector. Under illumination,

photogenerated carriers flow throughout the layers and are collected at the emitter,
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Fig. 6.2 3T-HBTsc with TIC configuration: (a) side view (b) top view.

base and collector terminals. Along the path, charge carriers cross materials with

finite conductivity, interfaces and contacts causing power loss that can be modeled

as resistive effects. As depicted in Fig. 6.3a, the current flow (black arrows) in

the collector region is orthogonal to the R-metal contact that extends on the entire

bottom surface; instead, in the emitter and base region, carriers laterally flow across

the thin semiconductor layers until they reach the T and Z contacts. The metal grid

(Figure 6.3c) introduces several losses mechanisms:

• resistance losses of the grid itself: fingers and busbars (see Figure. 6.3b);

• shading losses due to the area covered by metallic contacts;

• contact resistance between the metallic grid and the semiconductor layers;

• lateral resistance related to the current flow in the thin emitter and base regions.

Geometry and design optimization of the front-surface grid electrodes is needed

to minimize the aforementioned energy losses [95], above all for large-area devices.

For example, from Figure 6.3b, df is the distance between the base or emitter fingers,

that is one of the main design parameter. Indeed, for high efficiency solar cell, it is

mandatory to find out the best trade off for df, increasing or decreasing the number

of the figers to minimize at the same time the lateral resistance and shading losses.

To estimate power losses in the 3T-HBT solar cell under study, we have adopted

a well-known approach based on a lumped description of the current collecting
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Fig. 6.3 3T-HBTsc with TIC configuration: (a) side view (b) top view. (c) Dashed black

inset: unit cell of the 3T-HBT sc, in which yellow rectangles depict the lumped resistances.

grid [96]. We have considered a unit cell of the front metallic grid (yellow dashed

box in Figure 6.3a) and modeled the distributed losses through equivalent lumped

resistances [96]. In the 3T-HBT of Figure 6.3c, we can identify:

• RE
c , RB

c , RC
c : contact resistances at the interface emitter/T-contact, base/Z-

contact and collector/R-contact, respectively;

• Remitter
S,lateral and Rbase

S,lateral accounting for the contribution of lateral current flow;

• Rcollector
S accounting for the orthogonal current flow;

• Rfinger accounting for series resistance of the metal fingers.

At this stage, the analysis does not include the busbars. Expressions for lateral,

contact and finger resistances, respectively RS,lateral, Rc and Rf, can be written as:
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RS,lateral =
1

12
Rshd2

f (6.1a)

Rc =
1

2
df

ρc

Lt
coth

(
wf

2Lt

)

(6.1b)

Rf =
1

3

ρm

tfwf
l2
f df (6.1c)

Derivation of Eq. 6.1a and Eq. 6.1c are reported in Appendix D. For Eq. 6.1b, see

[96].

From Figure 6.3c, we can identify three equivalent lumped series resistances RE , RB

and RC (in Ωcm2) that can be read as

RE = RE
S,lateral +RE

c +RE
f (6.2a)

RB = RB
S,lateral +RB

c +RB
f (6.2b)

RC = ρp-Sitcollector (6.2c)

The resulting equivalent circuit model of the 3T-HBT is shown in Fig. 6.4.

Fig. 6.4 Equivalent circuit of the 3T-HBT tandem.
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It consists of the Ebers-Moll circuit of the intrinsic device under illumination

[43, 16] completed by parasitic series resistances at each terminal. The parameters

of the Ebers-Moll model (dashed box in Fig. 6.4) are extracted by fitting the current-

voltage characteristics of the intrinsic 3T-HBT obtained by coupled optical-transport

simulations.

6.1.1 Focus on the base resistance

From Fig. 6.4, one can observe that the effect of the parasitic resistances RE and

RC, on the sub-cell performance, is the same of the series resistance in a SJ solar

cell discussed in Chapter 2. Instead, it is interesting to discuss the effect of the base

resistance RB, that is shared between the emitter-base and base-collector sub-cells.

To this aim, we can neglect, for the time being, in Fig. 6.4 the parasitic resistances

RE and RC, obtaining the simplified circuit of Fig. 6.5.

Fig. 6.5 Simplified equivalent circuit model of the 3T-HBT, highlighting the impact of the

RB resistance.

From the analysis of the circuit in Fig. 6.5, we derive the following system of

equations:

V EB
LOAD =V EB

D +Vrb (6.3a)

V BC
LOAD =V BC

D +Vrb (6.3b)
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where Vrb is the base resistor voltage, VD the diode voltage and VLOAD the

external load voltage. When RB = 0, we obtain the intrinsic Ebers-Moll model, with

VLOAD =VD. Otherwise, from Eq. 6.3, the voltage generated at the EB/BC external

load differs from the EB/BC diode voltage of an amount equal to the voltage drop

Vrb on the resistor RB.

From the equivalent circuit model of Fig. 6.5, Vrb can be written as

Vrb = (−JEB
PH + JEB

D )RB +(−JBC
PH + JBC

D )RB (6.4)

By substituting Eq. 6.4 into Eq. 6.3a and Eq. 6.3b, we have:

V EB
LOAD =V EB

D +(−JEB
PH + JEB

D )RB +(−JBC
PH + JBC

D )RB (6.5a)

V BC
LOAD =V BC

D +(−JEB
PH + JEB

D )RB +(−JBC
PH + JBC

D )RB (6.5b)

Eq. 6.5 demonstrates that, due to the presence of RB, the working point of the EB

(BC) sub-cell depends on the working point of the BC (EB) sub-cell. In other words,

there is a RB mediated cross-talk between the sub-cells [97].

In this regard, let us consider the EB top sub-cell, and short-circuit the bottom BC

sub-cell (V BC
LOAD = 0). Under this condition, both EB and BC currents, −JEB

PH + JEB
D

and −JBC
PH + JBC

D respectively, flow through the base resistor by producing a voltage

drop (Vrb, Eq. 6.4) that affects the J-V curve of the EB junction, by worsening its

maximum power point.

Otherwise, when the BC junction’s operating point moves from short-circuit to open-

circuit (JBC
PH = JBC

D ), the voltage drop on the resistor RB decreases to (−JEB
PH +JEB

D )RB

by improving the EB J-V curve. In detail, the base resistance acts decreasing the

open circuit voltage of each junction when the other move from the open circuit to

the short circuit condition. This effect has been observed experimentally in [98],

where the voltage drop caused by RB in either junction, when the other junction goes

from open circuit to short circuit, was reported to be ≈20 mV.

Thus, it is important to assess the effect of the base resistance, since it could signifi-

cantly worsen the efficiency of the 3T-HBT device.
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6.2 Simulation approach & results

Fig. 6.6 presents the simulation strategy implemented to study the effect of the grid

layout on the photovoltaic performance.

Fig. 6.6 Flow diagram of physics-based and circuit-level simulations.

Firstly, opto-electronic simulations of the PVS 3T-HBT are carried out in TCAD

Sentaurus without taking into account lateral transport neither grid shading and

resistive loss. Then, parameters of the Ebers-Moll model are extracted by fitting

the current±voltage characteristics of the intrinsic 3T-HBT. Finally, the effect of the

parasitic resistances on the 3T-HBT performance is evaluated through circuit level

simulations [99].

6.2.1 Intrinsic device performance

In Fig. 6.7a, the PVK sub-cell consists of: 34 nm TCO layer, 11 nm PTAA hole

selective layer, 480 nm of perovskite layer and 25 nm of the SnO2 electron transport

layer. Then, the Si homo-junction bottom sub-cell consists of 150 nm of n-Si and

150µm thick p-type c-Si. The cell architecture is completed by a 92 nm thick MgF

antireflection coating.

Optical-electrical simulations of the PVS 3T-HBT solar cell of Fig. 6.7a were
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Fig. 6.7 3T-HBT PVS tandem: schematic view (a) Energy band diagram at short-circuit and

maximum power point (b).

carried out based on the same simulation methodology followed also in Sec. 5.1.

Material parameters for the electrical simulation are reported in Table 5.3. The main

differences with respect to the planar HBT of Sec. 5.1, rely on the p-i-n architecture

of the PVK top sub-cell and on the fact that a homo-junction bottom sub-cell replaces

the HIT one. Fig. 6.7b shows the energy band diagram at short-circuit and maximum

power point for the 3T-HBT solar cell of Fig. 6.7a. The PVK and Si sub-cells reach

a Voc of 1.06 and 0.64, respectively.

Fig. 6.8 (a) EQE and (b) J±V characteristics obtained from TCAD simulations (solid lines)

and Ebers-Moll circuit fit (dashed lines).

Fig. 6.8a shows the EQE of the 3T-HBT PVS tandem under study; it is possible to

observe a penalty at long wavelength related to the high surface recombination at the
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back side of the BC junction. We have used a (p+)-Si as BSF. A possible solution to

reduce rear surface recombination is by exploiting a PERC architecture (discussed in

Chapter 2) by reducing the metal contact area and passivating the surface between the

metal contact and Si material. Fig. 6.8b shows the J±V characteristics of the EB and

BC sub-cells of the 3T-HBT PVS tandem, and the J±V characteristics reproduced

with the intrinsic Ebers-Moll model (yellow box in Fig. 6.4). The Ebers-Moll

parameters have been obtained by neglecting the current controlled generators of Fig.

6.4 for both junctions, because transport simulations of the intrinsic 3T-HBT have

shown that the two sub-cells substantially work as independent, i.e. no appreciable

transistor effect occurs through the SnO2/n+-Si base. Fitting parameters are reported

as inset in Fig. 6.8b. The intrinsic device has a high efficiency of ∼ 29.4%.

6.2.2 Circuit-level simulations: results and discussion

To analyze the influence of the TIC grid on the device performance and the scala-

bility to large areas, we have considered typical metal grid parameters [95, 96], as

summarized in Table 6.1.

Table 6.1 Grid geometrical and material parameters

Parameter Label Value

Finger width (µm) wf 40

Finger height (µm) tf 15

Contact resistivity (Ag/ITO) (mΩ cm2) ρc 1.27

Contact resistivity (Ag/Si) (mΩ cm2) ρc 1

Gridline resistivity (Ω cm) ρm 2.65 × 10−6

ITO resistivity (Ω cm) ρITO 9.31x 10−4

c-Si(n+) resistivity (Ω cm) ρSi 1.11 x 10−3

SnO2 resistivity (Ω cm) ρSnO2
5.2 x 10−3

a-Si:H(n) resistivity (Ω cm) ρa-Si:H(n) 124 x 10−3

The effective sheet resistance of the emitter (TCO/PTAA/PVK) and base (SnO2/n-

Si) stacks is calculated by a simple parallel connection of the equivalent resistances
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of the constituting layers [96], as shown in Eq. 6.6:

REmitter
tot,sh =

(

1

RITO
sh

+
1

RHTL
sh

+
1

RPVK
sh

)−1

(6.6a)

RBase
tot,sh =

(

1

R
SnO2
sh

+
1

R
c-Si(n+)
sh

)−1

(6.6b)

REmitter
tot,sh and RBase

tot,sh result equal to 274Ω/□ (≈ RITO
sh ) and 74Ω/□ (≈ R

c-Si(n+)
sh ), re-

spectively. REmitter/Base
tot,sh is affected by the properties of the material forming the

emitter/base region. Fig. 6.9a shows the corresponding emitter (RE) and base (RB)

Fig. 6.9 (a) Emitter and base resistance components for a PVS 3T-HBT tandem with 1.5 cm

x 1.5 cm area and (b) associated fractional resistive power loss.

resistance, computed according to Eq. 6.2, for a finger length of 1.5 cm and finger

distance of 1.5 mm. Here, the dominant resistive path is associated to the lateral

transport (Rlateral) across the base and emitter, as depicted by the yellow rectangle

in Fig. 6.9a. Instead, both finger Rfinger and contact Rmetal contact resistances are

marginal. As the cell area and finger length increase, the resistive effects of the

emitter/base grid become the dominant cause of efficiency loss. Fig. 6.9b shows the

power loss associated to the TIC configuration under study. Although the total base

resistance RB is about 1/3 of the emitter one RE (Fig. 6.9a), the fractional power loss

(∝ RJ2) associated to base and emitter grids is comparable ( ≈ 48% emitter vs ≈

51% base) because the current through the base, which corresponds to the sum of the

top and bottom sub-cell currents, is about 70% higher than that one of the emitter.

As previously discussed in 6.1.1, the presence of the parasitic resistance RB provides
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Fig. 6.10 EB and BC mpp voltages (V TZ
mpp and V RZ

mpp) as a function of VRZ and VTZ voltages.

an interplay between the EB and BC sub-cells, therefore the MPP of each sub-cell

depends on the working point of the other. In this regard, Fig. 6.10 analyzes the

impact on the MPP voltages of the interaction between the two sub-cells and the

corresponding efficiency reduction for a small-area 3T-HBT device, with finger

spacing and length of 1.5 mm and 1.5 cm, for several values of RBase
sh . For the sake

of the following discussion, RBase
sh identifies the sheet resistance of that layer where

the base metal contact is physically placed. In Eq. 6.6b, we have replaced R
c-Si(n+)
sh

with RBase
sh ranging in [1 ÷ 5×104] Ω/□.

In Fig. 6.10, it can be observed for several values of RBase
sh , the variation of the EB

(BC) maximum power point (MPP) voltage V TZ
mpp (V RZ

mpp) as a function of the VRZ

(VTZ). One can observe that the two sub-cells remain independent up to the MPP,

regardless of the value of RB. The RB mediated cross-talk is visible only at voltages

higher than the MPP one and causes an increase of the open circuit voltage as the

bias of the other sub-cell grows towards open circuit. On the other hand, for each

sub-cell, Vmpp becomes smaller as RB increases, because of the series resistance

effect on the individual cell.

The introduction of a TIC configuration causes not only resistive effects and an

interplay between the two sub-cells, as discussed above, but also shading losses due

to the area covered by metallic contacts. These must be also quantified in order to
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assess the overall efficiency losses provided by the TIC configuration. In the shaded

regions, as shown in Fig. 6.11, the incoming light is blocked and does not contribute

to the photo-current, hence these areas can be treated as "dead".

Fig. 6.11 Sketch of optical losses due to the TIC configuration.

The power loss generation associated to them is taken into account by applying a

shading loss factor, fshadow, given as [95]

fshadow =
wf

df
(6.7)

where wf is the grid width.

By using the TIC grid, part of the emitter must be etched to contact the base layer

and, depending on the metal deposition technique, the effective finger width could

have a high thickness variation. To date, some works, focused on metallization route

to realize large area perovskite/Si tandems, report finger resolution widths of 16 ± 1

µm for ink-jet printing [95] or 23 ± 4 µm for screen printing technique [100].

In this preliminary study, we have assumed an etched region width equal to twice

the metal finger width. Hence, to account for shadow losses, we have considered the

lost EB current (J
ph
BE in Fig. 6.4) equal to three times fshadow, because of the emitter

finger and the emitter etched region (Eq. 6.8). Alongside, we have evaluated the

fraction of lost BC current (J
ph
BC in Fig. 6.4) equal to twice fshadow, accounting for

the emitter and base finger metallization (Eq. 6.9).

J
ph’
BE = J

ph
BE (1−3wf/df) (6.8)

J
ph’
BC = J

ph
BC (1−2wf/df) (6.9)
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Results reported in Fig. 6.12 show the efficiency loss of the PVS 3T-HBTsc in

terms of finger spacing df and base sheet resistance RBase
sh for small devices (lf = 1.5

cm). The variation of RBase
sh on the y-axis of the map corresponds to a change

in the conductivity of the base materials. As shown in Fig. 6.12, for RBase
sh up to

Fig. 6.12 Efficiency loss as a function of the finger distance (df) and base sheet resistance

(RBase
sh ).

100Ω/□ (representative of PVS tandems on homojunction c-Si cells as in Fig.6.2)

the efficiency loss can be minimized to less than 3% with finger distance in the range

[1.5÷ 2.9] mm. For very low finger distance (≈ 0.5 mm), the dominant effect limiting

the efficiency is related to the shadowing effect. Based on the previous considerations,

the base resistance RB is strongly dependent on the HBT configuration (p-n-p or n-p-

n) and bottom cell technology. Thus, it is interesting to evaluate the base resistance

for a PVS 3T-HBT solar cell made on HTJ silicon cells. In this regard, Fig. 6.13a and

Fig. 6.13b show an analysis for n-p-n and p-n-p perovskite/silicon heterojunction

3T-HBT configurations, respectively. Based on the lumped analytical model, the base

resistance RB accounts for the high sheet resistance of both a-Si:H layers (≈ 105
Ω/□,

Tab. 6.1) and HTL/ETL layers, depending on the used n-p-n/p-n-p configuration.

We can observe that the total base series resistance of the n-p-n device (Fig. 6.13a)

is higher than the corresponding one of the p-n-p configuration (Fig. 6.13b). In

fact, in the n-p-n configuration, the total series resistance is dominated by the high

lateral resistance of the HTL/a-Si:H stack, which is characterized by the high sheet

resistance of ≈ 105
Ω/□ of the a-Si:H layer. Instead, in the p-n-p configuration, the

lateral base resistance is mitigated by the presence of the highly conductive SnO2
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Fig. 6.13 3T-HBT solar cell made on HTJ silicon bottom cell: (a) n-p-n configuration (b)

p-n-p configuration and related base resistance components. The plots show the lumped base

series resistance contributions as in function of df. Rmc (Eq. 6.1b) is the contact resistance

at the interface Base/Z-contact, Rlateral (Eq. 6.1a) accounts for the contribution of the base

lateral current flow, Rfinger (Eq. 6.1c) for the metal finger resistance and Rtotal is the sum of

all contributions.

electron transport layer, with sheet resistance ≈ 103
Ω/□ (Tab. 6.1). In this case,

the total series resistance is dominated by the contact resistance of the interface

Ag/SnO2. In this regard, the contact resistivity Ag/SnO2 as well as Ag/a-Si:H is set

to ≈ 1Ωcm2 [101±103]. In contrast, in the HBT made on homo-junction silicon

bottom cell, the contact resistance is expected to be very low owing to the small

contact resistivity of Ag/Si (Table 6.1). Thus, to achieve low efficiency loss (Fig.

6.12) for PVS 3T-HBT tandems on HTJ silicon cells, the high sheet resistance of the

a-Si:H layers shall be mitigated by exploiting a highly conductive transport layer for

the PVK top cell, such as the SnO2 layer used in the p-n-p HBT under study. On

the other hand, we have analyzed in Sec. 5.1 that the choice of a p-i-n top sub-cell,
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illuminated from the HTL layer, leads to higher optical losses. Thus, it is important

to pursue a trade off between optical and resistance losses, even considering other

HTL materials.

Finally, we study the impact of the metal grid layout for different values of finger

length lf and distance df. To this aim, we consider two values for the base sheet

resistance: RBase
sh = 74 Ω/□ and RBase

sh = 105
Ω/□ representative of 3T-HBT tandems

made on homo-junction and hetero-junction silicon cells, respectively. In detail, in

Fig. 6.14 Efficiency loss as a function of finger finger length (lf) for the case studies of PVS

3T/HBT on (a) homojunction Si cell (RBase
sh = 74 Ω/□) and (b) HTJ Si cell (RBase

sh = 105

Ω/□): TIC layout (solid line) and TOC layout (dashed line).

Fig. 6.14a and Fig. 6.14b, we analyze the efficiency penalty for a TIC layout (solid

lines) when scaling to larger areas, i.e. increasing both finger length and distance.

Clearly, the base resistance RBase
sh is, the HBT device worsens its performances

as the finger length or distance increases. The impact of lf has a large effect on

the efficiency, since the finger resistance scales with the square of lf (Eq. 6.1c).

Simulations of Fig. 6.14a show that for architectures based on homojunction silicon

bottom cell, with an optimized TIC layout, efficiency loss remain lower than 5%

(green dashed line) for finger lengths up to 6 cm. Instead, by exploiting the HTJ Si

cell, the efficiency losses, for the design and material parameters under investigation,

are greater than 5 % (Fig. 6.14b) due to the high base sheet resistance.

Aiming at improve the device performance, one could investigate an alternative

solution to the TIC configuration, that is a layout with emitter/base Top Overlapped

Contacts (TOC) inspired to microelectronic metal interconnection technology. In

this case, by overlapping emitter and base metal contact, we will have an important
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reduction of the optical losses. In this regard, the EB and BC fraction of lost current

of Eq. 6.8 and Eq. 6.9 can be rewritten as

J
ph’
BE/BC = J

ph
BE/BC (1−wf/df) (6.10)

The TOC configuration improves the HBT performance by reducing the optical

losses. Indeed, in Fig. 6.14, we can observe the effect of the TOC grid (dashed lines)

with respect to the TIC (solid lines) one. The TOC layout provides lower efficiency

losses mainly for small finger distance, when the dominant loss effect is related to

the shadowing one. Instead, as the finger distance increases, the efficiency loss of the

TOC layout approaches that one of the TIC one, being dominated by resistive effects.

For the HBT made on HTJ Si cell, although we exploit a TOC layout, efficiency

losses, shown in Fig. 6.14b, remain quite high for df > 1 mm. On the other hand,

by further reducing the finger distance, efficiency loss can be significantly reduced.

For example, we calculated that for df=0.5 mm the penalty decreases to about 3.3%

when lf=1.5 cm and remains lower than 5% for lf up to 12 cm.

Overall, the obtained results show the potential of using the HBT architecture to

develop high efficiency, large area three-terminal perovskite/silicon tandems that can

be integrated with industry standard silicon bottom cells.

In the perspective of scaling up to large areas, further study is needed to refine the

model, e.g. by including busbars power loss, and to optimize material and device

structure/layout.
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Conclusions

This work has presented a modeling and simulation study of perovskite/silicon

3T-tandems based on the HBT solar cell concept, to investigate their potential and

possible bottlenecks compared to conventional 2T series connected tandems.

The detailed balance analysis of both PVS 2T and 3T solar cells shows that the

3T-HBT structure removes the current matching constraint that affects 2T tandems,

allowing for a wide range of band gap combinations for the perovskite top sub-cell

and the realization of a simpler tandem structure, without the need of using any

tunnel junction or recombination layer.

In Chapter 3, the operating principle of the HBT tandem has been outlined with the

aid of a generalized formulation of the analytical Hovel model. Compared with other

semi-analytical approaches reported in the literature, the model in this thesis allows

the formulation of closed-form analytical expressions for the HBT tandem terminal

currents, clarifying the impact of different physical parameters on photovoltaic per-

formance. Moreover, it naturally leads to the definition of the equivalent electrical

circuit of the HBT solar cell, which is an extension of the Ebers-Moll model of

bipolar transistors under illumination.

Based on the analytical model, we could verify that the reduction of the attainable ef-

ficiency caused by the interplay between the two sub-cells, mediated by the common

base layer, is rather limited and can be made negligible by a proper design. In fact,

because of the high/low gap stacking of emitter/base and base/collector junctions,

and the requirement of a highly conductive base, the HBT tandem is characterized

by a weak transistor action by design.

A preliminary PVS 3T-HBT solar cells design is developed, demonstrating the ab-
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sence of any significant transistor effect under maximum power point operation.

Thus, the total HBTsc efficiency corresponds to the sum of the efficiency of the

individual sub-cells operating as independent. Finally, the analysis demonstrates a

visible transistor action, showing up an apparent increase of the short circuit current

at the bottom sub-cell, when the top sub-cell increases towards its open circuit. This

effect has been observed experimentally in HBT tandems based on III-V semicon-

ductors and attributed to photoluminescence coupling between the sub-cells. Our

results show that the transistor action could be a concurrent cause of such an effect.

In this regard, further theoretical and experimental study is needed to clarify the

relative impact of the two mechanisms.

The extension of the Hovel model to the HBT case provides the preliminary knowl-

edge needed to get critical insight from more advanced numerical simulations ex-

ploited in the following chapters for the accurate modeling and design of proof-

of-concept devices close to the practical realization. In this perspective, coupled

electromagnetic and drift-diffusion simulations of both planar and textured PVS

3T-HBT tandems based on homo-junction or HTJ Si bottom sub-cell are carried

out by means of the Synopsys TCAD software. Among different aspects, the most

relevant improvement of the numerical model, with respect to the analytical one,

is the ability to accurately model the external quantum efficiency of the device

by resorting to mixed coherent/incoherent propagation methods, depending on the

structure under study. In particular, Transfer Matrix Method combined with Monte

Carlo Ray Tracing method has been used, as described in Chapter 4.

Chapter 5 presents two proof-of-concept p-n-p and n-p-n designs of HBT cells,

developed within a HIT-Si platform, with flat and textured surfaces. By simulating

the p-n-p PVS 3T-HBT structure, to investigate its potential with respect to n-p-n

DJ cell counterpart, we found out that the use of a n-i-p top sub-cell architecture

rather than a p-i-n one, that is by illuminating the cell from the ETL layer, improves

the optical response. However, adopting a n-i-p architecture for the top sub-cell

can worsen the electrical performance of the HBT tandem made on HTJ silicon

bottom cell due to lateral transport in the base layer. In this regard, a different HBT

architecture based on PERC or BSF Si cell can relax the electrical constraints on the

n-p-n or p-n-p configuration to be adopted. Nevertheless, the penalty in the HBT

EQE with respect to the DJ one does not affect the tandem efficiency, because the

short circuit current of the DJ tandem is limited by the top cell due to the current

matching constraint. As a result, the two devices deliver comparable power.
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In the second part of Chapter 5, we have proposed another design of HBT cell

developed starting from a fully textured PVS 2T tandem solar cell reported in liter-

ature. The cell has an optimized design and a perovskite layer with higher optical

absorption.

Simulating a textured solar cell requires a hybrid optical model that combine TMM

for thin-layer-stack with Monte Carlo RayTracing to take into account scattering ef-

fects at the textured surface. Due to the complexity of the optical model, simulations

are firstly verified for a 2T solar cell against the experimental data. Then, the model

is used to analyze the performance of the proposed PVS 3T-HBT solar cell with

respect to the 2T one. From simulation results, we have obtained that the 3T-HBT

textured device, exploiting a n-i-p PVK architecture, achieves a high efficiency of

28.2 %, in line with the 2T benchmark.

We also verify that for both planar and textured HBT designs, the MPP of the tandem

HBT corresponds to the MPP of the two sub-cells working as if they were isolated

from each other, i.e. there is no the transistor effect, confirming the preliminary

remarks provided by the analytical model.

Given the excellent performance of the intrinsic HBT tandem demonstrated on

the basis of the opto-electronic simulations, Chapter 6 deals with the main possible

bottleneck of this device, i.e. the fact that the implementation of the third terminal

and corresponding metal grid will introduce further optical and electrical loss with

respect to the conventional 2T structure. This is particularly relevant in the prospect

of analyzing the feasibility of large area HBT tandems. In this regard, we have

assessed, through electro-optical simulations of the 3T-HBT device combined with

circuit-level simulations, both optical and resistive losses provided by the adoption

of a Top Interdigitated Contact (TIC) configuration for the emitter and base cur-

rent collection. To estimate power losses, we have modeled the distributed losses

through an equivalent lumped resistances accounting for contact resistances, lateral

and orthogonal current flow and series resistances of the metal fingers. Also, the

power loss generation associated to the shaded regions is taken into account by

applying a shading loss factor. The study shows that due to the presence of the base

resistance, the working point of each junction depends on the working point of the

other one, by reducing the efficiency of the HBT device. In particular, simulations

show that the base resistance is strongly dependent on the HBT configuration (n-p-n

or p-n-p) and on the bottom cell technology. By adopting a SHJ technology, the high

sheet resistance of the a-Si:H layers shall be mitigated by the low sheet resistance
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of the ETL layer, hence by exploiting a p-n-p configuration. Thus, a n-p-n design

should be avoided since the total series resistance is dominated by the high lateral

resistance of the HTL/a-Si:H stack unless highly conductive HTL materials become

available. On the other hand, when resorting to a homo-junction Si bottom cell, the

low sheet resistance of the Silicon base layer minimizes the parasitic effect of the

TIC layout. With an optimized TIC layout, efficiency losses remain lower than 5 %

for finger lengths up to about 6-8 cm depending on the base sheet resistance. These

are promising results in view of the feasibility of large area 3T-HBTs and prompt for

further layout engineering to pursue a better trade off between optical and electrical

losses, e.g. by implementing an overlapped layout for the base and emitter metal

grids.

Overall, the study reported in this dissertation demonstrate that the HBT archi-

tecture exhibits attractive potential to develop high efficiency three-terminal per-

ovskite/silicon tandems that can be integrated with industry standard silicon bottom

cells. In this perspective, we need to focus on the practical realization of the HBT

device. In this regard, based on my visit at CHOSE, where I worked on the fab-

rication of p-i-n perovskite solar cell, an interesting solution could be to realize a

PVK/Si 3T-HBT cell by adopting hybrid deposition process for the PVK layer and

optimize material and device structure/layout with accurate opto-electronic model.

In this regard, the modeling tool for PVK/Si 3T tandems, developed in this thesis,

could be extended to include specific features of the PVK and organic materials,

such as transport of mobile ions in the PVK film and transport at the heterointer-

faces dominated by hopping phenomena. In addition, from the optical point of

view, the optimization of the physics-based model could include the study of more

advanced photonic effects such as photon recycling effects, and the development of

a more accurate 3D fully coupled opto-electronic simulation tools accounting for

the presence of textured surfaces. In conclusion, from the electrical point of view

and in the perspective of scaling up to large areas, it could be interesting refining the

modelling approach for the optimization of the collecting grid layout and explore

novel solutions.



Appendix A

Visit to CHOSE: perovskite

deposition, porosity and correlation

with model

In this Appendix, I describe preliminary methods and results experienced during a

long visit of four month at CHOSE at University of Rome Tor Vergata.

Deposition technique and temperature conditions are crucial for perovskite solar cell

performance. There are three main methods for preparing perovskite films [104]:

solution processing, vapor deposition and hybrid vapor-solution processing. Solution

processing can either be through a one-step method or a two-step sequential method.

The one-step method is based on spin-coating of a mixed CH3NH3X and PbX2

solution. Instead, the two-step process, mostly exploited for mesoporous substrate,

consists on a first spin-coats PbI2 and then dipping in a CH3NH3X solution. Another

interesting technique is the vapour deposition one that produces high-quality uniform

planar perovskite solar cells by co-evaporation of CH3NH3X and PbX2 at the same

time. Finally, another deposition technique is the two-step hybrid vacuum-solution

deposition process [105].

In this regard, during my visit at CHOSE, I have been working on the fabrication

of p-i-n perovskite solar cell with a hybrid deposition process in which PbI2 is

deposited by vapor deposition, while the CH3NH3I is deposited by spin coating

technique. Being an initial development, one key point to be studied was to correlate

the parameters of the deposition technique to the porosity of PbI2. In this regard, a

study has been initiated to support with optical simulations the experimental activity.
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A.1 Development of the hybrid deposition process

Fabrication of p-i-n perovskite solar cell, carried out at CHOSE, is based on a hybrid

deposition process. In this regard, for high device performance, it is necessary to

focus on one of the main aspect of the deposition technique, that is the complete

conversion of the PbI2 into the CH3NH3PbI3 (MAPI) perovskite structure [106] by

thermal evaporation of PbI2 followed by spin coating of the precursor CH3NH3I

(MAI).

Fig. A.1 Two-step vapor-solution deposition process.

Fig. A.1 shows the schematic of the two-step vapor-solution deposition process

of hybrid perovskite thin-film. Before PbI2 evaporation process, samples are cleaned

sequentially with deionized water, acetone and isopropanol (IPA) using an ultrasonic

cleaner for 10 min and then dried in N2 gas flow. Subsequently, the substrates are

treated by UV ozone cleaner for 10 min. Then, Glass samples, brought inside the

glove box of the evaporator machine, are placed on the sample holder of Fig. A.1a1.

Then, the sample holder is placed on the top of the evaporator chamber with the

exposed sample area downward (Fig. A.1a). Figure A.1a2 shows the PbI2 powder

in the crucible that evaporates at 280 °C and is deposited on the Glass substrate

(2.5 cm x 2.5 cm). During the evaporation, the plate where the sample holder is

placed rotates guaranteeing an uniform deposition of the PbI2. Fig. A.1a3 shows
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the post evaporated sample. Since the perovskite is fabricated with hybrid vapor-

solution deposition, the second step is the solution process via spin coating. In this

regard, 40 mg/mL of CH3NH3I (MAI) are dissolved in 2-propanol (IPA). Then,

the MAI solution is spin coated with both static (substrate is spun after deposition)

and dynamic (solution is deposited during spinning) technique onto the Glass/PbI2

sample at 3000 rpm for 40 s. Subsequently, the film is annealed at 100 ◦C for 10 min

to obtain the perovskite film.

Phase structures of the MAPI samples are then studied by using X-ray diffraction

(XRD) measurement, and the results are shown in Fig. A.2. In both Glass/MAPI

samples, obtained with dynamic and static spin coating, we can observe two peaks:

one at 15.1◦ that is ascribed to MAPI and, the second one, at 13.7◦, that is ascribed to

the residual PbI2. Thus, for both sample, the total conversion of PbI2 in MAPI is not

Fig. A.2 XRD patterns of MAPI film. The dashed green box highlights the first diffraction

peak of the MAPI at 15.1◦, the solid green box the PbI2 one at 13.7◦. In line with [107].

achieved. We further investigate the morphology of the samples through Field Effect

Scanning Electron Microscope (FE-SEM). Fig. A.3a shows the FE-SEM images

of the evaporated PbI2 on Glass. Instead, Fig. A.3b shows the SEM image of the

MAPI on Glass obtained by static (a) and dynamic (b) spin coating. In Fig. A.3c, we

can detect the presence of the residual PbI2 (yellow solid circle) in line with results

shown in Fig. A.2. In this regard, get to know the porosity of the PbI2 has a key role

to attempt complete perovskite conversion. In fact, a porous PbI2 structure allows
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Fig. A.3 Top view, cross-sectional SEM images of (a) PbI2 on Glass (b) MAPI on Glass for

static spin coating (3000 rpm), (c) MAPI on Glass for dinamic spin coating (3000 rpm).

MAI solution to penetrate deep into the layer leading to a high crystal growth [108]

by improving the efficiency and stability of the perovskite solar cell [109].

A.2 PbI2 porosity: characterization and modeling

Optical modeling of the PbI2 was developed to support an experimental study aimed

at characterizing the porosity of the PbI2 film. Depending on several evaporation

factors, for example temperature and evaporation rate, the PbI2 layer presents a

different porosity. As shown in Fig. A.4, we can suppose that the first nanometers

near Glass/PbI2 interface form a compact layer, while the remaining part tends

to be highly porous. Although the total thickness is known, the thickness of the

compact and porous layers and the porosity are unknown. Thus, the main goal is

to obtain the porosity and thickness for both compact and porous layer. Fig. A.4
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Fig. A.4 Sketch of PbI2 on Glass.

shows reflectance and transmittance spectra, obtained by the spectrophotometer,

for two different evaporation processes of PbI2. For both samples, the total PbI2

thickness, measured with the profilometer machine is of about ∼300 nm. With this

aim, we implement an optical model able to obtain porosity and thickness of the PbI2

starting from the measured reflectance and transmittance, drawing the total thickness

measured by the profilometer. Thus, the variable unknowns are four: thickness (T1

and T2) and porosity ( f1 and f2) of each PbI2 layer (Fig. A.4). The optical modeling

implemented combines the General Scattering Matrix Method (GSMM), to take into

account incoherent propagation through the Glass layer, and the effective medium

approximation (EMA) based on Bruggeman’s model to obtain the refractive index of

the porous layer.

A.2.1 General Scattering Matrix Method

Reflectance and transmittance of the sample Glass/PbI2 is obtained by implementing

the general transfer matrix method, which is able to treat some layers of a multilayer

sytem as coherent and others as incoherent (internal interference ignored). That is

the case of a thin layer (300 nm) deposited on top of a glass substrate (1.1 mm).

The thickness of the glass is much larger than the light wavelength, hence light

propagation must be treated as incoherent layer in this subdomain. We implement

the model reported in [110], which consists of the following steps:
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Fig. A.5 Schematic representation of a multilayer with forward and backward-propagating

electric field components shown.

• the multi-layer system is divided in a subset of layers that can be treated as

coherent and other subset of incoherent layers, as in Fig. A.5.

• for each packet of coherent layers, one can use the classical Scattering matrix

formalism (Eq. A.1) to compute the scattering matrix S (Eq. A.2) and therefore

the associated front-reflectance (r) (Eq. A.10) and front-transmittance (t)

(Eq. A.11), and the back-reflectance (r’) (Eq. A.12) and back-transmittance

coefficients (t’) (Eq. A.13) values.

• then, the obtained r, t, r’, t’ are used to compute an equivalent incoherent

interface matrix ÅI Eq. A.16, reducing the mixed coherent-incoherent problem

to the incoherent one.

• the final scattering matrix ÅS can be computed based on both propagation

matrices ÅI (Eq. A.16) and ÅL (Eq. A.17).

[

E+
0R

E−
0R

]

= S

[

E+
(m+1)L

E−
(m+1)L

]

(A.1)

where E+
0R (E−

0R) is the electric field, just before the first interface, associated with

the wave propagating in the positive (negative) direction, E(m+1)L is the electric field

just after the last interface, and S is the 2x2 scattering matrix,

S = I01L1I12...LmIm+1 (A.2)
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where Ij(j+1) defines the wave propagation at the interface between the film j and

j+1 and Lj describes the wave propagation through the film j. The matrix I (2 x 2)

is defined as

Ii,j =
1

tij

[

1 rij

rij 1

]

(A.3)

where tij and rij are the Fresnel coefficients at the interface ij:

rij,p =
Njcosφi −Nicosφj

Njcosφi +Nicosφj
(A.4)

rij,s =
Nicosφi −Nicosφj

Nicosφi +Njcosφj
(A.5)

tij,p =
2Nicosφi

Njcosφi +Nicosφj
(A.6)

tij,s =
2Nicosφi

Nicosφi +Njcosφj
(A.7)

where N is the complex index of refraction of the material (N=n+ik), φ is the complex

propagation angle (φ=0 for light perpendicular to the interface) and the suffixes p

and s refer to the wave polarization state parallel (TM waves) and perpendicular (TE

waves) to the incident plane, respectively. The matrix L is defined as:

Lj = L(βj) =

[

exp(−iβj) 0

0 exp(iβj)

]

(A.8)

where β is the phase shift that is due to the wave passing through the film j and is

defined by the equation

βj =
2πdjN

λ
cosφj (A.9)

where λ is the wavelength of the incident light and d is the layer thickness. From

the scattering matrix, it is possible to calculate the front-reflectance and front-

transmittance coefficients

r =
S21

S11
(A.10)

t =
1

S11
(A.11)
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and the back-reflectance and back-transmittance coefficients

r′ =−
S12

S11
(A.12)

t ′ =
detS

S11
(A.13)

where detS is the S matrix determinant.

In the case of multilayer incoherent layers, Eq. A.1 can be rewritten in terms of

amplitude square of the electric field U = |E|2,

[

U+
0’R

U−
0’R

]

= ÅS

[

U+
(m’1)L

U−
(m’1)L

]

(A.14)

ÅS identifies the scattering matrix in the incoherent case. Thus, Eq. A.2 becomes

ÅS = ÅI0’1’
ÅL1’

ÅI1’2’... ÅLm’, ÅI
′
m’(m’+1) (A.15)

The propagation matrix ÅI in the incoherent case can be defined as:

ÅIj’(j’+1) =
1

|t|2

[

1 −|r′|2

|r|2 |tt ′|2 −|rr′|2

]

(A.16)

where r and t are the complex reflection and transmission coefficients, respectively,

of the interface j′( j′+ 1) for light moving in a positive direction and r′ and t ′ for

light moving in a negative direction. The matrix ÅL in the incoherent case can be

defined as:

ÅLj’ = ÅL(βj’) =

[∣
∣exp(−iβj)

∣
∣2 0

0
∣
∣exp(iβj)

∣
∣2

]

(A.17)

Once computed the incoherent scattering matrix ÅS considering both propagation

matrices ÅI and ÅL in the incoherent case, it is possible to compute the front-reflectance

and front-transmittance coefficients as:

År =
ÅS21

ÅS11
(A.18)
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Åt =
1
ÅS11

(A.19)

and the back-reflectance and back-transmittance coefficients as:

År′ =−
ÅS12

ÅS11
(A.20)

Åt ′ =
det ÅS
ÅS11

(A.21)

where det ÅS is the ÅS matrix determinant.

A.2.2 Bruggeman’s model for porous PbI2

The refraction complex index of the porous PbI2 material is computed through the

Landauer±Bruggeman effective-medium approximation [111], that can be applied

to random composite media. In this regard, we can consider a random mixture of

two types of grains, A and B present in relative volume fraction f and 1− f , whose

dielectric constant are εA and εB, respectively. We can suppose that each grain is

immersed in a homogeneous effective medium whose dielectric constant ε* can be

determined by the quadratic equation:

f
εA − ε*

εA +2ε*
+(1− f )

εB − ε*

εB +2ε*
= 0 (A.22)

In our case study, εA is the dielectric constant of the compact PbI2 and εB is the

dielectric constant of the air. The dielectric constant of the compact PbI2 is taken

from [112].

A.2.3 Combined optical modeling

Aiming at fitting the reflectance and transmittance of the Glass/PbI2 sample, we have

combined the GSMM with the Bruggeman’s model and a fitting routine into Matlab

has been implemented to estimate T1, T2, f1, f2 (Fig. A.4) based on the compari-

son between measured and simulated reflectance spectra (Fig. A.6). The routine

terminates when it founds a simulated reflectance curve R(T1, T2, f1, f2) (dashed



118 Visit to CHOSE: perovskite deposition, porosity and correlation with model

blue curve in Fig. A.6) with a relative error lower than 5% with respect to that one

obtained experimentally (blue solid curve in Fig. A.6) from the spectrophotometer.

Fig. A.6 shows the results obtained for two different evaporation processes. We

guess that the difference between the experimental and simulated curves relies on the

choice of the dielectric constant of the compact PbI2 that is taken from literature. To

improve the fit, it would be necessary to calculate the optical constants of the porous

PbI2 layer through the Bruggeman’s model starting from the dielectric constants,

computed by ellipsometry measurements, of the compact PbI2 material evaporated

in laboratory.

Fig. A.6 Simulated and measured reflectance and transmittance.

Table A.1 shows an example of estimated porosity percentage and thickness for

the case under study.

f1 f2 T1 T2

EVAP 1 86 % 77 % 93 nm 155 nm

EVAP 2 90 % 45 % 61 nm 246 nm

Table A.1 Simulation results.

The model and examples discussed here could be further developed to implement

a way of controlling the PbI2 evaporation process. In this context, further work is

necessary in order to obtain a complete conversion of the PbI2 into the MAPI per-

ovskite structure by studying the porosity of the evaporated PbI2 and characterizing

the correlation between the PbI2 porosity and morphology of the MAPI thin-film

[106, 108, 109].



Appendix B

Shockley-Queisser model of the

3T-HBT Tandem

In this Appendix, we summarize the main steps to obtain the efficiency limit of a

3T-HBT solar cell, as reported in [16]. The model in [16] is an extension of the

well-known Shockley-Queisser detailed balance limit [21] for a single gap solar cell.

The main assumption is that the only two physical processes that occur in the cells

are generation and radiative emission of photons (radiative recombination process).

The sketch of a 3T-HBT structure under study is shown in Fig. B.1a. The main

hypothesis is that the cell, at the ambient temperature Tc=300 K, is illuminated by

a black body at the sun temperature Ts=6000 K. In the back side of the collector a

back reflector is inserted to avoid luminescent radiation from the rear side.

In Fig. B.1a, the emitter and base are made of a high-gap semiconductor (EH),

and the collector of a low-gap one (EL). Let’s assume that the base of the 3T-HBT

is ’long’ [16], i.e. photons emitted by the emitter towards the collector are fully

absorbed in the base layer and do not reach the collector. Moreover, we assume that

carriers generated in the emitter (collector) cannot reach the collector (emitter) due to

the high recombination rate in the base layer. Thus, the 3T-HBTsc can be studied as

two junctions emitter-base and base-collector, independently connected, as shown in

Fig.B.1b. Under these assumptions, the equivalent circuit model of the 3T-HBT solar

cell is shown in Fig.B.2, where JE (JC) is the total current provided by the emitter-

base (base-collector) junction, JD
TOP (JD

BOT) is the emitter-base (base-collector) dark

current and J
ph
TOP (J

ph
BOT) is the emitter-base (base-collector) photogenerated current.

To evaluate the emitter and collector currents provided by 3T-HBTsc working under
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Fig. B.1 (a) Scketch of a 3T-HBT device. (b) Schematic figure of the 3T-HBT under the

assumption of Long Base. The figure shows the photon fluxes. (1) FE
abs/q and (3) FC

abs/q

are the photons absorbed from the sun in the emitter and collector layer, respectively. (2)

FE
abs,amb/q and (4) FC

abs,amb/q are related to the photons absorbed from the ambience in the

emitter and collector layer. (5) FB
em,E/q and (6) FB

em,C/q represent the electroluminescent

emission from the base respectively towards the emitter and collector. (7) FE
em,amb/q and (8)

FC
em,amb/q are photons emitted by the emitter and collector layer to the ambient. (9) FE

em,B/q

(10) FC
em,B/q represent the electroluminescent emission from the emitter and collector towards

the base.

the radiative limit, let’s consider the photon fluxes, shown in Fig. B.1b, that are

involved in the cell under illumination condition. In this regard, we define the

function F [22] as follows:

F(E1,E2,µ,T ) =
2π

h3c2

∫ E2

E1

E2

exp(E−µ
kT

)
dE (B.1)

where h the Planck’s constant, c the speed of light in vacuum, k the Boltzman’s

constant. The function F corresponds, from a physical point of view, to a photon flux

of temperature T , chemical potential µ , and energy between E1 and E2. Let’s define

the photon fluxes of Fig. B.1b for the emitter-base junction:
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Fig. B.2 Equivalent Circuit model of the 3T-HBT Tandem under the assumption of ’long’

base case.

• process (1): FE
abs =

X
XMAX

qF(EH,∞,0,Ts) corresponds to the photons from the

sun, whose temperature is Ts, absorbed by the emitter.

• process (2): FE
abs,amb =

(

1− X
XMAX

)

qF(EH,∞,0,Tc) corresponds to the pho-

tons from the ambience, whose temperature is Tc, absorbed by the emitter.

• process (5): FB
em,E = n2

r qF(EH,∞,qVBE,Tc) corresponds to the photons emitted

from the front side of the base and absorbed by the emitter.

• process (8): FE
em,amb = qF(EH,∞,qVBE,Tc) corresponds to the photons emitted

from the front side of the emitter.

• process (9): FE
em,B = n2

r qF(EH,∞,qVBE,Tc) corresponds to the photons emitted

from the rear side of the emitter.

where VBE is the emitter-base voltage, nr [16, 22] is the refraction index of the low and

high bandgap semiconductor, X is the light concentration factor, and 1
XMAX

= sin2θs

where θs the semiangle of the sun seen from the Earth [22]. The total emitter current

can be formulated as:

JE = FE
abs +FE

abs,amb −FE
em,amb −FE

em,B +FB
em,E (B.2)



122 Shockley-Queisser model of the 3T-HBT Tandem

Since FB
em,E = FE

em,B, Eq. B.2 can be rewritten as

JE = FE
abs +FE

abs,amb
︸ ︷︷ ︸

J
ph
TOP

−FE
em,amb
︸ ︷︷ ︸

JD
TOP

(B.3)

where J
ph
TOP and JD

TOP are the terms in Fig. B.2.

Then, by considering the base-collector junction, we obtain that:

• process (3): FC
abs =

X
XMAX

qF(EL,EH,0,Ts) corresponds to the photons from the

sun, whose temperature is Ts, absorbed by the collector. The collector layer,

characterized by a low-gap, absorbs the remaining part of the solar spectrum

that has not been absorbed by the high-gap emitter-base junction.

• process (4): FC
abs,amb =

(

1− X
XMAX

)

qF(EL,EH,0,Tc) corresponds to the pho-

tons from the ambience, whose temperature is Tc, absorbed by the collector.

• process (6): FB
em,C = n2

r qF(EH,∞,qVBC,Tc) corresponds to the photons emitted

from the rear side of the base and absorbed by the collector.

• process (7): FC
em,amb = qF(EL,EH,qVBC,Tc) corresponds to the photons emit-

ted from the front side of the collector towards the base. They escape into the

air since their energy is lower than the gap of the base.

• process (10): FC
em,B = n2

r qF(EH,∞,qVBC,Tc) corresponds to the photons emit-

ted from the front side of the collector and absorbed by the base. This quantity

is linked to the process (7): collector layer emits photons (E > EL), some of

them escape from the front side of the 3T-HBT if E < EH, others are absorbed

into the base layer if E > EH.

where VBC is the collector-base voltage. The total collector current can be read as :

JE = FC
abs +FC

abs,amb −FC
em,amb −FC

em,B +FB
em,C (B.4)

Since FB
em,C = FC

em,B, Eq. B.4 can be rewritten as

JC = FC
abs +FC

abs,amb
︸ ︷︷ ︸

J
ph
BOT

−FC
em,amb
︸ ︷︷ ︸

JD
BOT

(B.5)
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where J
ph
BOT and JD

BOT are the terms in Fig. B.2. Thus, the total radiative efficiency of

the 3T-HBT is the sum of the efficiency achieved by each sub-cell.

For completeness, the assumption of ’short’ base case, discussed also in [16], leads

to the fact that generation and recombination of carriers in the base region become

negligible. Thus, emission of photons from the emitter and collector, respectively

from the rear and front side, leads to an absorption of photons no more in the base,

but in the collector and emitter respectively. Mathematically, process (5) and process

(6) should be rewritten as follows:

• process (5): FB
em,E = n2

r qF(EH,∞,qVBC,Tc). It is associated to the number

of photons emitted from the front side of the collector and absorbed by the

emitter.

• process (6): FB
em,C = n2

r qF(EH,∞,qVBE,Tc). It is associated to the number of

photons emitted from the rear side of the emitter and absorbed by the collector.

where we have replaced the term VBE (VBC) with VBC(VBE) in FB
em,E (FB

em,C). In this

case, the two junctions are not independent and the injection of carriers from the

emitter towards the collector and viceversa must be taken into account. Please refer

to Sec.3.2.

The total power of the 3T-HBT can be computed as:

P3T-HBT = JEVBE + JCVBC (B.6)

In Chapter 3, Fig. 3.2 and Fig. 3.3 are obtained through the presented model

under the long base assumption. The same model can be applied to the 2T-tandem

whose total output power can be written as:

P2T = JtandemVtandem (B.7)

where Jtandem = [0÷min(JE ,JC)] and the voltage can be expressed as:

Vtandem(J) =Vc ln

(

J
ph
TOP − Jtandem

JD
s,TOP

+1

)

+Vc ln

(

J
ph
BOT − Jtandem

JD
s,BOT

+1

)

(B.8)

where Vc = kBTc/q.



Appendix C

Hovel model: extended current

density equations for the 3T-HBT

solar cell

In Figure C.1, the x axis has the origin at the leftmost side of the emitter region

(n-type, length wE), the inner base region (p-type, length wB) is between x = wE and

x = wE +wB, and finally the collector region (n-type, length wC) is defined between

x = wE +wB and x = wE +wB +wC. Light is impinging from the emitter region.

Fig. C.1 3T-HBT structure as considered in the model derivation. Yellow rectangles between

the emitter-base and base-collector regions highlight the depleted regions.
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Emitter current density

Starting equation for the n-type emitter region:

d2(pn − pn0)

dx2
−

(
pn − pn0

DpEτp

)

+

(

αEF(1−RE)e
(−αEx)

DpE

)

= 0 (C.1)

where F is the photon flux.

Emitter boundary equations:

d(pn − pn0)

dx
=

SpE

DpE
(pn − pn0); for x = 0 (C.2)

pn = pn0e(qVBE/kT ); for x = w′
E (C.3)

Eq. C.1 can be solved considering the two boundary conditions Eq. C.2 and Eq. C.3.

We obtain that the hole component of the emitter current density at the base-emitter

junction, JpE(x = w′
E), can be written as

JpE =−qDpE
ni2

ND

1

LpE







sinh

(
w′

E

LpE

)

+
SpELpE

DpE
cosh

(
w′

E

LpE

)

cosh

(
w′

E

LpE

)

+
SpELpE

DpE
sinh

(
w′

E

LpE

)







(

e

(
qVBE
KT

)

−1

)

+qLpE
αEF(1−RE)

α2
EL2

pE −1







(

αELpE +
SpELpE

DpE

)

− e−αEw′
E

(

sinh

(
w′

E

LpE

)

+
SpELpE

DpE
cosh

(
w′

E

LpE

))

cosh

(
w′

E

LpE

)

+
SpLpE

DpE
sinh

(
w′

E

LpE

)







−qLpE
αEF(1−RE)

α2
EL2

pE −1

(

αE e−αEw′
E

)

(C.4)
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Base current density

Starting equation for the p-type base region:

d2(np −np0)

dx2
−

(
np −np0

DnBτn

)

+

(

αBF(1−RE)e
(−αEWE)(1−RB)e

(−αB(x−WE))

DnB

)

= 0

(C.5)

Base boundary conditions:

np −np0 = n
′

p = np0




e

(
qVBE

KT

)

−1




 ; for x =WE + xpBE (C.6)

np −np0 = n
′′

p = np0




e

(
qVBC

KT

)

−1




 ; for x =WE + xpBE +w′

B (C.7)

Eq. C.5 can be solved considering the two boundary conditions Eq. C.6 and

Eq. C.7. We obtain that the electron component of the base current density at the

base-emitter junction, JnB(x =WE + xpBE), can be written as

JnB(WE + xpBE) = q
Dn

LnB













np0




e

(
qVBC

KT

)

−1




− cosh

(
w′

B

LnB

)

np0




e

(
qVBE

KT

)

−1






sinh

(
w′

B

LnB

)













+

+qLnB
e−αEWEαBF(1−RE)(1−RB)

α2
BL2

nB −1







e−αB(xpBE+w′
B)− cosh

(
w′

B

LnB

)

e−αBxpBE

sinh

(
w′

B

LnB

) +LnBαBe−αB(xpBE)







(C.8)
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Then, the electron component of the base current density at the base-collector

junction, JnB(x =WE + xpBE +w′
B), can be written as

JnB(WE + xpBE +w′
B) = q

Dn

LnB













−np0




e

(
qVBE

KT

)

−1




+np0cosh

(
w′

B

LnB

)




e

(
qVBC

KT

)

−1






sinh

(
w′

B

LnB

)













+

qLnBe−αEWEαBF(1−RE)(1−RB)

α2
BL2

nB −1







cosh

(
w′

B

LnB

)

e−αB(xpBE+w′
B)− e−αB(xpBE)

sinh

(
w′

B

LnB

) +LnBαBe−αB(xpBE+w′
B)







(C.9)

Collector current density

Starting equation for the n-type collector region:

d2(pn − pn0)

dx2
−

(
pn − pn0

DpCτp

)

+Gc = 0 (C.10)

where Gc reads as

Gc =
αCF(1−RE)(1−RB)(1−RC)e

−αE(WE)e−αB(WB)e−αC(x−WE−WB)

DpC
(C.11)

Collector boundary conditions:

pn = pn0e

(
qVBC

kT

)

; for x =WE +WB + xnBC (C.12)

d(pn − pn0)

dx
=−

SpC

DpC
(pn − pn0); for x = H (C.13)
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Eq. C.10 can be solved considering the two boundary conditions Eq. C.12 and

Eq. C.13. We obtain that the hole component of the collector current density at the

base-collector junction, JpC(x =WE +WB + xnBC), reads as

JpC(WE +WB + xnBC) =









sinh

(

H
′

LpC

)

+
SpLpC

DpC
cosh

(

H
′

LpC

)

cosh

(

H
′

LpC

)

+
SpLpC

DpC
sinh

(

H
′

LpC

)









(

e

(
qVBC

KT

)

−1

)

×

qDpC
ni2

ND

1

LpC
−

qLpCαC(1−RE)(1−RB)(1−RC)Fe−αE(WE)e−αB(WB)e−αC(xnBC)

α2L2
pC −1

(C.14)







αCLpC −

SpLpC

DpC

[

cosh
H ′

LpC
− e−αCH ′

]

+ sinh
H ′

LpC
+αCLpCe−αCH ′

cosh

(
H ′

LpC

)

+
SpLpC

DpC
sinh

(
H ′

LpC

)







where H ′ = H − (WE +WB + xnBC).

Photocurrent in the depleted regions

The photocurrent density in the emitter-base and base-collector depleted regions

is obtained considering a unitary collection efficiency. Thus, the electron and hole

pairs generated into the depleted regions and, collected at the emitter and collector

terminals, are equal to the number of photons absorbed.

Jdr
EB is the photocurrent generated in the emitter-base depleted region. It reads as

Jdr
EB =F(1−RE)

{

e−αEw′
E

[

1− e−αExnBE
]

+(1−RB)e−αEwE
[

1− e−αBxpBE
]}

(C.15)

and Jdr
BC is the photocurrent generated in the base-collector depleted region:
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Jdr
BC = F(1−RE)(1−RB)e−αEwE

{

e−αB(w
′
B + xpBE)

×
[

1− eαBxpBC
]

+(1−RC)e−αBwB
[

1− e−αCxnBC
]}

(C.16)
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Power loss analysis

The idea to simulate the distributed losses in a solar cell by using an equivalent

lumped series resistance in conjunction with a simple diode model was explored in

1960 for the optimization of grid electrode pattern [113]. Here, the resistive losses

from lateral current in the base as well as in the emitter of the 3T-HBT sc (Fig.D.1)

and resistive losses from the fingers are discussed. Figure D.1a shows the flat p-n-p

Fig. D.1 3T-HBTsc with TIC configuration: (a) side view (b) top view. (c) Dashed black

inset: unit cell of the 3T-HBT sc, in which yellow rectangles depict the lumped resistances.

PVS 3T-HBT proposed in Chapter 6 made on n+/p Si homo-junction bottom sub
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cell. From the top: the TCO/PTAA/PVK layer stack constitutes the p-emitter layer;

the ETL/n-Si layers form the n-base layer on top of p-type c-Si collector. In Figure

D.1b, df, wf and lf are the finger distance, width and length, respectively.

Here, to estimate power losses in the 3T-HBT solar cell under study, we have adopted

a well-known approach based on a lumped description of the current collecting grid

[96]. Thus, we have considered a unit cell of the front metallic grid (yellow dashed

box in Figure 6.3a) and modeled the distributed losses through equivalent lumped

resistances [96]. In Figure D.1c, RE
c , RB

c , RC
c are the contact resistances at the

interface emitter/T-contact, base/Z-contact and collector/R-contact, respectively;

Remitter
S,lateral and Rbase

S,lateral account for the contribution of lateral current flow; Rcollector
S for

the orthogonal current flow; Rfinger accounts for the series resistance of the metal

fingers. As discussed in Chapter 6, we obtain that the emitter, base and collector

series resistances, respectively RE, RB and RC (Ωcm2), read as

RE = RE
S,lateral +RE

c +RE
f (D.1a)

RB = RB
S,lateral +RB

c +RB
f (D.1b)

RC = ρp-Sitcollector (D.1c)

The general expression for the series resistance (Ωcm2) reads as

R∗ =
Ploss,uc

I2
uc

×Auc (D.2)

where Ploss,uc is the power loss and Iuc is the current photo-generated in the unit-

cell (uc) of interest, of area Auc. In order to obtain the lateral and finger resistances,

the methodology in [96] will be followed, by computing:

• the expression for power loss due to resistive paths

• the generated current density

• the area of each unit cell
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D.1 Resistive losses from lateral transport

The same analytical method used to compute the lateral resistance in the base layer

can be adopted to compute that one in the emitter. Thus, let’s consider the base layer,

that is n(+)-Silicon in Fig. D.1c where the metal contact is placed. We highlight that

when we consider the unit cell, we are keeping half of the base layer, as showed in

Fig.D.2a.

Let’s assume that:

• the base layer is uniformly illuminated

• a constant current enters the layer in the z-direction Iz=0 = IT, IT being a

constant current value

• power dissipation associated to current flow in the z-direction can be neglected.

Thus, Fig. D.2.a can be redrawn as Fig. D.2.b where we have considered the grid

electrodes as equipotentials [113].

Fig. D.2 Schematic diagram of the actual current flow (a) Schematic diagram of the assumed

current (flow) (b) [113]

The sheet resistance Rsh (Ω/□) of the n(+)-Silicon base layer reads as

Rsh =
1

qµNDWB
(D.3)

where µ is the electron mobility, ND the layer doping, WB base thickness and q the

electron charge.

Let’s assume that in the base layer the current I(x) increases linearly across the x-axis

(Fig. D.2) [113, 114].



D.1 Resistive losses from lateral transport 133

Thus, the current in Fig. D.2b can be expressed as:

I(x) = IT
x

a
(D.4)

where a = df, that is the width of the base layer (Fig.D.1b).

Since the current I(x) is not homogeneous in the x-direction, the power loss due

to resistive effects in the base across the unit cell is calculated using an integral

expression:

Ploss(base) = 2

∫ df/2

0
I(x)2 dR (D.5)

In the power loss expression, the factor 2 takes into account the current coming

from both sides of the finger.

The resistance of a cross section perpendicular to the finger can be expressed as

dR =
Rsh

lf
dx (D.6)

where lf is the finger length (Fig.D.1b).

The power dissipated in the base across a unit cell can be read as

P = 2

∫ df/2

0
I(x)2 Rsh

lf
dx = 2

I2
TRsh

a2lf

∫ df/2

0
x2 dx (D.7)

and after integration:

P =
1

12
Rsh

I2
Tdf

lf
(D.8)

From Eq. D.2 the series resistance can be expressed as

Rlateral =
P

I2
T

×Auc (D.9)

thus, we obtain that the final expression of the lateral base resistance:

Rlateral =
Rsh

12
d2

f (D.10)

Eq. D.10 is also valid for the emitter lateral resistance. As explained in Chapter

6, to obtain the lateral base and emitter resistances of the 3T-HBT solar cell, it is

necessary to consider the total sheet resistance Rsh of the thin layers constituting the

base and emitter regions. For the sake of completeness, the effective sheet resistance
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of the emitter (TCO/PTAA/PVK) and base (SnO2/n-Si) layers can be expressed as:

REmitter
tot,sh =

(

1

RITO
sh

+
1

RHTL
sh

+
1

RPVK
sh

)−1

(D.11a)

RBase
tot,sh =

(

1

R
SnO2
sh

+
1

R
c-Si(n+)
sh

)−1

(D.11b)

D.2 Finger resistance

The methodology to compute the finger resistance is roughly the same of that one in

Sec. D.1. Let’s consider Fig. D.3, that is the top view of the unit cell of Fig. D.1.

Let’s consider the y-direction. The current flow in the y-direction increases linearly

Fig. D.3 Focus on the emitter layer: top view of the 3T-HBT unit cell.

(same assumptions of Sec. D.1):

I(y) = IT
y

lf
(D.12)

where lf is the finger length. Since the current I(y) is not homogeneous in the

y-direction, the power loss due to resistive effects is calculated by using the integral

expression:

Ploss( f inger) =
∫ lf

0
I(y)2 dR (D.13)

where

dR =
ρm

tfwf
dy (D.14)
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ρm being the metal resistivity, and tf and wf the thickness and width of the finger.

Considering Eq. D.14 and Eq. D.12, Eq. D.13 can be rewritten as

Ploss( f inger) =
∫ lf

0
I2
T

ρm

tfwfl
2
f

y2 dy =
I2
Tρm

tfwf

lf

3
(D.15)

Considering Eq. D.15 and Eq. D.2, the final expression of the finger resistance

Rf reads as

Rf =
ρml2

f df

3tfwf
(D.16)

D.3 Resistive losses due to the contact

The expression for the contact resistance Rc [96] can be written as:

Rc = df
ρcwf

2Lt
coth

(
wf

2Lt

)

(D.17)

where Lt is the transfer length of that contact, Lt =
√

ρc

Rsh
.
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