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CrossMark
Abstract
The room temperature dual-mode self-calibrating detector combines low-loss photodiodes
with electrical substitution radiometry for determination of optical power. By using thermal
detection as a built-in reference in the detector, the internal losses of the photodiode can be
determined directly, without the need of an external reference. Computer simulations were
used to develop a thermal design that minimises the electro-optical non-equivalence in
electrical substitution. Based on this thermal design, we produced detector modules that we
mounted in a trap structure for minimised reflection loss. The thermal simulations predicted a
change in response of around 280 parts per million per millimeter when changing the position
of the beam along the centre line of the photodiode, and we were able to reproduce this change
experimentally. We report on dual-mode internal loss estimation measurements with radiation
of 488 nm at power levels of 500 W, 875 uW and 1250 pW, using two different methods of
electrical substitution. In addition, we present three different calculation algorithms for
determining the optical power in thermal mode, all three showing consistent results. We
present room temperature optical power measurements at an uncertainty level approaching that
of the cryogenic radiometer with 400 ppm (k = 2), where the type A standard uncertainty in
the thermal measurement only contributed with 26 ppm at 1250 uW in a 6 hour long
measurement sequence.

Keywords: optical power, photodiodes, self-calibration, radiometry, PQED

(Some figures may appear in colour only in the online journal)

1. Introduction
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Silicon photodiodes have for decades been the most com-
mon detector used for optical power measurements. Their
traceability to the International System of Units (SI), which
ensures trust in their measurement response, usually comes
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from comparison to a cryogenic radiometer (CR), which is
a primary standard detector for optical power. The CR is a
cooled thermal detector, operating by the principle of electri-
cal substitution. This means that optical power is determined
by comparing the temperature rise of the illuminated absorber
to the electrical power needed to produce an equivalent rise in
temperature. The CR is a reliable and well-established primary
standard, with measurement uncertainties in the order of 200
parts per million (ppm) [1]. However, CRs are bulky, operated
at low temperatures and require high expertise for operation.

Photodiodes on the other hand are small, quick and easy to
operate, and are typically used directly on the application level.
For an ideal, lossless photodiode, each absorbed photon will
produce one electron in the measurement circuit. However,
real photodiodes have losses that must be accounted for when
calculating the responsivity of the photodiode. This is typi-
cally done by calibration against an external reference, which
means that photodiodes depend on primary standards such as
the CR for traceability. However, if one could determine the
losses of the photodiode using only the physics of the photo-
diode itself, there would be no need for an external reference,
and the detector would be self-calibrated.

The history of self-calibrating photodiodes started around
1979, when Geist [2] proposed a method for determining the
internal losses of a photodiode from purely relative measure-
ments at different wavelengths, and combining these with an
analytical expression for the internal losses. Another method,
based on applying a voltage bias to the photodiode and oxide
surface, followed shortly by Zalewski and Geist in 1980 [3].

Around the same time as this early work on self-calibration
of photodiodes, Hansen [4] presented the induced-junction
photodiode. This is the type of photodiode used in this paper.
Instead of having a doped layer close to the surface, the
induced-junction photodiode consists only of a lightly p-doped
silicon substrate with a thermally grown oxide layer on top.
Positive charges in the oxide induce an n-type layer below the
interface and a pn-junction is formed.

The next step in the self-calibration of photodiodes, when
the internal losses were being reduced, was to find a way to
determine the losses that still remained. Geist and co-workers
worked with modelling of the internal losses in the early years
of self-calibration [2, 5], and from the 1990s computer soft-
ware was used to model the losses with increasing accuracy
[6-9]. Methods exploiting spectrally invariant detectors and
fitting with an analytical model demonstrated an estimated
uncertainty limited by the properties of the photodiode to
around 0.02% [10].

Geist et al [6] presented in 2003 a thorough review of each
of the terms contributing to the quantum deficiency of photo-
diodes. This work was essential for the initiation of the Qu-
Candela project [11] from 2008-2011, where the predictable
quantum efficient detector (PQED) [12, 13] was developed, as
a high-accuracy optical power trap detector based on induced-
junction photodiodes. The PQED photodiodes are specifically
designed to have low and predictable losses, where internal
losses are predicted using numerical tools such as 1D com-
puter simulations [14]. The mise en pratique for the definition

of the candela [15] has now adopted the PQED as a primary
standard.

A new step in the self-calibration development was made
when White et al [16] proposed the novel idea of combining
the measurement principle of the PQED with that of a CR,
in one dual-mode detector. They stated uncertainties in the
percentage level at cryogenic temperature. This method was
improved by one order of magnitude at room temperature by
Nordsveen et al [17].

The dual-mode detector can, by combining a photodi-
ode with a temperature sensor, a weak heat link and a heat
sink, measure incident radiation either thermally or photo-
electrically. Since the same absorber is used in both modes,
the dual-mode detector enables a comparison measurement
between two primary methods with an accuracy not achievable
with two different detectors. The uncertainty is further reduced
by using the same measurement electronics in both modes of
operation. Furthermore, the combination of the two methods
in one detector opens up new advantages and possibilities. The
dual-mode detector can be used to measure broadband sources
as well as monochromatic sources, as it gives a direct mea-
surement of the source-specific response in ampere per watt
(AW,

As a follow-up to the development of the PQED the
chipS-CALe project was launched in 2019 [18], with the aim
of exploiting both thermal and photo-electrical measurement
methods in one device. The project has successfully manu-
factured improved low-loss induced-junction photodiodes [19]
and has improved and demonstrated a robust 3D charge-carrier
simulation method for prediction of the internal losses with
unprecedented uncertainties at the 20 ppm level [20]. The
project will also perform a high-accuracy dual-mode measure-
ment at cryogenic temperatures, to link radiometric measure-
ments directly to the SI through the fundamental constants
ratio e/ h, based on ideas by Brida et al [21]. Of more interest to
the average users of optical power detectors, the last part of the
project aims at developing a fully self-calibrating dual-mode
detector, for easy and practical operation in room temperature,
with measurement uncertainty below 0.05%, which is the topic
of this paper.

We report on the improved thermal design of the room
temperature dual-mode detector, with computer simulations of
thermal equivalence in electrical substitution. Detectors were
assembled according to the new design and measurements at
room temperature are presented. We present a new unpub-
lished method for realising the electrical substitution part of
the measurement sequence, and we evaluate three different
calculation algorithms.

2. The dual-mode self-calibrating measurement

The responsivity R(\) of a real photodiode, in units of A W—!,
is given by:

A
RN = ch (L =0 = p(A)y(N), ey

where e is the elementary charge, A is the vacuum wavelength
of the incoming radiation, 4 is Planck’s constant, and c is the
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speed of light. The spectrally dependent loss terms, d(\), p(\)
and y()), represent the internal loss, reflectance loss and quan-
tum yield, respectively. Quantum yield is mostly of concern
for wavelengths below 450 nm [22]. During self-calibration,
we are only concerned with the absorbed optical power, which
is equal for both modes of the dual-mode detector, and we can
disregard the reflectance loss p(\). Throughout the manuscript
we therefore omit the reflectance term in equation (1) and we
also include yield effectively as a part of (I — §(\)). It is
important to note that for absolute power measurements the
reflectance loss must be taken into account.

In this work, the focus is on the internal loss, d(\), also
referred to as the internal quantum deficiency (IQD). d(\) is
determined through the self-calibration procedure of the dual-
mode detector, where thermal mode is used as a reference.

2.1. Mode 1: photocurrent mode

In photocurrent mode the optical power, Ppc, is found from the
measured photocurrent iphoto and the responsivity R(\):

i hoto
Ppc = 222, 2
=R (@)

This means that the absorbed optical power is instantly known
from a photocurrent measurement when the spectral response
of the detector and spectral distribution of the radiation is
known.

2.2. Mode 2: thermal mode

In the thermal mode of the dual-mode detector, we use the
principle of electrical substitution, where the optical power
is determined by replacing optical heating with an equivalent
amount of electrical heating. In conventional electrical substi-
tution radiometers, electrical heating is done with an external
heater. However, since our absorber element is a photodiode,
we use the photodiode itself as a heater by exploiting its resis-
tive properties. By applying a forward bias (FB) voltage, a
current will flow and produce Joule heating. In this way, the
heat is deposited inside the photodiode structure. Using the
photodiode as the heater allows us to use the same circuitry
and instrumentation both to measure the photocurrent and the
forward heating current, reducing the uncertainty contribution
from the instruments.

The absorbed optical power in thermal mode, Py, is esti-
mated from the equivalent thermal response with electrical
power, Py = VI, where V is the measured voltage across
the photodiode and [/ is the measured current through the
photodiode.

By using two different levels of electrical power, one
slightly above and one slightly below the optical power level,
the optical power can then be found from a linear fit based on
the two electrical levels in the following way:

_ (Topt - Tl)

Pop =
T —T)

(P, — Py)) + Py. (3)

Here, T, is the temperature signal during optical heating,

and Ty, T>, P, and P, are the temperature signals and elec-
trical powers of the low and high electrical heating levels,
respectively.

2.3. Determining internal losses of the photodiode

The 1QD of the photodiode, §(\), is determined by combining
equations (1) and (2), giving the following expression:

iphoto he

i 4
Po 4)

o) =1- o

Here the dual-mode self-calibration comes into action, as we
use thermal mode as a reference, replacing the absorbed power
in photocurrent mode Ppc with the absorbed power from
thermal mode, P, from equation (3). As can be seen from
equation (4), the IQD depends on wavelength, photocurrent
and power level. However, in the linear range of the detector,
where ippoi 1S proportional to Poy, the IQD depends solely
on wavelength. This means that only one thermal measure-
ment is required to determine the IQD for the linear range for
one specific wavelength. Furthermore, outside the linear range,
one measurement point will determine the IQD at that specific
power level. If an extended dynamic range is needed, this can
be achieved by including more measurement points.

3. Detector design and assembly

In electrical substitution, the thermal response must be equal
for both electrical and optical heating. In the dual-mode detec-
tor, optical heating happens in the centre of the photodiode
while electrical heating is deposited around the edges of the
photodiode. This gives different heating profiles and causes
a non-equivalence in the thermal response. To account for
this we have used computer simulations to develop an opti-
mised thermal design that ensures minimum thermal non-
equivalence and equal response for electrical and optical
heating.

3.1. Detector module

The dual-mode detector design was developed with the
aid of thermal simulations using COMSOL Multiphysics.
The assembly is shown schematically in figure 1(a). The
chipS-CALe p-type induced-junction photodiode with a SiN,
oxide layer with an active area of 11 mm x 14 mm was used
[19]. Preliminary tests of these photodiodes show that they
have arecord low IQD in the sub 20 ppmrange and linearity up
to several milliwatts when sufficiently biased. The outer phys-
ical dimensions of the photodiode are 13.1 mm X 16.1 mm x
500 pum.

The photodiode is thermally connected to the heat sink with
a polyimide printed circuit board (PCB), via a silicon ther-
mal diffuser structure. The layout of the PCB is shown in
figure 1(b). The PCB contains seven electrical pads for wire
connections to external instruments. Five traces are used for
electrical biasing and current readout from the photodiode. The
current traces each have a width of 100 wm, while each voltage
trace has a width of 60 um and connects to the current traces
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Figure 1. (a) CAD model of the DMD structure. (b) CAD model of
the PCB layout, also showing the position of the soldered
temperature sensor. (c) Image of the assembled dual-mode detector
module.

such that the electrical measurements and control are done in a
four-probe setup. Additionally, one pad connects to the photo-
diode guard. The two remaining traces have a width of 400 um
each and connect to a Semitec 103FT1005A5P1 thermistor,
which is soldered close to the silicon diffuser. The thickness
of the PCB traces was measured to 23 pum, of which 20 um is
copper and the top 3 um is electroless nickel immersion gold
(ENIG) coating.

The back side of the PCB is glued on one side to a ther-
mally insulating aerogel spacer which was prepared from Air-
loy X103 (density class M) material, and on the other side to
the heat sink via a silicon spacer, with an air gap between. The
dimensions of the electrical traces on the PCB within this gap
give a suitable thermal resistance, which partly determines the
thermal responsivity of the photodiode (K W~"). The diffuser
structure consists of two adhesively bonded pieces of silicon
diced from oxidised silicon wafers. The pieces were bonded

with Stycast 1266 epoxy using a force of 5 N such that an
epoxy layer thickness of around 6 pm was obtained. The top
side of the upper silicon piece is coated with a 0.4 um thick Au
layer. The photodiode is bonded with EPO-TEK EJ2189-LV
conductive epoxy to this piece such that an electrical connec-
tion to the photodiode back side can be made. Au ball-wedge
wire bonds with wire diameter 17.5 pm were used to con-
nect the photodiode connection rings and photodiode back side
with the PCB.

An image of the assembled dual-mode detector module is
shown in figure 1(c).

3.2. Trap structure

To test the properties of the dual-mode detector in a light-
trapping form, a wedged structure was designed to hold two
detector modules, shown in figure 2, under 45° angle relative
to the photodiode active surfaces. In such a configuration the
incident beam undergoes three reflections before exiting along
the incoming beam. Based on calculations, the fraction of opti-
cal power in the back-reflected beam is lower than 0.1% over
the spectral range from 425 nm to 725 nm for p-polarized light
and even below 0.01% from 460 nm to 570 nm. The low back-
reflection ensures that possible inter-reflections will not cause
additional error in the setup. The holder has a triangular prism
shape with dimensions of 42 mm, 45 mm and 50 mm.

A two-stage approach is used to mount the detector mod-
ules to the prism. First, the modules are firmly mounted to a
rectangular copper carrier, as shown in figure 1(c), and then
the carriers are placed into dedicated recessed areas in the
prism shown schematically in figure 2(b). The carriers can be
slid uniaxially about 2.5 mm to achieve proper position for
the photodiodes. At the suitable position the carriers are fixed
using four screws. The prism is then mounted either to a vac-
uum chamber or to a cryostat. The angles between the planes
of recesses in the prism were measured using a 3D coordinate
measuring machine. Results showed that the angles are in the
range from 44.9° to 45.0°, which is sufficiently accurate for
our needs.

4. Detector modelling

4.1. Heat transfer simulations

The thermal response of the module was simulated using
COMSOL Multiphysics. Optical heating was simulated using
a heat source with power P, in the active area of the photo-
diode. The optical beam was modelled as a heat source with
uniform power density in a thin volume on the surface of the
photodiode, having an elliptical outline corresponding to the
45° incident angle. The electrical heating was simulated as a
heat source with power P, between the contact rings around
the edges of the photodiode. In addition, the effect of parasitic
heating of the PCB traces and wire bonds was simulated by
applying a current i given by the power—current relation of the
photodiode in FB.
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42 mm

45 mm

(b)

Figure 2. (a) Image of the copper trap structure. (b) Side-view
schematic showing dimensions of the trap structure. Green arrows
show laser beam path, while red arrows indicate direction of
possible adjustment of the two detector modules.

Radiative cooling, j, of the photodiode surface was mod-
elled according to

j=oe(T" = Tp) (5)

where o is the Stefan—Boltzmann constant, € is the emissiv-
ity of the photodiode, T is the temperature of the photodiode
surface and T is the ambient temperature. On the parts of the
photodiode covered by aluminium, including the back side of
the photodiode and photodiode contact rings, an emissivity
value of 0.05 was used. On the oxidised surfaces and photo-
diode sidewalls, an emissivity value of 0.42 was used, based
on measurements described in section 4.2.

The total net emitted power from thermal radiation, Py, is
found by integrating equation (5) over the photodiode surface.
The remaining heat flow, Py, is dissipated to the heat sink
with solid conduction:

Peong = Pior — PrR. (6)

Consequently, Pcong leads to a temperature rise at the tempera-
ture sensor. The thermal responsivity to heating was evaluated
as the ratio between the total input power Py, and the tempera-
ture rise AT at the surface of the modelled temperature sensor:

Rth - AT/Ptot~ (7)

In optical heating, P = Poy, while in electrical heating
Pyt = P + v - i, where v - i represents the Joule heating of the
PCB traces and wire bonds between the voltage sensing point
and the photodiode contacts.

The thermal non-equivalence « can then be defined as
the relative difference in responsivity between optical and
electrical heating:

o Rth,opt - Rth,el

(8)
Rip el

For a given optical power level, ~y is found by setting P, =
Popi. Typically, the change in Ry, caused by the additional
heating term v - i in electrical heating mode is less than 1 ppm,
and is therefore negligible.

Figures 3(a) and (b) show the simulated non-equivalence
in the detector assembly for a centred uniform beam with a
beam diameter of 1.5 mm, with absorbed power Pyp = 1 mW.
While the maximum non-equivalence in the photodiode itself
exceeds 10000 ppm, it is reduced to around 300 ppm at
the position of the temperature sensor. The reason for this
is the diffuser structure, which significantly reduces the non-
equivalence in heat flow. This is evident from figure 4, which
shows a streamline plot of the conductive heat flow.

Figure 5(a) shows the thermal non-equivalence as a func-
tion of beam position on the photodiode, where y = 0 corre-
sponds to the centre of the photodiode. The dependence on
beam position follows from the difference in the temperature
profile on the photodiode surface between the optical and elec-
trical heating modes, as illustrated in figure 5(b). The optical
heating leads to a hot spot in the centre, while in the electrical
heating mode, the temperature across the photodiode surface
is more uniform. As a consequence, there is a difference in
emitted thermal radiation between the two heating modes. This
difference in radiation is the main source of non-equivalence
during electrical substitution.

The high dependence on beam alignment in the y-direction
seen in figure 5(a) is caused by the asymmetry from the sil-
icon diffuser being located on one edge of the module. The
high degree of symmetry of the assembly in the x-direction
gives a low sensitivity to beam alignment in this direction. The
non-equivalence in thermal radiation loss, and hence in Popg,
explains the dependence on displacement of the simulated non-
equivalence of around 280 ppm mm~! seen in figure 5(a).
The sensitivity of the non-equivalence to beam size is minor,
only changing the offset in figure 5(a) by about 30 ppm when
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Non-equivalence / ppm

(a)

(b)

Figure 3. Simulated non-equivalence in ppm (absolute values) as
seen in the (a) PCB traces and temperature sensor and (b) in the
cross-section of the dual-mode detector. Colour scale has been
limited to maximum 1000 ppm and is common for (a) and (b). The
red circles in (a) and (b) indicate the position of the temperature
sensor. Inset in (a) shows the temperature AT in the PCB traces.

y-X

Figure 4. Streamline plot of the conductive heat flow near the
diffuser structure. Red and blue lines show thermal conduction in
optical and electrical heating modes respectively.

increasing the beam diameter from 0.5 mm to 3 mm. Fur-
thermore, there is a shift of less than 10 ppm when changing
between a Gaussian and cylindrical power distribution.

A small part of the contribution to non-equivalence, around
35 ppm, is due to resistive heating of wires in electrical heat-
ing mode. Simulations show that the wire bonds contribute to
around 400 ppm of the measured electrical heating, while the
PCB traces contribute to around 200 ppm. However, the ther-
mal design and placement of the voltage traces ensure that this
heat is largely accounted for in the temperature measurement.

Figure 6 shows a plot of the thermal non-equivalence and
the thermal responsivity of the dual-mode detector as a func-
tion of input power. The non-equivalence changes by less than
40 ppm from input powers between 0.5 mW and 20 mW. In
the same range, the thermal responsivity decreases by less than
1%.

200 i i
—xXx=-15mm
—x=-0.75mm
£ 0 X =0mm
[}
Q
8 200
c
[0}
©
=
g_-400 r
o
c
o
Z 600
-800 ' ' ' '
-1.5 -1 -0.5 0 0.5 1 1.5

y / mm

(b)

Figure 5. (a) Non-equivalence as a function of beam position on the
photodiode. Inset shows the directions of the displacement x and y
on the photodiode. (b) Simulated photodiode surface temperature
increase AT in mK for I mW absorbed power. Left side shows the
result for electrical heating, while right side shows the result for
optical heating.

The simulated time constant of the module at 290 K is 86 s.
By changing the dimensions of the PCB traces, the time con-
stant, and thereby thermal responsivity, can be tuned. The time
constant is temperature dependent and reduces to 4 s at 40 K in
a non-linear way based on material properties. At 40 K, due to
the high increase in thermal diffusivity and insignificant ther-
mal emission, the predicted non-equivalence is below 1 ppm
and is insensitive to beam alignment.

4.2. Emissivity measurement

To calculate the radiative heat loss, knowledge of the total
hemispherical emissivity € of the photodiode is required. For
this, a sample wafer was characterised at the Emissivity Mea-
surement under Air Facility at Physikalisch-Technische Bun-
desanstalt (PTB) in Berlin. The setup and evaluation scheme
are described in detail in references [23, 24].

The sample was kept constant at 20.5 °C. Spectral direc-
tional emissivity was measured from 5 pum to 25 um with a
Fourier-transform infrared (FTIR) spectrometer of the Michel-
son type equipped with a pyroelectric DLaTGs detector and
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Figure 6. Thermal non-equivalence and responsivity dependence on
power.
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Figure 7. Spectral directional emissivity of the sample wafer at
20.5 °C from 5 pm to 25 pm and under observation angles of
10°,40° and 70° together with their respective standard uncertainty
intervals (k = 1).

a KBr beamsplitter and under observation angles relative to
the sample surface normal from 10° to 70° in steps of 10°.
Figure 7 shows the measured spectral directional emissivity
for observation angles of 10°, 40° and 70° with their expanded
standard uncertainty intervals. The spectral structure is typical
for silicon. A high frequency modulation can be seen, which
is especially apparent from 17 pm to 25 pm and is consis-
tent with thin film interference caused by a 500 um thick layer
of silicon. Total hemispherical emissivity was then calculated
from spectral directional emissivity to be € = 0.421 4+ 0.033.

5. Experiment

5.1. Measurement setup

Measurements were performed with a dual-mode detector
module as described in section 3.1 and shown in figure 1(c).
During measurements the detector module was installed in the
upper position in the copper trap structure in figure 2, at a 45°
angle with respect to the incoming beam. The trap structure

was placed inside a vacuum chamber with a wedged, anti-
reflective coated window, and the cube was placed on a stage
with adjustable height. Figure 8 shows images of the vacuum
cube, the copper trap structure mounted inside the vacuum
cube, and the dual-mode detector seen through the window
of the cube. The pressure inside the cube was kept at around
10~° mBar using an Agilent Mini-Task AG81 pump.

The optical setup for the dual-mode measurement is shown
in figure 9(a). The source used was a krypton ion laser, and
the laser beam was stabilised using a laser power controller.
The beam size on the detector was roughly 2 mm in diameter
(1/€2).

The position of the beam on the detector surface was
changed by moving the vacuum cube up and down on an
adjustable stage while monitoring the height with a dial indi-
cator. The midpoint of the photodiode was found by edge
detection using the drop in the photocurrent.

Figure 9(b) shows the electrical scheme of the setup and
instruments used. The copper trap structure was tempera-
ture controlled using a Thorlabs TED 350 temperature con-
troller together with a peltier element, to a temperature slightly
below room temperature. The input for the controller was the
signal from a thermistor on the copper carrier (figure 1(c)).
The voltage source used for both reverse biasing in pho-
tocurrent mode and forward biasing during electrical heat-
ing was a Datron 4700 calibrator. The current was converted
to voltage with a Femto DLPCA-200 transimpedance ampli-
fier and the voltages were measured with a Keithley 2002
digital multimeter using a scanner card. Temperature was
measured using a SIM921 AC resistance bridge from Stan-
ford Research Systems. All wiring between the vacuum cube
and instruments were shielded twisted pairs, and all electri-
cal circuits and shields were carefully grounded to reduce
noise.

5.2. Measurement procedure

Measurements were performed with radiation of 488 nm wave-
length and absorbed optical power of 500 W, 875 pW and
1250 puW. Photocurrent measurements were performed for
every five cycles of thermal measurements. To ensure a satu-
rated photocurrent, a reverse bias of —10 V was applied during
all photocurrent measurements.

Electrical substitution was performed by cycling up and
down three steps:

(a) Low electrical heating (shutter closed)

(b) Optical heating (shutter open, with or without simultane-
ous electrical heating)

(c) High electrical heating (shutter closed)

The step height was 5 uW, and the duration of each step
was 10 min.

With radiation power of 1250 uW, measurements were
performed at different points along the centre of the pho-
todiode by adjusting the height of the detector. The height
changes were done in steps of 0.35 mm, corresponding to
0.5 mm steps on the photodiode surface with an incident angle
of 45°.
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Figure 8. (a) Vacuum cube placed on vertically adjustable stage. (b) Copper trap structure mounted inside the vacuum cube. (c) The
dual-mode detector mounted in the upper position of the copper trap structure, seen through the vacuum cube window.
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Figure 9. (a) Layout of the optical components in the dual-mode
measurement setup. (b) Circuit diagram of electrical connections
and instruments.

5.3. Mirror in detector position 2

The original intention was to use two detector modules in
the trap configuration to minimise reflection losses. A dual-
mode measurement can then be performed on the upper target
detector, while we monitor the photocurrent with the second
detector. However, optical heating of the monitor detector was
found to cause disturbances in the temperature of the target

detector. This can be seen in figure 10(a). During optical heat-
ing, slightly less than 10% of the incoming optical power is
absorbed by the second photodiode. This gives an increase in
temperature of the monitor detector module, and this fraction
of optical power heats the whole massive copper trap structure,
leading to a temperature drift in the target detector module.

One way to remove this disturbance in the thermal distri-
bution is to add an equivalent amount of electrical heating on
the monitor detector when the shutter is closed. This will help
maintain a steady heat flow from the monitor detector, rather
than a heat flow that is switched on and off with the shutter.
As shown in figure 10(b), this method improved the signal
quality and stability. However, this method of electrically com-
pensating the temperature drift turned out to be tedious and
impractical when changing between power levels.

Since the dual-mode measurement on the target detector
is not dependent on a signal from the monitor detector, we
decided to replace the monitor detector with a mirror. The mir-
ror ensured that most of the optical signal was absorbed in
the target detector and we eliminated the drift without hav-
ing to compensate electrically, as shown in figure 10(c). The
increased reflection from replacing the monitor detector with
a mirror did not affect the self-calibration measurement as the
measurement is purely relative.

5.4. The forward bias and open circuit methods

Step (b) of the electrical substitution (section 5.2) was per-
formed with two different methods, as illustrated in figure 11.
In the open circuit (OC) method, which was used in our pre-
vious work [17], the electrical circuit is opened during optical
heating, so no current can flow. This means all photo-generated
charge carriers recombine in the substrate and produce heat.
In the second method, the FB method, we heat the detector
electrically during step (b), while simultaneously irradiating
the photodiode. The advantage of testing this method is that
it can be further developed to include a closed feedback loop
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Figure 10. (a) Temperature signal of the target detector showing
drift effects caused by heating of the monitor detector during optical
heating. (b) Temperature signal when applying a small electrical
power to the monitor detector during electrical heating, to maintain
a constant temperature flow from the monitor detector.

(c) Temperature signal when replacing the monitor detector with a
mirror. The arrow indicates the power difference between the high
and low electrical step.

for maintaining a constant temperature level throughout the
electrical substitution mode.

The total power of step (b) (optical + electrical) is found
from equation (3), in the same way as for the OC method. The
optical power is then determined by subtracting Py = VI from
the total power, where V is the measured voltage across and 1
is the measured current running through the photodiode during
illumination.

The applied voltage for each step was chosen such that the
step size was the same as in OC mode (5 uW), with the optical
power level placed between the two electrical power levels.
The additional electrical heating during optical heating was
100 pW.

6. Calculation algorithms

Despite using a temperature controller on the copper trap struc-
ture, it is not possible to achieve an absolutely stable tempera-
ture. For this reason we want to use a calculation algorithm that
will give reliable results independent of background drift. We
have here included a study of three different drift compensat-
ing algorithms. The local average method involves averaging

(a) OC method

NN\

Open
circuit

Photodiode

M Electrical # Optical

(b) FB method

|

M Electrical ~ Optical

Power

Forward bias

Photodiode voltage

Figure 11. Schematic showing heating steps for (a) the OC method
with OC during optical heating, and (b) the FB method with
additional electrical heating from forward biasing the photodiode
during optical heating.

the heating steps locally around one electrical high or low heat-
ing level. The drift correction method involves a piece-wise
linear correction to the temperature signal, while the exponen-
tial fit method fits the temperature change between the heating
levels to an exponential function and determines the saturation
temperature from the fit function.

6.1. Local average method

The local average calculation algorithm is illustrated in
figure 12. The figure shows the temperature signal for two
cycles of electrical substitution, going through low electrical,
optical and high electrical heating. The temperature value from
each step was found by averaging the last 120 s of the inter-
val. In figure 12(a), T, Py and T, are found by averaging two
successive low electrical heating steps and two optical heat-
ing steps. T, and P, are determined from the high electrical
level between the two optical levels. These values are then
put into equation (3) to determine the optical power for this
cycle, P{,pt’ A- A similar averaging is done with two high elec-
trical levels and two optical levels, as shown in figure 12(b),
giving Pl p.

Since all measurement points are equally spaced in time and
the averaging is symmetrical around the middle level, the cal-
culated values for each level are projected to the same point
in time. This ensures compensation for drift, when assuming
linear drift over the time span of one cycle. One measurement
point, Py, corresponds to an average of P, , and P} 3, and
the optical power from thermal mode is found from an average
of n measurement points:

. 1 . .
Pop = 5Popn + Popep): )

1 .
Pop =~ Pl (10)
J
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Figure 12. Illustration showing the local average calculation
algorithm for finding the optical power from thermal mode, Pop,
from equation (3). (a) ngt, A 18 found by averaging two successive
low electrical heating steps and two optical heating steps. (b) P{)pLB
is found by averaging two successive high electrical heating steps
and two optical heating steps. One measurement point corresponds

J J
to an average of P, , and P 5.

The uncertainty of P{;p[, u(P{;p[), is propagated through the cal-
culations from the standard deviation for each of the last 120 s
of the measured signal level.

6.2. Dirift correction method

The second method we studied uses a linear fit to correct the
temperature data. One way to do this is to evaluate the entire
dataset in one piece. However, in our case, for every low elec-
trical heating level, the applied power is well-known and given
by P = VI. Hence, any difference between the temperature of
two low or high electrical levels must be caused by drift in the
background temperature. This means that the electrical heating
levels can serve as anchor points in the linear fit, and indepen-
dent fits can be done between each anchor point. Fragmenting
the linear correction in this way means that we have to assume
linear drift only between each anchor point (as in the local
average method described above), not for the entire dataset.
We defined the anchor point of the jth cycle as the average of
the measurement points from the last 120 s of the low electrical
heating. Between two anchor points, the correction AT from
the linear fit is given by:

AT =Ty — [mj(t — to,;) + T}, (11)

where T is the mean of the 120 last seconds in the first cycle,
t is the elapsed time, m; is the slope of the linear fit, 7o ; is the
time of the first data point in the correction of the jth cycle,

= Original signal
= Drift corrected signal

120 s

Vi = ml(fl - fml) +T Y2 = MZ(tz - to,Z) +T;

Y

Temperature

to1

Time

Figure 13. Illustration showing the drift correction method, using a
piece-wise linear fit to correct the background drift in temperature.

and T is the temperature value at time 7o ;. This is illustrated
in figure 13. Corrected temperature values are given by:

T =T, + AT. (12)

When the data is drift corrected, an average of each tempera-
ture level can be calculated in the following way:

n-N
2T
i’
i

where T, denotes the temperature at each of the three levels
T\, Top; and T, n is the number of thermal cycles and N is the
number of measurement points in the last 120 s of the level.
The average power of the electrical levels are given by

n-N
ZP:',

where P, is P and P,, P; is the product of the voltage V; and
the current /; in each data point. The values calculated from
equations (13) and (14) are then inserted into equation (3) to
determine the absorbed optical power P, from thermal mode.
The uncertainty was calculated the same way as for the local
average method, by the propagated standard deviation of the
measured signals over the last 120 s, including the uncertainty
contribution from the linear fit.

1
n-N

T

13)

1
n-N

P, = (14)

6.3. Exponential fit method

We also performed an exponential fit to the drift corrected data
presented in section 6.2. By doing this, we could estimate the
saturation level of the temperature signal from the fit directly,
which then became a third calculation algorithm. The data was
fitted to the following exponential function, using MATLAB
[25]:
21
M(c,H) =cie 4 4 ¢y,

c= (15)

C2
where ¢ is time and zj, ¢; and ¢, are fitting parameters. A

fit was performed for each heating step, and the input values
for equation (3), Ty, T> and T, were determined by ¢,. By
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this method all data points are used in the extraction of the
saturation level ¢,. The associated time constant is 7 = 1/z;.

The uncertainty was estimated by propagating the observed
standard deviation of each measurement point as compared
to the fit function. This is done with matrix evaluation as
explained in [26] when the value of interest is a subfunction
of the fit function based on the method given by [27]. Using
the variance of each of the measurement points to the fit func-
tion enables estimation of the uncertainty in the measurement
points without having to do multiple measurements at each
point and ensures simultaneously to include a possible lack of
fit to the propagated uncertainty.

7. Results and discussion

71. Thermal time constant —simulation and experiment

The thermal time constant of the heat link was calculated from
the exponential fit to the temperature signal, as described in
section 6.3, on drift corrected temperature signals described in
section 6.2. Results for the mean time constant of each thermal
step are shown in figure 14. The time constant for the differ-
ent steps are equal within the error bars, which represents the
propagated standard deviation (k = 1). The values shown are
averages for 12 different measurement series, with an aver-
age of 20 heating cycles per measurement series. The average
value of the time constant is 65.3 s &= 8.0 s. This is around 20 s
lower than that predicted by simulations, and this difference
between simulated and measured time constant was surpris-
ingly high. This may be due to differences between dimensions
of the fabricated assembly and the simulated model as well as
between used and actual material properties. However, it may
also indicate that some effects are overlooked and not fully
understood.

72. Non-equivalence vs vertical alignment —simulation and
experiment

Figure 15 shows the apparent IQD and simulated non-
equivalence as a function of beam spot position on the photo-
diode. The results for three different calculation algorithms are
shown, and a discussion on these can be found in the follow-
ing section. The measurements were performed with optical
power of 1250 uW, using the FB method (see section 5.4)
with an additional 100 uW electrical heating. The simulations
predict that the IQD should vary as a function of the opti-
cal beam’s vertical position by about 280 ppm per millimeter.
As the figure shows, the experimental results follow the same
slope as the simulated non-equivalence. The grey points show
the IQD when corrected for the non-equivalence.

For y =0 and y = 0.5 mm, measurements were done
before and after removing a dust particle from the window
surface of the vacuum cube using a puffer. After removing
the dust particle, the measured IQD was reduced by about
130 ppm in both positions. This can be explained by scattered
light from the dust particle hitting outside the active area of the
photodiode. This light will produce a thermal signal, but not a
photocurrent, which gives an increase in the apparent IQD.
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Figure 14. Top: example of temperature signal for calculating time
constants. Bottom: calculated time constants for the four sections
shown above, averaged over all measured cycles.

The double measurement at position y = —1.5 mm is the
result of a change in polarity in the electrical current mea-
surement in the experiment. Photocurrent in the second mea-
surement goes in the opposite direction as the photocurrent
measurement in the first measurement and same as the elec-
trical heating in the first measurement. The deviation between
the two measurements is below 10 ppm, confirming that no sig-
nificant offsets in the electrical measurements are present. Fur-
thermore, the agreement at this level re-confirms the estimated
uncertainty in the measurements.

However, the measured IQD values are around 400 ppm
higher than the expected IQD of the photodiode, which is in the
order of 10 ppm or better [19], indicating that there are some
additional error sources present. This may partly be attributed
to an uncertainty in our method for locating the middle point
of the photodiode without any alignment marks, partly a dif-
ference due to offsets from deviations in real and simulated
heating profiles and partly some residual window scatter and
other unknown offsets.

73. Comparing measurement algorithms

Figure 15 shows results from the dual-mode measurement
using the three different algorithms: the local average method,
drift correction and exponential fit method. Error bars show
the propagated type A standard uncertainty.

As seen from the figure, all three methods agree within
the uncertainty in all measurement points. The exponential fit
method shows a trend of estimating a lower IQD in most of
the points. This could be caused by inclusion of more data
points, as the exponential fit method exploits data points from
all 10 min of each thermal step rather than just the last 2 min.
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Figure 15. Apparent IQD (left axis) as a function of beam position on the photodiode with error bars showing propagated type A standard
uncertainty. Solid line shows the thermal non-equivalence predicted from simulation (right axis). Measurements were performed using the
FB method with optical power of 1250 pW and additional electrical power of 100 pW. Grey points show the IQD when corrected for the

thermal non-equivalence.

This also explains the lower uncertainty for the exponential
fit method, as inclusion of data from the entire thermal step
gives more rigidity to the model and benefit from an averaging
effect. An effort was also made to include an additional expo-
nential term in the fit function (15). However, this produced
results with large variation and not in agreement with the other
methods. Interestingly, this method indicates that two time
constants of around 20 s and 65 s are present, which is not sup-
ported by thermal simulations. This may be related to the devi-
ation between the experimental and simulated time constant
and possible knock-on effects on thermal equivalence.

The agreement between the three calculation algorithms
shows that they can all be used to get a reliable result. The
exponential fit method has the advantage of lower uncertainty,
and might be preferential when a clean temperature curve is
available. The downside is that it is more time consuming
and slightly more complex to implement than the other two
methods.

74. Measured IQD — Comparison of OC and FB method

The measured IQD for the two different operational modes
during electrical substitution, OC and FB, are shown in
figure 16 as a function of absorbed optical power. The cal-
culation algorithm used here is the exponential fit method,
described in section 6.3, and the error bars show the combined
uncertainty. The laser beam was aligned onto the centre of the
photodiode, corresponding to y = 0 in figure 5(a). It is worth
noticing that the measurements presented in figure 16 were
done before removal of the dust particle, which introduced an
offset of about 130 ppm, as discussed in the previous section.
According to the simulations of non-equivalence, the position-
ing of the beam spot (in centre) will lead to an offset of about
343 ppm. The results in figure 16 have been corrected for the
non-equivalence offset as well as the 130 ppm offset from the
dust particle. However, the latter might be power dependent,

2000 ‘
—+—o0c
g_ FB
Q 1500
g
S 1000 T
e \
> =
3 !
T 500
= 1
0 ‘ ‘ ‘ ‘
400 600 800 1000 1200 1400
Power / yW

Figure 16. Measured IQD as a function of absorbed optical power
for the two different methods of electrical substitution—OC during
optical heating (OC method, green pluses) and FB/electrical heating
during optical heating (FB method, blue crosses), using the
exponential fit algorithm. The additional electrical heating for the
FB method was 100 uW, and error bars show the combined standard
uncertainty (k = 1).

which could explain the increase in IQD for lower power levels
seen in the graph.

The type A standard uncertainty for the exponential fit
algorithm is similar for both methods and below 50 ppm in
all points, and around 30 ppm for the FB method at 1250 uW.
There seems to be an increasing discrepancy between the OC
and FB methods for lower power levels. It is unlikely that this
effect is related to the dust particle, as it will affect how much
light is seen by the detector, which will be the same for both
methods. The consistently higher measured 1QD for the OC
method compared to the FB method indicates that there is addi-
tional heating in the optical thermal measurement despite an
OC. One possible explanation is that generated charge carri-
ers, though steady state in time, will not recombine in the same
location as they are generated. The spatial charge transporta-
tion inside the photodiode may generate a small additional
heat.
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Table 1. Uncertainty budget for optical power measured with thermal mode, Py, for 488 nm
wavelength at 1250 uW power level, with the beam spot in y = —1 mm from the photodiode centre. The

optical power is calculated from a mean of five measurement cycles, each with a calculated value P

J
opt>

and the table presents type A values from the first measurement cycle. The type B uncertainty
contributions listed are thermal non-equivalence dponeq, alignment of the beam unto the photodiode
dalign, stray light dyay, heating of the mirror dpirror, and instrument offsets ding-

Xi Xi u(x;) ci ui(y)

Type A Top 10847.514 Q  0.0027 Q —0.0090 mW Q7' 2.4 x 107 mW
T 10848.033 Q  0.0036 O 0.0048 mW Q! 1.7 x 107> mW

T, 10846.910 2 0.0049 O 0.0042 mW Q! 2.0 x 107 mW

P 135293 mW 1.5 x10°°mW  0.53786 7.8 x 1077 mW

Py 136301 mW 2.9 x 107°mW  0.462 14 1.3 x 10°® mW

PiE 0.10740 mW 13 x10°mW 1 1.3 x 107® mW

P = 1.250 19 mW 3.6 x 1075 mW

Pl =13 Pl 125044mW  u(Ply) 1/\/n=1/V5 1.6 x 1075 mW

Type B duoneq 2.7 x10°° 1x107* P 1.2 x 10~ mW
dalign 0 1.4 x 10~ Py 1.6 x 10~ mW

dsray 5x1073 5x1073 Py 6.3 x 1075 mW

Armirror 0 7 % 107° Py, 8.8 x 107> mW

dinsir 0.0012mW  5x10°mW 1 2.5 x 1075 mW

Popt 1.2518 mW k=1 2.3 x 1074 mW

k=2 4.6 x 107* mW

Table 2. Uncertainty budget for the self-calibration measurement for 488 nm wavelength at
1250 uW, where thermal mode is used as a reference to determine the IQD (). The
uncertainty contribution dingpn represents offsets and uncertainties in the measurement

instruments.
X; Xi u(x;) Ci u;(y)
Type A Popy 1.2518 mW 23x10*mW  0.7985mW~! 1.8 x107*
Iphoto 0.4920 mA 15x10°mA —2030mA~' 3.1x107
A 487.98 nm 1 x 1072 nm 2x 103 nm™' 22x1077
Type B disupn 4.5 x 1074 mA 2 x 107> mA —2.030mA~" 4.1 x 1073
dyield —17x107°mA 3 x107° mA —2.030mA~"  6.0x107
SN 535 x 107 k=1 1.97 x 10~*
k=2 3.94 x 10~*

In the FB method, an electrical power is applied at all times
throughout the thermal mode. Hence, the results in figure 16
demonstrate the feasibility to maintain a constant temperature
by adjusting the electrical power in a closed feedback loop.

75. Uncertainty evaluation

Table 1 shows the uncertainty budget of the thermal mode of
the dual-mode measurement, for 1250 W absorbed power at
488 nm wavelength, with the beam spot in y = —1 mm from
the photodiode centre. The measurand in table 1, the optical
power from thermal mode, is given by:

POpl - ngt(l + dnoneq + dmirmr + dstray) + dinslr~ (16)
Here each d corresponds to an uncertainty contribution.

The thermal signals are shown in the table as the thermistor
resistance reading from the measurement bridge with typical

standard deviation. The type A uncertainty from five cycles of
thermal measurements at 1250 uW absorbed power is 16 nW,
arelative type A uncertainty of 13 ppm. The electrical power is
calculated from the product of the measured current and volt-
age. The uncertainty dyoneq 0f 100 ppm accounts for the spread
in simulated non-equivalence due to uncertainty in material
properties as well as variations in beam profile and geomet-
rical dimensions, such as thicknesses of the various compo-
nents. The thermal simulations predict a non-equivalence of
27 ppm with the beam spot in position y = —1 mm. As the
thermal non-equivalence depends on the position of the beam,
knowledge of the position is necessary to keep the influence
of thermal non-equivalence to a minimum. The dependence on
non-equivalence by beam position is reflected in dyjign, With an
assumed error of 0.5 mm in the beam position corresponding
to a 0.35 mm uncertainty in vertical position. With a change in
non-equivalence of 280 ppm mm !, this gives an uncertainty
contribution of 140 ppm.
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Stray light dgyay is added as an offset, as light absorbed
outside the active area of the photodiode will contribute to
the thermal measurement and not to the photocurrent mea-
surement. It is worth noting that replacement of the monitor
detector with a mirror, as discussed in section 5.3, introduces
slightly more stray light into the vacuum cube. Thermal influ-
ence from the mirror was calculated based on the thermal influ-
ence from the monitor detector. With the ratio of reflectance
between mirror and photodiode as a scaling factor, an estimate
of 7 ppm was reached for dyrror- The last type B term, dingyr, 1S
determined from calibration of the measurement instruments
involved.

From table 1 it can be seen that the main contributor to
the uncertainty is the alignment, djig,. The alignment proce-
dure was not optimised during this experiment, and we believe
this number can be reduced with about an order of magnitude
by using a more thorough alignment procedure. The second
largest contributor, dyoneq, can be reduced by validating the
thermal non-equivalence against an external reference. Stray
light diay, which also include window effects, can be reduced
by replacing the wedged window with a Brewster window.

Table 2 shows the uncertainty budget for the estimated IQD,
with the measurand given by:

(iphoto + dinstr, ph + dyield) E
Popt e\’

SO =1-— (17)

where dingirpn 1S the uncertainty in the instruments for mea-
suring the photocurrent, dyiq is the quantum yield correc-
tion estimated from data in [22] and P,y is determined by
equation (16).

The photocurrent is typically 0.4920 mA at 1250 uW
with a standard deviation of ~ 5 x 107> mA. The estimated
IQD from the dual-mode self-calibration measurement at
1250 uW is 535 ppm with an expanded standard uncertainty of
394 ppm.

8. Conclusion

We have developed a self-calibrating room temperature dual-
mode detector for absolute radiometric measurements. In this
work we have presented results from the self-calibration pro-
cedure, giving an estimate for the internal losses of the pho-
todiode at different power levels. The study consists of design
and simulations of heat equivalence of packaged dual-mode
photodiodes, realisation of dual-mode modules, their imple-
mentation and assembly in a trap structure and experimen-
tal characterisations of the dual-mode modules. Two different
operational methods were tested, and the results from both
methods agree within the uncertainty. The work demonstrated
from the FB method that it is feasible to apply the dual-mode
method in closed feedback loop operation. Also, three differ-
ent calculation algorithms were compared. The agreement in
values and uncertainties between all three algorithms confirms
the calculations.

The non-equivalence sensitivity to beam position of 280
ppm mm~! predicted from thermal simulations were exper-
imentally confirmed. The predicted time constant was ~20 s

shorter than the simulated time constant of 86 s. The reason for
this may be deviations in the physical realisation of the pack-
aged dual-mode detector, but may also indicate that there are
unknown contributors to the non-equivalence.

The work revealed that the fractional heat from absorbed
optical power in the monitor photodiode in a trap structure
influenced the thermal reading on the target photodiode and
had to be handled despite the mounting in a massive copper
trap structure. The work further revealed that a localised single
dust particle on the vacuum cube window influenced the IQD
measurement by more than 100 ppm. Offsets from the elec-
tronic current direction was not observed as the measurements
with reversed current configuration reproduced the measured
1QD to within 10 ppm.

The IQD of the photodiode was extracted using the FB dual-
mode self-calibration method, and at 1250 uW the IQD was
found to be 535 ppm + 394 ppm (k = 2). This is high compared
to the expected IQD of 20 ppm or less. This suggests that there
are unknown offsets or effects not yet understood. A dominat-
ing uncertainty contribution is the thermal non-equivalence,
which in this study was estimated using computer simulations.
The true non-equivalence will be validated in future work by
comparison to an external reference, such as a CR. This will
also provide a validation of the true IQD.

A type A standard uncertainty of around 13 ppm was
observed for absorbed power of 1250 uW at 488 nm for
five thermal cycles using the exponential fit method. This is
remarkably low at room temperature and is ensured from a
considerable effort in noise reduction in the setup. The low
type A uncertainty ensures production of steady results, which
is the key for revealing possible unknown errors or offsets in
the future.

The aim of the present study was to establish a measurement
realisation of the dual-mode self-calibration procedure to an
uncertainty of 500 ppm. Our work has shown that we are well
within this target for the power levels studied and that we can
produce measurements at the same level as the CR at room
temperature when careful alignment of the dual mode detector
is optimised.
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