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Abstract 

The field of autonomous navigation for unmanned ground vehicles (UGVs) is in continuous growth and increasing 

levels of autonomy have been reached in the last few years. However, the task becomes more challenging when the 

focus is on the exploration of planet surfaces such as Mars. In those situations, UGVs are forced to navigate through 

unstable and rugged terrains which, inevitably, open the vehicle to more hazards, accidents, and, in extreme cases, 

complete mission failure. This paper tackles the problem of terrain traversability analysis in the context of planetary 

exploration rovers, delving particularly into Mars exploration. The research aims to develop a hybrid architecture, 

which enables the assessment of terrain traversability based on the results of both an appearance-based approach and 

a geometry-based approach. The coexistence of the two methodologies has the objective of balancing each other’s 

flaws, reaching a more robust and complete understanding of the operating environment. The appearance-based 

method employs semantic segmentation, operated by a deep neural network, to understand the different terrain classes 

present in the scene. Predictions are refined by an additional module that performs pixel-level terrain roughness 

classification from the same RGB image. The rationale behind this choice resides in the will to assign different costs, 

even to areas belonging to the same terrain class, while including an analysis of the physical properties of the soil. This 

first cost map is then combined with a second one yielded by the geometry-based approach. This module evaluates the 

geometrical characteristics of the surrounding environment, highlighting categories of hazards that are not easily 

detectable by semantic segmentation. The proposed architecture has been trained using synthetic datasets and 

developed as a ROS2 application to be easily integrated into a higher-level framework for autonomous navigation in 

harsh environments. Simulations have been performed in Unity, showing the ability of the method to assess online 

traversability analysis.  

 

Keywords: Terrain Traversability, Mars Rovers, Deep Learning, ROS2 

 

Acronyms/Abbreviations 

Unmanned Ground Vehicle (UGV), 

Red Green Blue Depth (RGBD), 

JPL (Jet Propulsion Laboratory), 

MSL (Mars Science Laboratory), 

MER (Mars Exploration Rover), 

NAVCAM (Navigation Camera), 

MASTCAM (Mast Camera), 

PBR (Physically Based Rendering) 

 

 

1. Introduction 

Space exploration has been one of the biggest goals 

of humankind, starting from the 50s to the present day, 

pushing further and further the boundaries of what it is 

possible to achieve. Among the many routes through 

which this field branches, a topic always under the 

spotlight is planetary exploration. Beginning from the 

race to the Moon, the will to explore celestial bodies, 

different from the Earth, has never faded away and, after 

the latter has been conquered, the focus rapidly moved 

towards the red planet, Mars. It is exactly in this context 

that this research puts its bases, presenting a possible 

framework for the terrain traversability analysis of a 

planetary exploration rover autonomously navigating 

through the Martian surface. 

This process features the study of the environment 

around the rover to gain an understanding of the 

surroundings. This finalizes the achievement of safe and 

aware navigation without the need for human 

intervention. The information retrieved during this 

procedure is essential in the avoidance of hazards that 

could damage the vehicle and endanger the correct 

progress of the mission. The data can be acquired from 

several sources and represent diverse characteristics of 

the terrain. 

This research will present a hybrid approach, 

combining an appearance-based and a geometry-based 

approach to assess online terrain traversability analysis. 

This paper contributes a novel hybrid architecture 
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employing only RGBD data to evaluate the environment 

both visually and geometrically, with the addition of a 

refining measure studying also roughness, a physical 

property of the terrain. 

This paper aims to develop a framework able to 

assess, from the information coming from a single sensor, 

online terrain traversability in an unstructured 

environment to be employed in an autonomous 

navigation system.  

 

 

1.1 Literature Review 

The use of UGVs in planetary exploration is 

fundamental. Since space exploration is characterized by 

extreme conditions, high risks, really dilated times, and 

enormous costs, it is still not suitable for a growing 

presence of human operators, and it finds a great aid in 

the employment of rovers. 

It is possible to identify three common problems that 

need to be addressed to make rovers’ operations feasible 

[1]:  

 Assessment of terrain traversability. 

 Planning optimal motion paths concerning 

given criteria. 

 Suitable adaptation of the kinematic 

configuration of articulated robots as a 

function of terrain traversability.  

Even if the three topics are highly interdependent, due 

to their complexity they are usually studied individually. 

In this paper, the research focuses particularly on the first 

one, terrain traversability analysis. When discussing the 

approach to evaluate terrain traversability, it is possible 

to divide them into two categories based on the source 

from which the data are gathered: Proprioceptive 

approaches, using internal rover’s information, and 

Exteroceptive approaches, taking advantage of data 

coming from the environment surrounding the vehicle. 

The latter can be further divided into Appearance-based 

approaches and Geometry-based approaches. 

The first one includes all the image processing 

operations with either the aim of classification or 

regression of terrain characteristics [2], [3], [4], while the 

second one revolves around the capability of the UGV to 

estimate the geometric characteristics of the environment 

surrounding it [5], [6], [7]. 

While both sides have been previously employed 

successfully to singlehandedly assess terrain 

traversability, they also present some significant flaws 

that could endanger the navigation of the rover. To try to 

compensate them the research landscape moved in the 

direction of Hybrid approaches, combining different 

methods to increase their robustness. In some of the 

earlier research on the theme, like [8] and [9], the 

approach was to use the geometric portion mainly for 

obstacle detection while the appearance side to provide 

additional information. Another interesting procedure is 

presented in [10], where the two data sources are 

combined to be the input of a fully convolutional network 

classifying every pixel directly based on its traversability. 

The methodology employed in this paper is, instead, 

pursuing a more balanced use of the two methods 

similarly to [11]. Both sides are employed to compensate 

for each other's drawbacks combining the traversability 

cost maps they create into a final one, considering a wider 

range of features. 

 

 

1.2 Research’ Structure 

The remainder of this paper is organized as follows. 

Section 2 is devoted to the methodologies employed in 

the development of the traversability framework, 

describing its overall architecture and detailing every 

component of it. Section 3 describes the datasets of 

Martian images employed, explaining the rationale 

behind the choices made in its definition and the process 

leading to the final version of it. Section 4 elaborates on 

all the key development phases and experiments chosen 

to test the effectiveness and performance of the 

framework. Section 5 contains the results of the testing 

phases and the conclusions that can be drawn from them. 

In the end, in Section 6, the presented research is 

summarized and a brief discussion on some proposed 

future improvements is reported. 

 

 

2. Methods  

The proposed framework follows an architecture like 

the one presented in [11], an appearance-based approach 

is combined with a geometry-based approach through a 

weighted sum of the relative cost maps to get to the final 

hybrid result. 

 

 

2.1 Appearance-based approach 

The appearance-based side employs two modules: a 

first one applying semantic segmentation of the 4 most 

relevant Martian terrain classes and a second one 

predicting the terrain’s roughness, solely from visual 

inputs. 

 

 

2.1.1 Semantic Segmentation module 

In [12] NASA’s JPL laboratory defines these 4 main 

classes to be Soil, Bedrock, Sand, and Big rocks, with the 

last two representing the most hazardous ones for the 

navigation of UGVs.  

Semantic segmentation is performed using a deep 

fully convolutional neural network, UNet [13], trained 

employing a dataset of synthetic Martian terrain images. 

RGB images originally captured with a resolution of 

1024x1024 are downscaled to 256x256 to facilitate 



75th International Astronautical Congress (IAC), Milan, Italy, 14-18 October 2024.  

Copyright ©2024 by the International Astronautical Federation (IAF). All rights reserved. 

IAC-24-A3.IP.96.X84000                           Page 3 of 9 

computational efficiency and conform to the network's 

input dimensions. 

The module has been trained over a set of 670 images 

split into training, validation, and test sets.  

Due to the imbalance concerning the Big rock class, 

efforts are made to compensate for it using Weighted 

Cross Entropy as the loss function. It follows the same 

working principles as the standard one, but considers a 

weight for every class, chosen to be proportional to the 

inverse of the classes’ percentages in the dataset. The 

network is trained for 15 epochs, with a starting LR of 

10−3  decreased by 30% every two epochs through a 

learning rate scheduler. Adam Optimizer [14] is 

employed. 

The segmentation map, created by the trained 

network instance, is used to obtain its relative cost map. 

To each class, a cost reduction, ranging between 0 and 1, 

is empirically assigned, based on the rover’s structure 

and previous exploration missions’ failures. 

 

 

Table 1. Semantic segmentation cost reductions 

 Soil Bedrock Sand Big 

rock 

Reduction 0.8 0.7 0.5 0.0 

 

 

 The values displayed in the table above are 

multiplied by the predictions’ confidence to follow a 

more cautious approach. 

 

 

2.1.2 Roughness Classification module 

To increase the detail level of the appearance-based 

result, an additional module has been introduced to 

predict, from RGB images, roughness levels of the 

terrain. Starting from the proposal formulated in [4], a 

module in charge of roughness prediction from terrain 

images has been implemented. Another instance of UNet 

is used to classify four different roughness levels, defined 

a priori based on the risk level represented to the rover’s 

traversability. The roughness levels range from LV0 

(Negligible roughness), between 1 and 4 mm, to LV3 

(High roughness), for every pixel above 10 cm, most 

likely belonging to an obstacle. 

The training process of this additional module follows 

the same setup employed for semantic segmentation. The 

network undergoes 15 epochs of training and Weighted 

Cross Entropy is, again, chosen as the loss function given 

the even more unbalanced nature of the roughness 

dataset. The set is composed of the same 670 RGB 

images, with custom-made roughness ground truths. The 

dataset creation and processing will be detailed, as 

mentioned previously, in section 3. 

The same approach to build the semantic 

segmentation cost map is applied to obtain the roughness 

classification one. Again, empirical cost reductions, 

based on the potential risk to the navigation of the rover, 

are assigned to each class, as can be seen in the following 

table. 

 

 

Table 2. Roughness classification cost reductions 

 LV0 LV1 LV2 LV3 

Reduction 0.85 0.6 0.4 0.1 

 

 

As for the previous case, predictions’ confidence is 

accounted for in the creation of the cost map. 

 

 

2.1.3 Appearance-based cost map 

The two maps are subsequently combined through a 

weighted sum process to obtain the final appearance-

based cost map. As anticipated, the rationale behind the 

introduction of the roughness module resides in the will 

to increase the detail level of the map, being able to 

differentiate among regions belonging to the same class. 

Accordingly, the corresponding weight will be lower 

than the one assigned to the semantic segmentation 

result, which is used as a baseline for the final map. 

 

 

2.2 Geometry-based approach 

The other side of the framework oversees the 

assessment of terrain traversability from a geometrical 

perspective. This module starts from the same RGB 

samples evaluated by the appearance-based side too, but 

employs also the corresponding depth data, which could 

come from either an RGBD camera or a couple of stereo 

cameras, to estimate the terrain’s slope in every point. 

These data are handled by the Python library Open3D 

[15], to generate the point cloud corresponding to the 

environment depicted in the acquired picture. From the 

cloud, a series of transformations is needed to get the data 

in the correct reference frame.  

These operations are required due to the desire to 

generate a robot-centric cost map, concerning the hybrid 

result, so a map centered around the robot’s base-link 

with the three axes following the rover’s motion. 

Once the robot-based point cloud is obtained, the 

normal vectors for each point are estimated by 

calculating the principal axis of the adjacent points using 

covariance analysis. Due to covariance analysis 

producing two opposite directions for the normal vectors, 

they must be guided in some way by the user to select 

only the ones outgoing from the point cloud surface. To 

do it, a method of the Open3D library has been employed 

to orient them according to an orientation reference, in 
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this case, the positive vertical axis. From these vectors, 

the angles between them and the vertical axis are 

evaluated to represent the terrain’s slope at each point. 

The slope values are the base for the assignment of the 

geometry-based cost to be inserted in the relative cost 

map. 

The cost assignment process is regulated by a custom 

piecewise function reported in Equation 1. The function 

is made by linear functions with different slopes 

combined and saturated to the maximum cost value of 1 

inside certain specific angles’ intervals. Two variable 

values, called 𝑡𝑠𝑜𝑓𝑡(soft threshold) and t (threshold) are 

defined to switch among the different portions of the 

function. The first one, whose value is selected to 30°, 

marks the transition from an initially gentler increase in 

the costs’ values to a second interval characterized by a 

steeper rise. The latter is defined to emphasize the risk 

represented by higher slopes and ends with the maximum 

cost value in correspondence to the threshold one, chosen 

at 70°. This value is the starting point of the interval of 

untraversable slopes. The same assignment is done 

considering opposite inclinations of the terrain, which 

could verify when the vehicle navigates down a hill or is 

in the presence of negative geometrical obstacles.  

 

𝑐𝑜𝑠𝑡𝑔𝑒𝑜𝑚(𝜃𝑝) =

{
 
 
 

 
 
 

2

𝜋
 ∙  𝜃𝑝, 𝑖𝑓 𝜃𝑝 < 𝑡𝑠𝑜𝑓𝑡
1

𝑡
∙  𝜃𝑝, 𝑖𝑓 𝑡𝑠𝑜𝑓𝑡 ≤ 𝜃𝑝 ≤ 𝑡

1, 𝑖𝑓 𝑡 < 𝜃𝑝 < 2𝜋 − 𝑡

1 −
[𝜃𝑝−(2𝜋−𝑡)]

𝑡
, 𝑖𝑓 2𝜋 − 𝑡 ≤  𝜃𝑝 ≤ 2𝜋 − 𝑡𝑠𝑜𝑓𝑡

1 −
𝜃𝑝−

3

2
𝜋

𝜋

2

, 𝑖𝑓 2𝜋 − 𝑡𝑠𝑜𝑓𝑡 < 𝜃𝑝 ≤ 2𝜋

 

(1) 

 

The resulting values are employed, in the end, to fill 

a robot-centric grid map. 

 

 

2.2 Cost maps combination 

The products of the two sides of the framework are 

combined to yield the final hybrid traversability map. To 

facilitate this merging process the appearance-based 

map, initially represented in the image plane, needs to be 

re-projected into the correct reference frame. To perform 

this transformation a characteristic of the Open3D library 

is exploited, the order of the unstructured point cloud 

obtained from a certain picture reflects the same of the 

image pixels. Then, knowing the correspondence 

between each point and the grid cells, defined during the 

creation of the geometry-based cost map, and the 

correspondence between each pixel and each point it is 

easy to find the one between pixels and grid cells, 

obtaining the projected version from the image plane to 

the robot-base frame. 

 Once this preliminary processing phase is completed, 

the two maps can finally be combined through a weighted 

sum. The hybrid traversability cost of each cell is 

therefore obtained as: 

 

𝑐𝐻 = 𝑤𝐴 ∙ 𝑐𝐴 +𝑤𝐺 ∙ 𝑐𝐺    (2) 

 

  

3. Dataset 

When working with deep learning vision systems, 

like it is done for semantic segmentation and roughness 

classification, another requirement arises, the need for a 

large-scale set. Being this paper focused on the domain 

of planetary exploration, it was needed to find a set of 

images and, more importantly, of labels, coming from a 

reliable source and validated by scientific experts.  

These same demands led to the creation of AI4Mars 

[12], the first large-scale dataset for training and 

validation of terrain classification models for Mars. The 

size of this set is particularly highlighted due to the effect 

it can have on the performances of deep learning models. 

The dimension of the dataset plays a crucial role relative 

to the learning capabilities of the network. A large and 

diverse dataset will enhance the generalization skills 

towards unseen data, improving the robustness of the 

training and having, moreover, potential benefits towards 

overfitting. 

 

 

3.1 AI4Mars  

To try to actively employ vision systems in the 

autonomous navigation of Martian rovers, researchers at 

JPL, in [2], proposed a new machine learning-based 

terrain classifier for Mars named SPOC (Soil Property 

and Object Classification). It uses a deep convolutional 

network to identify terrain types and terrain features. The 

results obtained were encouraging, but to be able to 

obtain the necessary reliability levels for on-board 

algorithms’ standards a high-quality dataset was needed. 

This dataset includes the majority of existing high-

resolution images of Mars’ surface. It gathers samples 

from several UGVs from MSL and MER missions taken 

with both NAVCAM and MASTCAM. The set, as 

previously mentioned, is split into four different label 

categories: Soil, Bedrock, Sand, and Big rocks. 

Even if it embodies all the characteristics required to 

train successfully the semantic segmentation module, 

AI4Mars lacks a portion of data fundamental for the 

training of the roughness classification network, since to 

create the relative ground truth each RGB image must be 

coupled with the corresponding depth mask. 

 

 

3.2 Synthetic dataset 

To overcome the lack of information, a custom 

synthetic dataset has been created. The images are 

generated through the use of a photo-realistic simulator 

called Oaisys [16]. Oaisys (Outdoor Artificial Intelligent 
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SYstems Simulator), has been created to satisfy the open 

demand for high-quality synthetic data for planetary 

exploration tasks and to allow all the detailed operations 

required in the generation of those data. Among the most 

important features provided by the software, it is possible 

to include the capability of parametric development of 

the entire environment and the generation of high-fidelity 

metadata. Condensing the working principles of the 

simulator, it generates diverse landscapes by deforming 

a base mesh, called the stage, considered as the ground 

layer. Materials are defined through PBR textures and 

applied to the stage; they can also be combined via a 

noise shader to create more realistic results. Each texture 

is coupled with a corresponding semantic ID to easily 

retrieve semantic information. Objects, defined from 

blender-based meshes with appropriate textures, are 

scattered in the environment using noise maps. Lighting 

is configured by the simulator by either selecting custom 

HDR images at random or employing Blender’s Sky 

simulator. Camera poses can be determined sequentially 

from a csv file or randomly from predefined intervals, 

specified for both the sensor and its target. 

Adjusting the configuration file to resemble as much 

as possible the Martian landscape, the synthetic dataset 

has been created. The generation of these artificial 

images presents the advantages of having the opportunity 

to customize a lot of parameters, the pose of the camera, 

the texture used for each material, but more importantly 

to couple the RGB data with the information needed. In 

this way, it has been possible to obtain a series of samples 

correlated with highly accurate semantic masks and 

relative depth maps. 

 

 

3.2.1 Roughness ground truths 

To train the roughness classification module a custom 

dataset of roughness ground truths is required. Being not 

directly retrievable from Oaisys they must be created 

specifically. As mentioned previously, the information 

obtained from the simulator is limited to the depth maps 

retrieved for every image, the next step is the generation, 

from the available data, of equivalent roughness maps. 

The method presented in [4] has been followed with 

some adjustments. 

It can be summarized in four steps: 

1. Point cloud creation, differently from the 

approach described in the aforementioned 

research, the cloud is obtained from the Python 

library Open3D. It is created starting from the 

depth map and RGB image, to use as much data 

as possible. The final result is achieved in two 

steps, at first an RGBD image is created 

combining the available data and it is, then, used 

to generate the point cloud. 

2. Plane fitting, deviating again from the 

considered paper, in this case, the plane fitting 

procedure has been applied over limited regions 

of the image by dividing it into a series of 

patches. To capture as many roughness 

variations as possible, the patches’ dimension is 

modified, depending on the depth values, 

considering bigger patches as closer areas are 

considered. For each patch, a corresponding 

point cloud is created, and plane fitting is 

applied, trying to find the coefficients of the 

plane that best approximate the studied surface.   

3. Roughness computation, once the plane 

coefficients for a patch have been obtained, the 

following formula for the evaluation of the 

roughness level of each point, presented in [4], 

is employed to retrieve the corresponding value. 

 

𝑟𝑖 =
|−𝑑−𝑎∙𝑥𝑖−𝑏∙𝑦𝑖−𝑐∙𝑧𝑖|

√𝑎2+𝑏2+𝑐2
    (3) 

 

4. Roughness map definition, the roughness values 

computed in the previous step, are assigned to 

the relative pixels in the image making use of 

the correspondence between the points’ indexes, 

in the unstructured point cloud, which can be 

retrieved using a method of Open3D, and the 

indexes of the pixels in the 2D NumPy array 

defining the map. Post-processing operations 

are done on the obtained map cutting the 

roughness values at the mm scale, imposing 

every lower roughness value to be equal to 

1mm, and assigning each pixel to the 

corresponding roughness class. 

 

 
Fig 1. Sample of a roughness ground truth 
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4. Development 

The proposed architecture is implemented as a ROS2 

application to be integrated easily into a higher-level 

framework for autonomous navigation in harsh 

environments. It is developed as a Python package 

comprehending 3 different nodes which will be started at 

once thanks to a launch file. They create the complete 

data flow which from the input data, coming from the 

rover, leads to the output of the final traversability cost 

map. 

 
Fig 2. Complete ROS2 architecture 

 

The information, coming from the camera on the 

UGV, will be sent to the two nodes in charge of the 

hybrid traversability analysis which will process them 

creating the two, already discussed, traversability maps. 

The outputs of the nodes will go through an approximate 

time synchronizer, inside the final node, before being 

employed in the creation of the hybrid cost map. This last 

node will oversee the remaining processing operations on 

the maps and their combination, to get to the final desired 

result. 

 

 

4.1 Simulation tests 

To verify the effectiveness of the proposed 

framework to be employable in an autonomous 

navigation system, simulation tests have been performed 

to evaluate its performance in simulated working 

conditions. The final goal of these experiments is to 

achieve the possibility of safe navigation of a simulated 

rover in a Martian-like environment based solely on the 

traversability evaluations of the presented architecture. 

 

 

4.1.1 Simulation setup 

The setup for the aforementioned trials involves the 

creation of a simulated Martian landscape in which the 

vehicle can navigate. To serve this purpose it has been 

decided to employ Unity, a cross-platform game engine 

widely used in the creation of both 3D and 2D games. It 

is extensively adopted for activities outside the gaming 

industry to create interactive simulations. Among the 

many fields involved, it is possible to find film, 

automotive, architecture, engineering, construction 

industries, and even the United States Armed Forces. 

In this specific case, the creation of the environment 

started from the output blend file created by Oaisys itself. 

From this baseline, the simulation has been reviewed and 

adjusted, mainly by reorganizing the assets displaced 

over the terrain mesh and simplifying them to lighten the 

file to be processed by Unity. To export it from Blender 

into the new environment maintaining the same result, a 

baking procedure of the terrain texture was needed, being 

it the result of the mix between two different materials 

through a noise map. 

Once the preprocessing operations have been 

completed, the fbx file has been imported into Unity. All 

the materials involved have been restored to obtain a 

result as resembling as possible to the images used in the 

networks’ training. 

In the simulation, the rover has been added and 

equipped with the required sensors to capture all the data 

essential for assessing traversability. 

The next phase involved the linking procedure 

between the ROS2 nodes and the Unity environment. It 

has been performed using the ros_tcp_endpoint package 

[17], a package used to create an endpoint to accept ROS 

messages sent from a Unity scene. The rover is, then, 

moved inside the scene recording all the acquired data, 

published through the relative topics, to create a rosbag. 

The result is employed to test the framework’s 

effectiveness in evaluating terrain traversability. 

The previously presented nodes oversee the analysis 

of the environment depicted in the images and assess 

traversability creating the hybrid cost map.  

The map is used, in the end, as a base to plan the 

rover’s motion employing a path-planning algorithm. 

 

 

4.1.2 Experiments 

The experiments carried out in the simulation 

environment revolved, as anticipated, all around the 

assessment of the framework’s effectiveness in simulated 

working conditions. The Rover is teleoperated inside the 

environment to gather the necessary information that are, 

then, stored inside a rosbag. 

 

 
Fig 3. Unity simulation environment. 
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To prove the possibility of using the framework for 

an autonomous navigation system, the data are passed to 

the ros2 architecture to mirror the same operations done 

in an online application of the system. Step by step, the 

acquired data are employed in the hybrid traversability 

cost map’s creation. 

The success of these trials can be visually highlighted 

by verifying that optimal paths are planned and how they 

change as new information comes in, following the 

motion of the vehicle.  

 

 

5. Results and Discussion  

In this section, the results reached at the end of the 

testing operations and the performances exhibited by the 

presented framework are discussed.  

Before the actual simulation tests, a preliminary 

analysis was carried out. It was made to check at first 

the usability of the cost maps as a baseline for path 

planning, by providing the framework with a series of 

images gathered through Oaisys, mirroring the rover’s 

motion, and using them to build a kind of global cost 

map to test the path planning results. The outcome 

highlighted a behavior coherent with the expectations. 

The obstacles were avoided, and lower-cost areas were 

preferred over higher-cost ones. 

The final step, having obtained a positive outcome 

from the preliminary tests, focuses on the use of the 

simulation. Fixing a goal for the rover and running the 

Unity environment, it has been verified that satisfactory 

performances are achieved.  

The complete pipeline seems to work correctly, and 

the traversability analysis, carried out, by the proposed 

framework effectively employs those data to build the 

hybrid cost map. 

 An optimal path is planned over this result, the paths 

change their appearance as new information is 

considered, showing an adaptive behavior. These results 

demonstrate how potentially the framework could be 

employed in an online autonomous navigation system 

through simulated Martian terrain based on the 

commands provided by a controller to follow the planned 

path. As can be seen in Fig 4, obstacles are avoided and 

the less hazardous areas to traverse are preferred when 

possible. 

 

 

 
Fig 4. Path planning results after 5, 20, 35, 55 steps. 

 

 

6. Conclusions  

In this paper, a framework for terrain traversability 

analysis for planetary exploration rovers, particularly 

designed for Martian exploration, is presented. This kind 

of system is fundamental for autonomous navigation 

especially in harsh environments, like the studied one, to 

maintain the rover as safe as possible while trying to 

decouple it as much as can be done from human 

intervention. 

A hybrid architecture is formulated involving an 

appearance-based and a geometry-based approach 

combined to yield a final cost map. The appearance-

based side applies semantic segmentation and terrain’s 

roughness classification. The geometry-based side uses, 

instead, terrain’s slope evaluation. The two cost maps are 

combined to obtain the hybrid result as a 2D robot-centric 

grid map. 

The hybrid approach has been chosen to try to 

increase the robustness of the framework, employing 

methods that can potentially compensate for each other’s 

flaws. The weaknesses of each method, as could be the 

poor performances of the appearance-based approach in 

the presence of strong reflections, light flares, and 

elements hidden by shadows or the resolution’s 

limitations of the geometry-based approach to 

distinguish variations below a certain scale, are balanced 

by the other’s ability to overcome those conditions and 

correctly assess traversability. 

The final cost map is verified to be correctly 

employable in an autonomous navigation system in two 

testing phases: a preliminary step to prove its usability 

for a path planning algorithm and a simulation step in 

which the framework assesses traversability, from the 

data coming from a Unity simulation, demonstrating that 

the rover could be able to safely and autonomously 

navigate in the scene reaching its target. 
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For what concerns possible further improvements two 

are the main proposals which could be considered: 

 

 A mixed synthetic-real-world dataset could 

be employed in the training of the networks 

to obtain the same performance level 

reached with only synthetic data. This 

would possibly overcome the limitation in 

the development of similar systems 

represented by the unavailability of large 

real-world datasets presenting all the 

needed metadata and open to a possible 

physical implementation of the framework. 

 A dedicated multitask learning model could 

be created to handle simultaneously 

semantic segmentation and roughness 

classification. This kind of models is proven 

to present improved data efficiency, 

reduced overfitting through shared 

representations, and fast learning by 

leveraging auxiliary information.  
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