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Abstract: In image processing, the maximum entropy principle is generally recognized as having a relevant 

role in the initial part of image elaboration. The first step of processing in fact, sees the entropy used to 

determine the segmentation of the image, that is, used to determine objects and background in it. Different 

entropy formulations are available to this purpose, but the most prominent in recent publications is that of the 

Tsallis non-extensive entropy. Here, we survey some main methods that are using this entropy and the related 

literature, in particular that reporting the researches concerning medical image processing. 
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1. Introduction 

Aiming to formulate a generalization of classical 

statistics which could be suitable for non-extensive 

thermodynamics, Constantino Tsallis postulated in 

1988 a new expression of the entropic function [1]. 

Inspired by some multifractals concepts, Tsallis 

proposed an entropy that depends on a dimensionless 

parameter such as the scaling functions of universal 

multifractals are depending on a multifractality index 

[1-3]. This parameter is usually indicated by q; in the 

limit 1q , Tsallis entropy is recovering the 

expression of Boltzmann-Gibbs-Shannon entropy. 

 

Today, we have that a strongly increasingly number of 

natural and artificial systems, including the social 

systems too, are studied by means of Tsallis entropy 

[4]. To evaluate how its role increased during the years, 

we can easily use a web search engine indexing the 

scholarly literature,  Google Scholar for instance, 

applying it to proper custom ranges. If we make this 

search, we can also appreciate that, in the last five 

years, of all the total researches referring to this 

entropy, most of them are on its use in image 

processing. 

 

Tsallis entropy enters the image processing through the 

image segmentations made by means of the maximum 

entropy principle. Segmentation is the processing task 

that separates the pixels in those pertaining to objects 

and in those pertaining to the background; it is then the 

important first step that helps identifying the image 

components and that allows extracting their features 

[5]. In segmentation, the methods that are using the 

maximum entropy principle are generally privileged, 

because they are considered consistent methods 

allowing the incorporation of extra knowledge about 

the objects represented in the image [6].  

 

Before the end of the last century, several different 

methods existed for image thresholding based on an 

entropy maximization. Some of these methods used the 

gray level histograms, while others used two-

dimensional histograms or co-occurrence matrices, 

involving the Shannon entropy. However, some 

researchers, like authors in [7], started investigating the 

use of the “non-Shannonian” entropies. Since most of 

these entropies have parameters that can influence the 

performance of the algorithms, their use was 

considered quite relevant for further development. 

 

In 2004, the first paper based on Tsallis entropy for 

image thresholding was published [8]. From this first 

publication, the number of researches on image 

processing with Tsallis entropy started growing. Today, 

a large part of segmentation methods is based on this 

entropy, which proved being the best possible choice. 

Here, we survey the methods using it and the related 

literature, from which we can clearly appreciate as 

Tsallis entropy is becoming the corner stone of medical 

and fuzzy image processing. 

 

2. Tsallis entropy and its non-additivity 

Since images are composed of pixels having discrete 

gray levels, our discussion will be made through a 

discrete set of probabilities  ip , with random 
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variable i . Condition on probabilities is:  
i

ip 1 . 

For any real parameter q , Tsallis entropy is defined as: 
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Sometimes, parameter q  appearing in (1) is named the 

“entropic index”; k  is a constant that in the image 

processing is set to 1. In the limit 1q , the 

Boltzmann–Gibbs-Shannon (BGS) entropy is 

recovered. This is the classical entropy used for 

systems having short-range microscopic interactions 

and microscopic memory. Systems obeying BGS 

statistics are extensive systems. 

 

Let us consider a physical system decomposed into two 

independent systems A and B, having joint probability: 

)()(),( BpApBAp  , BGS entropy is 

additive: 

 

     BSASBAS BGSBGSBGS ,    

(2) 

 

In the case Tsallis entropy is evaluated, we have: 

 

         BSASqBSASBAS qqqqq )1(, 

 (3) 

  

In the appendix of Ref.9, the reader can find a detailed 

discussion on this generalized additivity.  Tsallis 

entropy possesses the remarkable property of being 

non-additive, with the modulus |1| q  measuring 

the departure from additivity. In the limit of 1q , 

we have the expected additivity of entropy.  In the case 

1q , the entropy is sub-extensive: 

     BSASBAS qqq , . When 1q , it is 

extensive and when 1q , it becomes super-

extensive:      BSASBAS qqq , . 

 

In fact, Tsallis entropy is linked to the entropy 

proposed by Alfred Rényi, which is defined as [10]: 
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This entropy is additive and the parameter q is used to 

have it more or less sensitive to the shape of probability 

[11]. The link between Tsallis and Rényi entropy is 

given in [1]: 
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Let us assume two independent systems A and B again. 

The Rényi entropy is additive, so that:  

 

     BSASBAS qqq ,   (6) 

 

From (5) and (6), we easily obtain (3). Let us remember 

also that in 1967, Havrda and Charvát defined an 

entropy [12]: 
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This entropy differs from that proposed independently 

by Tsallis for the normalization factor. The Havrda and 

Charvát entropy is normalized to 1, whereas the Tsallis 

entropy is not normalized. As observed in [13], in 

image thresholding, both entropies yield the same result 

and, for this reason, the entropy is also named Tsallis–

Havrda–Charvát entropy.  

 

3. Entropy and image segmentation 

A common process used to segment an image is the 

thresholding, usually classified as bi-level and multi-

level thresholding. In the bi-level thresholding, the 

pixels are separated into two classes, whereas, in the 

multi-level thresholding, the separation is generalized 

to several classes [5]. 

 

In [14], a survey of thresholding is given, which is 

categorizing the methods into some groups based on 

the information the algorithms are manipulating. 

Among them, we find methods based on histograms of 

the gray-level sample or methods based on clustering, 

where the gray-level samples are clustered in two parts 

as background and objects. We have also the entropy-

based methods: Kapur et al. [15] for instance, assumed 

two probability distributions, one for the object and the 

other for the background and maximized the total 

entropy of the partitioned image in order to obtain the 

threshold level. In [8], the authors used a method 

similar to the maximum entropy method [15], but 

applying Tsallis entropy. To the best of our knowledge, 

they were the first researches that used this entropy in 

image processing.  

 

Let us consider an image having k gray levels. A digital 

image of size YX   is a matrix of the form 

|),([ yxf ;,...,2,1 Xx  ],...,2,1 Yy  , 

where ),( yxf  is  the gray value of pixel located at 

point ),( yx . The set of all gray values 

 k,...,2,1,0  usually has 255k . We need a 
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distribution of probabilities, kppp ,,, 21    for the gray 

levels: for it, we can use the  normalized histogram 

totii nnh  ;  in  is the number of pixels with gray 

value i  and totn  is the number of all pixels in the 

image (in Figure 1, an example of histogram).  

 

 
Figure 1 - The image shows lena.jpg (royalty free image) in gray tones. On the right, we can see its 

histogram, obtained using GIMP (GNU Image Manipulation Program).  

 

Let us assume a bi-level threshold t for the gray levels. In [8], two classes had been introduced, A and B, and their 

probability distributions: 
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The Tsallis entropies, one for each distribution, are given by: 
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The total entropy is: 
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When this entropy, which is a function of threshold t, is 

maximized, the corresponding gray level t is considered 

the optimum threshold value [8]. Of course, this 

threshold is depending on q parameter. An example of 

thresholding is given in Figure 2 on lena.jpg. In the 

same image, we can see also the Tsallis entropy as a 

function of the chosen threshold. Since the final result 

depends on q, this parameter can be used as an 

adjustable value and can play an important role as a 

tuning parameter [8]. 

 

 
Figure 2 - Effect of a thresholding, obtained by maximizing Tsallis entropy. Pixels having a gray tone larger than 

the threshold become white; pixels having a lower value become black. Tsallis entropy as a function of threshold is 

also given. The maximum value gives the threshold, in this case, t = 120. Changing parameter q, the threshold is 

different, such as the values of entropy.  
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Rényi entropy based image thresholding [16,17] and 

Tsallis entropy based image thresholding [8] are two 

important approaches to the global threshold selection 

for image segmentation. In fact, they can provide 

equivalent results, that is, the two approaches give the 

same threshold when the same  parameter is chosen. 

 

In computer vision and image processing, the reduction 

of a gray level image to a binary image is often used, 

but we can find also a multi-level thresholding. Let us 

consider again an image having k gray levels, but 

several thresholds mttt ,,, 21  . In this case, (m+1) 

classes must be introduced and the corresponding 

probability distributions. Generalizing Equations 8-10 

(for all details, see please Ref.18), the  Tsallis entropies 

for each distribution and the total entropy are:
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The last term in (12) is 
)1()()2()1()1(  m

q
m

qqq
m SSSSq  . 

 

In [19], the authors proposed a multi-level thresholding 

method based on Tsallis entropy for image 

segmentation. They used an interesting artificial bee 

colony approach to reduce the time of processing. In 

[20], a multi-level thresholding was proposed too, but 

this is combining Tsallis entropy and Particle Swarm 

Optimization (PSO). PSO is a computational method of 

optimization, which use iterative tests to improve a 

candidate solution. The same was made in [21]. 

 

In the Figure 3, an example of multi-level thresholding 

(three levels) using the Tsallis entropy is given. For the 

image, we optimized two thresholds. In the same 

Figure we can see the behavior of entropy: in dark gray 

we have the entropy as a function of threshold 1t  for 

different values of the other threshold; in light gray, we 

have the same for threshold 2t . In the Figure 4, we 

have the comparison of lena.jpg after bi-, three- and 

four-level thresholding. 

 

 
Figure 3 - An example of multi-level thresholding using Tsallis entropy (three levels) on lena.jpg. We can 

see also the behavior of the entropy: in dark gray we have the entropy as a function of threshold 1t , for 

different values of the other threshold; in light gray, we show the same for threshold 2t .  
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Figure 4 -  Bi-level, three-level and four-level thresholding on lena.jpg.   

 

4. Two-dimensional Tsallis entropy 

In the introduction, it had been told that segmentation 

can be obtained also by means of a two-dimensional 

histograms. First of all, let us see what a two-dimension 

histogram is. We have already defined  yxf ,  as the 

gray value of the pixel located at point  yx, . Besides 

this function we can use the average gray value, 

 yxg , , of the pixel’s neighborhood too. The function 

is obtained calculating the integer part of the arithmetic 

mean of nine gray tones, which are the tone of the 

given pixel and the tones of its eight nearest 

neighboring pixels. The gray value of the pixel, 

 yxf , , and the average of its neighborhood, 

 yxg , , are used to build a two-dimensional 

histogram. The probability is given by the normalized 

histogram   totij nnjih , , where ijn  is the 

number of pixels with gray value i and average gray 

value j, and totn  is the number of pixels in the image.  

 

Again, we need distinguishing object and background. 

The threshold is obtained through a vector ),( st  where 

t, for ),( yxf , represents the threshold of the gray 

level of the pixel and s, for ),( yxg , represents the 

threshold of the average gray level of the pixels 

neighborhood. In this manner, we find a histogram 

creating a surface that will have two peaks and one 

valley [13]. The object and background correspond to 

the peaks and can be separated by selecting the proper 

vector ),( st  that maximizes a suitable criterion 

function ),( stU . Using vector ),( st , the domain of 

the histogram is divided into four quadrants: 

],0[],0[ st  , ],1[],0[ kst  , ],0[],1[ skt    

and  ],1[],1[ kskt  . Two of the quadrants  

contain information about edges and noise alone, and 

therefore they are ignored in the calculation [13]. The 

quadrants which contain the object and the background 

are considered to have independent distributions. Their 

probability values must be normalized in order to have 

a total probability equal to 1. The normalization is 

accomplished by using a posteriori class probabilities:  
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If the contribution of the quadrants which contains edges and noise is assumed negligible, we can  approximate 

   stHstH ,1, 24  . Distributions and entropies are: 

 















),(

),(
,,

),(

)1,2(
,

),(

),1(
,,

),(

)1,1(
:

),(

),(
,,

),(

)0,1(
,

),(

),0(
,,

),(

)0,0(
:

4444

2222

stP

kkh

stP

sth

stP

kth

stP

sth
B

stP

sth

stP

h

stP

sh

stP

h
A





     

 (14) 

 

Entropies and total entropy are: 
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This entropy is a function of thresholds t and s; it is 

also known as the two-dimensional, or 2D, Tsallis 

entropy [22]. In the reference, the effectiveness of the 

approach was demonstrated by using examples from 

the real-world and synthetic images, concluding from 

the experimental results, that the method gets better 

results when using the Tsallis entropy rather than the 

Shannon entropy. 

 

5. Automated segmentation and edge detection  

The segmentation methods we have previously 

discussed reveal, as shown by the experimental results 

proposed in literature, a larger efficiency when used 

with Tsallis entropy. Therefore, not surprisingly, this 

entropy has become fundamental for automated 

segmentation and tracking. This is an important task, 

for instance, for monitoring the motion of cells in 

culture, in particular of hematopoietic stem cells 

(HSCs), which proliferate and differentiate to different 

blood cell types during their life [23]. For such a 

monitoring, reliable automatic methods are requested, 

because, if undertaken manually, researchers are 

compelled to visually perform the analysis, observing 

cell movements and cell shape changes for hours and 

hours [23].

  

 
 

Figure 5 - A three-level thresholding on a light 

microscope image (Courtesy Wikipedia) of 

blood cells. The color image is converted in 

gray tones. The final image on the right is given 

after using Tsallis entropy. Note that levels 

correspond to different types of cells and 

background. The processing is made with q = 

0.5. 

 

 

In the Figure 5, we can see an example of a three-level 

thresholding based on Tsallis entropy applied to an 

image of blood cells. Here, we have the occasion of 

showing the role of parameter q. Its right choice 

becomes fundamental for detecting the blood cells, for 

instance. We can appreciate this fact observing the 

following experiment on the same image of Figure 5. If 

we change parameter q in the range [0,1], we see the 

visibility of red cells disappearing when q is greater 

than 0.66 (Figure 6). 

 

 
Figure 6 -  The three-level thresholding is depending on parameter q. In this example we can see that when q 

> 0.66, the visibility of red cells disappears. 
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The simple example here proposed puts in evidence 

that we need, in the segmentation of an image, the 

proper choice of q. In [24], the authors proposed an 

automated method for determining q parameter, 

employing a fuzzy image segmentation technique. The 

combination of Tsallis entropy and fuzzy approach 

improved the result of segmentation, reducing the error 

in the classification of objects. 

 

Image segmentation can also be based on edge 

detection, a pre-processing step particularly required in 

medical image segmentation. Many edge-detection 

methods have been proposed in the past years, such as 

Canny, Sobel and Prewitt algorithms. As stressed in 

[25], these methods belong to the category of high pass 

filtering; for such a reason, they do not fit for the edge 

detection of some images coming from real 

applications, such as the medical images which are 

containing shadows and noise. After studying all 

traditional methods of edge detection, authors in [25] 

found an algorithm for noisy medical images based on 

both Tsallis and Shannon entropy combined together.  

 

6. Entropy in medical image segmentation 

The methods that we have shown in the previous 

section, bi- and multi-level thresholding and two-

dimensional histogram, are the most used in applying 

Tsallis entropy. These methods have assumed, in the 

last decade, a relevant role in the most dynamic branch 

of image processing, that of the medical image 

processing [26]. 

 

The medical image processing is based, among several 

other methods, on clustering the presence of unwanted 

lesions or regions in a noisy background and in 

highlights the edges of poorly illuminated images. This 

is fundamental to define the edges of different regions. 

As a starting point of analysis, a segmentation is often 

used; in [27], automatic segmentations, based on pulse-

coupled neural network (PCNN) for medical images 

have been proposed (actually, a feature extraction 

method via PCNN and Tsallis entropy was first 

proposed in Ref.28 for face recognition). In Ref.27, the 

processing was made without selecting the PCNN 

parameters because the best result was determined by 

means of the Tsallis entropy. Let us remark that pulse-

coupled networks are models which are proposed for 

their high-performance biomimetic image processing 

[27,28].  

 

The most recent papers using the Tsallis entropy in 

medical image processing are ranging from 

thresholding to the problem of image registration, as 

we can see for instance from the references [29-33]. 

Image registration is a process of transforming different 

sets of data into the same coordinate system. Actually, 

it is a hot topic because this process is very important 

for comparing different medical analyses, but, at the 

same time, it is a very difficult task that needs to be 

simplified and optimized. In [32], an algorithm for 

image registration, combining the particle swam 

optimization (PSO) technique and the sequential 

quadratic programming (SQP) method had been 

proposed.  

 

Among the works using Tsallis entropy in medical 

imaging, let us also highlight those that are studying 

one of the most challenging problem this research field 

is facing: the detection of microcalcification clusters 

for early breast cancer diagnosis. In [33], Tsallis 

entropy is used, associated to a fuzzy technique for the 

optimal determination of  parameter q. The authors 

tested this approach on various images; their results 

demonstrate that the method based on Tsallis entropy 

outperforms the two-dimensional non-fuzzy approach 

and conventional Shannon entropy partition approach 

[33]. In [34], the Tsallis entropy is involved with 

wavelets transform too, for detecting 

microcalcification. 

 

7. Facial expression recognition 

For what concerns the general role of Tsallis entropy in 

pattern recognition, Ref.35 compared the effectiveness 

of the Tsallis entropy over the classic BGS entropy, for 

a general pattern recognition, and proposes a multi-q 

approach  to improve the pattern analysis. Experiments 

in [35] show that, for pattern classification, the Tsallis 

entropy using the proposed multi-q approach has great 

advantages over the BGS entropy, boosting image 

recognition rates by a factor of 3. This happens because 

the Tsallis entropy for different q (the multi-q 

approach) encodes much more information from a 

given probability distribution than the BGS entropy. 

 

In the huge field of pattern recognition we find also 

several researches on the facial expression recognition. 

A facial  expression  is  a  manifestation  on our faces 

of affective states and  cognitive  activities, but also of 

our intentions and  personalities. Of course, it plays a 

fundamental role  in  interpersonal  non-verbal 

communication. Facial expressions, such as  other  

gestures,  can be analyzed by computers with software 

created for their automatic recognition. This is a 

software  addressing the  problem of detecting and 

categorizing  static and dynamic  features of  facial 

deformations  or  of facial pigmentation [36]. In the 

abovementioned Ref.28, we can find the first attempt of 

exploring the potential of Tsallis entropy in handling 

the face recognition problem. Experiments made by the 

authors demonstrated that the use of this entropy and of 

PCNN can improve the classification rate. Since PCNN 

does not need pre-training, the calculation time are also 

reduced.  

 

As explained in [37], facial expression recognition can 

be based on some sets of features extracted from the 

face images, such as the texture features and global 

appearance features [37]. It is in finding the first set of 
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the two, that of texture features, that the Tsallis entropy 

can be used [37], in a method using local binary 

patterns (LPBs). A survey of LBPs is given in [38]. 

 

8. Fuzzy Tsallis entropy 

Fuzzy set theory is an extension of conventional set 

theory, which is dealing with the concept of partial 

truth [39]. It was proposed by Lotfi Zadeh in 1965 [40], 

aiming to model ambiguity and uncertainty in complex 

systems. In recent years, the use of fuzzy logic has been 

extended to image processing [41,42],  producing the 

fuzzy image processing. As in the usual processing, its 

application requires object recognition and scene 

analysis, where the fuzzy approach can the one able to  

solve the difficulties  due to inherent ambiguity and 

vagueness of  image data [39]. 

 

The image data are transformed from the gray-level 

plane to the membership plane [39]. In this manner, a 

classical thresholding technique can, using the image 

fuzziness, produce a new thresholding technique. In 

[43], for instance, thresholding is obtained combining 

Tsallis entropy and fuzzy c-partition. The image to be 

segmented is firstly transformed into fuzzy domains 

using membership function. Then, the fuzzy Tsallis 

entropies are defined and the threshold is selected by 

finding a proper parameter combination of the 

membership function, which is maximizing the total 

fuzzy Tsallis entropy.  

 

9. Conclusions  

In the first part of the paper, we made a survey of three 

fundamental methods for using Tsallis entropy in 

image segmentation, proposing some examples too. For 

illustrating the methods, several references had been 

used; here, let us just mention [8], the first that used 

Tsallis entropy for the image bi-level thresholding. The 

following studies demonstrated that, in several cases, 

this entropy is the best we can use for determining the 

optimal threshold values by means of which an image 

can be segmented. In fact, as we have seen from a 

survey of literature, this entropy is so successful that it 

is becoming the keystone of a large part of methods 

used in medical image processing and fuzzy image 

processing. 
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