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Emerging applications in the field of finite-frequency mesoscopic physics require accurate modeling tools for the evaluation of carrier-transport dynamics, modulation bandwidth, and frequency conversion effects in nanodevices. With foundations in advanced concepts of many-body and quantum field theories, the nonequilibrium Green’s function technique is widely adopted in the calculation of steady-state carrier-transport properties of nanostructures, while the evaluation of the frequency response is so far largely unexplored by genuine quantum models. Guided by the connection with drift-diffusion solvers within a local description of carrier-phonon scattering, we propose an accurate, yet computationally efficient nonequilibrium Green’s function model of dissipative carrier transport to study the small-signal properties of semiconductor nanostructures. From the numerical evaluation of steady-state Green’s functions and their functional derivatives, we compute spectrally resolved observables expressed in terms of familiar microscopic quantities germane to the drift-diffusion framework, the most prevalent tool in semiclassical device simulation. Besides drastically improving the convergence properties, the exact Jacobian, complemented with the contribution of the displacement current, gives access to the small-signal admittance. Current-conserving boundary conditions suitable for small-signal analysis provide the correct physical behavior near the contacts. Numerical examples show the accuracy and flexibility of the proposed model.
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I. INTRODUCTION

Modeling the frequency response of quantum systems is essential to design nanostructured materials for future high-speed (opto)electronic applications. While most theoretical and experimental studies of quantum transport in semiconductor nanostructures have been focused on static electrical characteristics, emerging applications require physical insight in the high-frequency dynamical properties. For example, type-II superlattice (T2SL) photodetectors are usually designed to optimize steady-state figures of merit, such as quantum efficiency and detectivity, but recent innovations in the areas of free-space optical communication and frequency-comb spectroscopy impose additional requirements in terms of bandwidth [1,2]. A similar argument can be made for GaN-based visible LEDs, whose popularity in solid-state lighting applications has laid the foundation for their application as light sources for high-speed visible light communication, a cutting-edge alternative to traditional wireless systems [3].

Encompassing different transport regimes such as miniband propagation, sequential tunneling and Wannier-Stark hopping [4,5], the sophisticated physics of carrier transport in T2SL photodetectors calls for a rigorous treatment of quantum effects in the calculation of steady-state and small-signal characteristics. Perhaps, the most representative evidence of the limitations of (quantum corrected) drift-diffusion models is a long-standing discussion concerning the loss mechanisms in visible LEDs, which has been living by the antinomies of “droop theories,” diverse and often antithetic explanations for the decline of the internal quantum efficiency at high current densities [6,7]. Among genuine quantum approaches, the nonequilibrium Green’s function (NEGF) formalism is the most versatile and powerful. With foundations in advanced concepts of many-body and quantum field theories, NEGF has found wide-spread application in the modeling of advanced (opto)electronic nanodevices [8–10]. NEGF approaches are generally considered more suited to steady-state carrier transport rather than transient and frequency responses, since, in the presence of time-dependent fields, the translational time invariance is broken, and the resulting complex two-times dependence of the Green’s functions increases the complexity of the problem compared to more common methods, such as density matrix and Wigner-function techniques [11,12].

Recent advances enabled by the generalized Kadanoff-Baym ansatz [13] have significantly increased
the time scales accessible to time-domain NEGF simulations, but computational requirements imposed by numerical stability constraints and “memory effects,” i.e., the functional dependence on the full history of Green’s functions, still make time propagation impractical at gigahertz frequencies.

Frequency-domain analysis seems more appropriate to capture the response of quantum nanodevices at subterahertz frequencies, but the development of ac NEGF models has been hampered by difficulties arising from the two-times structure of the NEGF formalism. Switching from time coordinates to the energy representation requires a double-time Fourier transform [14], as the ac field generates sidebands in Green’s functions at integer multiples of the driving frequency, leading to surprising effects in semiconductor superlattices, such as photon-assisted tunneling, dynamical localization (miniband collapse by radiation), and absolute negative conductance (i.e., negative current for positive bias) [4,15]. Following Ref. [16], a Floquet-Green’s function approach for periodic Hamiltonians was developed to study frequency-conversion effects induced by the lasing field in quantum cascade lasers [17,18]. If the linear response to small-signal modulations is sought, the computational effort can be eased, as higher-order terms of the Floquet series can be neglected [19–22].

Another difficulty in the development of ac NEGF models is the treatment of the displacement current. Current partition schemes were initially proposed to ensure the conservation of the total current (particle plus displacement) and gauge invariance, i.e., the currents of a multiprobe system should not change if all bias voltages are shifted by a constant amount [23]. Later studies showed that both conditions are verified when long-range Coulomb interactions are included on the Hartree level by means of the self-consistent solution of the Poisson equation [24,25].

A current-conserving NEGF theory of ac quantum transport based on the full dynamic solution of Maxwell’s equations was presented in Ref. [26] to study radiated fields and crosstalk in high-frequency circuits.

Recently, we proposed a NEGF approach based on the Büttiker-probe formalism to provide a simplified description of dissipative carrier transport in nanodevices, with intraband scattering (carrier-phonon interactions) modeled with local self-energies, and interband transitions (radiative and nonradiative recombination processes) included by means of generation-recombination rates [27]. A Newton-Raphson scheme based on the numerical evaluation of functional derivatives drastically improves the convergence of steady-state calculations, but also provides the foundation for the small-signal analysis. In this work, guided by the connection with drift-diffusion (DD) models, we linearize the dissipative NEGF model presented in Ref. [27] to compute the frequency response of semiconductor nanostructures. We address the problem of charge imbalance near the contacts by developing boundary conditions (BCs) suitable for small-signal analysis, ensuring that the current flux at contact-device boundaries is divergenceless. For brevity, we present the model for unipolar carrier transport, but the extension to the bipolar case is straightforward. With numerical simulations of a resistive n-i-n structure and a resonant tunneling diode (RTD), we show that the proposed NEGF model provides a rigorous and intuitive description of quantum transport in steady-state and small-signal conditions, by means of spectrally resolved single-particle properties (local density of states and spectral currents) expressed in terms of microscopic quantities (quasi-Fermi-levels and electrostatic potential) commonly used in semiclassical device simulations.

II. THEORY

The quantum kinetic version of the drift-diffusion model reads [28]

\[ \nabla \cdot [\varepsilon(r_1)\nabla \phi(1)] = e[n(1) - N_D(r_1)] \]  
\[ \frac{\partial n(1)}{\partial t_1} - \frac{1}{e} \nabla \cdot J_n(1) + U_n(1) = 0, \]

with \(1 \equiv (r_1, t_1)\) and

\[ n(1) = -i\hbar G^{-}(1, 1) \]  
\[ \nabla \cdot J_n(1) = -e \lim_{\nu \rightarrow 1} [H(r_1) - H(r_{1'}))]G^{-}(1, 1') \]  
\[ U_n(1) = \int d2 \left[ \Sigma^R(1, 2)G^{-}(2, 1) + \Sigma^{-}(1, 2)G^A(2, 1) \right. \]
\[ \left. - G^R(1, 2)\Sigma^-(2, 1) - G^{-}(1, 2)\Sigma^A(2, 1) \right], \]

where \(e\) is the electron charge, \(\phi\) is the (Hartree) electrostatic potential, \(n\) is the electron density, \(J_n\) is the (particle) current density, \(N_D\) is the donor doping density, \(\varepsilon\) is the dielectric constant, \(H\) is the Hamiltonian of the noninteracting system, and \(G^\nu\) are the Keldysh components of Green’s function. The self-energy \(\Sigma\) encodes intraband scattering processes (interactions with phonons), interband transitions (radiative and nonradiative recombination processes), and the coupling to the contacts. Similar expressions exist for holes in terms of the greater Green’s function \(G^{-}\). Assuming a single-band effective-mass Hamiltonian for one-dimensional layered systems

\[ H(k, z) = -\frac{\hbar^2}{2m^*_n} \frac{\partial^2}{\partial z^2} - e\phi(z) + \Delta E_C(z) + \frac{\hbar^2 k^2}{2m^*_n}, \]

where \(z\) is the symmetry-broken coordinate, \(k\) is the norm of the in-plane wave vector, \(m^*_n\) is electron effective mass,
and }\Delta E_C\text{ is the conduction-band offset (nonzero only in heterostructures), we find in steady-state conditions}
\[
\frac{\partial}{\partial z}\left[\varepsilon(z)\frac{\partial}{\partial z}\phi(z)\right] = e[n(z) - N_D(z)]
\] (4a)

\[
\frac{1}{e}\frac{\partial}{\partial z} J_n(z) + U_n(z) = 0
\] (4b)

with
\[
n(z) = -i\sigma \int \frac{dE}{2\pi} G^<\left(z, z, E\right)
\] (5a)

\[
\frac{\partial}{\partial z} J_n(z) = -\sigma e \lim_{z'\to z} \int \frac{dE}{2\pi \hbar} [H(z) - H(z')]G^<\left(z, z', E\right)
\] (6)

\[
U_n(z) = \sigma \int \frac{dE}{2\pi \hbar} \int dE' \left[\Sigma^R(z, z', E)G^<\left(z', z, E\right)
+ \Sigma^<\left(z, z', E\right)G^R(z, z', E)
- G^R(z, z', E)\Sigma^<\left(z, z', E\right)
- G^<\left(z, z', E\right)\Sigma^R(z, z', E)\right],
\] (5c)

where }\sigma = 2\text{ accounts for spin degeneracy. The transverse wave number }k\text{ is omitted in the arguments of Keldysh field components since we assume }\left(O = G, \Sigma\right)\text{ [29]}

\[
O^{R,A}(k, z, z'; E) = O^{R,A}(z, z'; E - E_k),
\] (6)

and integration over transverse wave vectors is understood. In a multiband context, the scattering component of }U_n\text{ is zero if the energy integration is taken over both valence and conduction bands, assuming that the self-energies are computed within a current-conserving scheme such as the self-consistent Born approximation (SCBA). If the integration is restricted to one of the bands, one finds the (net) recombination rate [28]. In the present single-band framework, interband transitions can be included by means of semiclassical generation and recombination rates [27,30]. In the following, we restrict our attention to unipolar carrier transport, so the only contribution that survives in Eq. (5c) is the one associated to the boundary self-energy expressing the openness of the system.

The retarded and lesser Green’s functions are given by the self-consistent solution of the Dyson and Keldysh equations
\[
G^R(z, z', E) = G^R_0(z, z', E) + \int dz_1 \int dz_2 G^R_0(z, z_1, E) \times \Sigma^R(z_1, z_2, E)G^R(z_2, z', E)
\] (7a)

\[
G^<\left(z, z', E\right) = \int dz_1 \int dz_2 G^R(z, z_1, E) \times \Sigma^<\left(z_1, z_2, E\right)G^A(z_2, z', E),
\] (7b)

where }G^A\text{ is Green’s function of the noninteracting system. The retarded Green’s function provides the local density of states (LDOS) while the lesser Green’s function describes how the states are occupied and determines the relevant one-particle properties. Finite-element (FE) approaches for the numerical discretization of Eq. (7) are generally more accurate than finite-difference (FD) schemes, especially near the contacts and in the presence of doping discontinuities [31]. However, for clearness, we employ a FD scheme for the discretization of the model equations, as the use of nonorthogonal FE basis functions would lead to lengthy expressions of the Jacobian matrix elements. We also assume a constant effective mass and a uniform mesh with spacing }\Delta\text{ (a simple matrix transformation allows the use of nonuniform meshes in FD schemes preserving the symmetries of Green’s functions [32]). The FD version of Eq. (7) is}
\[
G^R(E) = \left[E1 - H - \Sigma^R(E)\right]^{-1}
\] (8a)

\[
G^<\left(E\right) = G^R\left(E\right)\Sigma^<\left(E\right)G^A\left(E\right),
\] (8b)

where }G^A = (G^R)^\dagger, }1\text{ is the identity matrix, and }H\text{ is the (tridiagonal) Hamiltonian matrix (subscript }i\text{ denotes nodal quantities)}
\[
H_{ii} = h^2/(m^*_i\Delta^2) - e\phi_i + \Delta E_{C,i}
\]

\[
H_{i\pm 1} = -h^2/(2m^*_i\Delta^2).
\] (9)

A. Interaction self-energies

The computational burden of NEGF models is mainly related to the nonlocal nature of the relevant scattering processes and/or to the difficulty in achieving self-consistency between self-energies and Green’s functions in the presence of strong localization effects [33]. In particular, the coupling of the Dyson and Keldysh equations makes any retarded self-energy associated with an inelastic-scattering mechanism dependent on both retarded and lesser Green’s functions [34]. Originally introduced as a phenomenological scattering model—equivalent to the relaxation time approximation in the semiclassical Boltzmann transport equation—the formalism based on Büttiker probes was extended to provide a rigorous description of carrier-phonon scattering within the SCBA, decoupling the calculation of retarded self-energies from lesser Green’s functions [29,35]. Following Ref. [35] and neglecting renormalization effects, we model deformation potential scattering assisted by acoustic and optical phonons with the following (local) self-energies compatible with
the frequency response may be controlled by the contacts rather than by the device under study. Assuming in the left contact a constant and local self-energy equal to $\Sigma^R_{BP,11}$, the recursive relation for the boundary self-energy gives $(\hbar = E1 - H)$ [41]

$$\Sigma^R_L(E) = \frac{h_{11} - \Sigma^R_{BP,11} + \sqrt{(h_{11} - \Sigma^R_{BP,11})^2 - 4h_{12}^2}}{2}$$

(13)

$$\Sigma^R_i(E) = iF_0(E, \mu) \Gamma_L(E).$$

(14)

Similar expressions hold for the boundary self-energy $\Sigma^R_R$ at the right contact. The choice of the sign in Eq. (13) is determined by the requirement $\Im \{ \Sigma_{L,R} \} < 0$ for a casual Green’s function.

C. Equilibrium

At equilibrium, the continuity equation is satisfied by the fluctuation-dissipation theorem, and we are left with the nonlinear Poisson equation defined by the functional

$$F_{\phi,j} = \sum_j P_{ij} \phi_j^{(eq)} + \frac{\sigma}{\Delta} \int \frac{dE}{2\pi} F_0(E, \mu) A_{ij}(E) - N_{Di,j} = 0,$$

(15)

where $A_{ii} = i (G^R_{ii} - G^A_{ii})$ are the diagonal elements of the spectral function (i.e., the LDOS), $\mu = \mu_{L,R} = 0$, and $P$ is the tridiagonal stiffness matrix

$$P_{ii} = (\epsilon_{i-1} + 2 \epsilon_i + \epsilon_{i+1})/\Delta^2,$$

$$P_{i\pm 1} = -(\epsilon_i + \epsilon_{i\pm 1})/\Delta^2.$$

(16)

Implicit in Eq. (15) are zero-field BCs, which let the potential float to ensure global charge neutrality, and define the built-in potential across the device. If the homogeneous device region close to the boundaries is large enough, the condition of vanishing electric fields entails the local charge neutrality [34]. Gummel algorithms for the minimization of Eq. (15) may take thousands of iterations to converge, if at all. Prediction-correction schemes provide improved, but less-than-quadratic convergence, and, crucially, they are not suited for small-signal analysis [22]. Therefore, we propose a Newton-Raphson scheme based on the numerical evaluation of functional derivatives [27]. Since the Jacobian of Eq. (15) is a subset of the full Jacobian employed in steady-state calculations, we refer to the next section for details.
D. Steady-state analysis

In steady-state conditions, the model Eq. (4) reads in residual form

\[ F_{\phi,j} = \sum_i P_{ij} \phi_j + \frac{-i \sigma}{\Delta} \int \frac{dE}{2\pi} G_{ij}^< (E) - N_{D,j} = 0 \]  
(17a)

\[ F_{\mu,n,j} = \frac{\sigma}{\Delta} \int \frac{dE}{2\pi \hbar} 2\Im \{ H G_{ij}^\ast (E) \}_{ij} + U_{n,j} = 0. \]  
(17b)

As discussed earlier, \( U_n \) represents the recombination rate due to interband transitions connecting conduction and valence bands, but it also includes charge injection and extraction at the contacts. Choosing the right contact as the reference terminal, we ensure that the applied voltage \( V \) drops entirely across the device, by imposing Dirichlet boundary conditions at the contacts. This choice of the reference terminal is convenient to add two additional equations to enable mixed-mode device and circuit simulations [48]. Assuming that the device is driven by a real voltage source, we have

\[ F_V = V + R_s I - V_{bias} = 0 \]  
(21)

\[ F_I = I - e \Delta U_L = 0, \]  
(22)

where \( R_s \) is the generator series resistance, \( V_{bias} \) is the generator short-circuit voltage, and \( I \) is the current entering the left contact. If the device is driven by a current source, the circuit Eq. (21) should be replaced with

\[ F_{V} = I + G_p V - I_{bias}, \]  
(23)

where \( G_p \) is the generator parallel conductance and \( I_{bias} \) is the generator open-circuit current. The simple functional dependence of Green’s functions and self-energies on the unknowns

\[ x = ([\phi], [\mu_n], \mu_L, \mu_R, V, I)^T \]  
(24)

allows closed-form expressions for the Jacobian matrix elements.

As an example, we report the derivatives of Eq. (17) with respect to the electrostatic potential. Using the chain derivation rule and the derivative of the inverse matrix, we find (for brevity, we omit the parametric dependence on \( E \))

\[ \frac{\partial G^R}{\partial \phi_j} = G^R \frac{\partial (H + \Sigma_R)}{\partial \phi_j} G^R \]  
(25a)

\[ \frac{\partial G^<}{\partial \phi_j} = \frac{\partial G^R}{\partial \phi_j} \Sigma^c G^4 + G^R \frac{\partial \Sigma^c}{\partial \phi_j} G^4 + G^R \Sigma^c \frac{\partial G^4}{\partial \phi_j}, \]  
(25b)

which delivers

\[ \frac{\partial F_{\phi,j}}{\partial \phi_j} = P_{ij} - \frac{i \sigma}{\Delta} \int \frac{dE}{2\pi} \left[ G_{ij}^R \frac{\partial \Sigma^c}{\partial \phi_j} G^4 \right] \text{Re} \]  
(26a)

These recombination terms are not included in Büttiker-probe models, the “incomplete” continuity equations at the boundary nodes simply provided the terminal currents. Contacts with adjusted Fermi levels were originally introduced in quantum transport calculations with scattering states [44]. Alternative, but phenomenologically equivalent, current-conserving approaches have been proposed in the context of quantum and semiclassical device simulation, e.g., displaced or shifted distributions along the longitudinal momentum [34,45,46], or velocity-weighted distributions [47]. We favor equilibrium distributions with adjusted Fermi levels, since they are compatible with the fluctuation-dissipation expression (14).
\[
\frac{\partial F_{n,i}}{\partial \phi_j} = \frac{\sigma}{\Delta} \int \frac{dE}{2\pi \hbar} 2\Re e \left\{ H \left[ G^R \frac{\partial \Sigma^R}{\partial \phi_j} G^A + G^R \frac{\partial \Sigma^R}{\partial \phi_j} G^A \right] \right\} + \frac{\partial U_{n,i}}{\partial \phi_j},
\]

(26b)

where we use the symmetry properties of Green’s functions.

The derivatives of the scattering self-energies depend on the derivatives of the diagonal elements of the retarded Green’s function, e.g.,

\[
\frac{\partial \Sigma_{\text{aco},i,i}}{\partial \phi_j} = \frac{D_{\text{aco}}}{\rho m v_j^2 a_{\text{lat}}} N_{2D,i} \langle m \frac{\partial G^R_{\text{aco}}}{\partial \phi_j} \rangle
\]

(27a)

\[
\frac{\partial \Sigma_{\text{aco},i,i}}{\partial \phi_j} = \frac{1}{i} \frac{\partial \Gamma_{\text{aco},i,i}}{\partial \phi_j} F_0(E, \mu_{n,i}),
\]

(27b)

which can be expressed again in terms of Hamiltonian and self-energy derivatives, see Eq. (25a).

So, the evaluation of the Jacobian requires the calculation of the diagonal elements of products of the type \( G_1 \left( \frac{\partial X}{\partial \phi_j} \right) G_2 \), where \( X \) is the Hamiltonian or a self-energy matrix and \( G_{1,2} \) are Green’s functions. Since all self-energies are local in space and the electrostatic potential appears only in the diagonal of \( H \), we find

\[
\left[ G_1 \left( \frac{\partial X}{\partial \phi_j} \right) G_2 \right]_{ii} = \left[ (G_1 \circ G_2) X' \right]_{ij},
\]

(28)

where \( \circ \) is the Hadamard or elementwise product, and \( X' \) is a matrix whose columns are the diagonals of \( \frac{\partial X}{\partial \phi_j} \). Having computed the Jacobian matrix, the Newton-Raphson update \( \delta x \) can be computed by solving the linear system

\[
\sum_{\beta} \frac{\partial F_{\alpha}}{\partial x_{\beta}} \delta x_{\beta} = -F_{\alpha}.
\]

(29)

In total, Eq. (29) includes \( 2N + 4 \) equations in \( 2N + 2 \) physical unknowns and two circuit unknowns.

### E. Small-signal analysis

Small-signal analysis means finding the relationship between small sinusoidal terminal currents and voltages superimposed upon an established steady-state working point [49]. Here “small” means in the limit of infinitesimal amplitude, so that no harmonic generation occurs within the device. For periodically driven systems, Green’s functions and self-energies can be expanded in Floquet series

\[
O'(t) = \sum_i \int \frac{dE}{2\pi \hbar} O_i^r(E)e^{-i(E-E')/\hbar}e^{-ikt}. \quad (30)
\]

Restricting the Floquet series to first-order harmonics, i.e., assuming

\[
O'(E) = O^r(E) + O^{\text{inst}}(E)e^{ikt}, \quad (31)
\]

where \( O^r \) is a steady-state solution and \( O^{\text{inst}} \) is a small-signal perturbation, one finds in the linear response limit \( (E = E - \hbar \omega) \)[14,18]

\[
\tilde{G}^R(E) = G^R(E)[\tilde{H} + \tilde{\Sigma}^R(E)]G^R(E) \quad (32a)
\]

\[
\tilde{G}^<(E) = \tilde{G}^R(E)\Sigma^<(E)G^A(E) + G^R(E)\tilde{\Sigma}^<(E)G^A(E) + G^R(E)G^A(\tilde{E}). \quad (32b)
\]

At subterahertz frequencies, say, at 100 GHz, the energy corresponding to the ac driving frequency would be approximately 0.4 meV, which in most cases is less than the scattering-induced broadening (in all the calculations presented in this work, fully scattered Green’s functions have been computed with an energy resolution of 5 meV). Therefore, we neglect photon emission and absorption processes by replacing \( \tilde{E} \) with \( E \) in the arguments of Green’s functions and self-energies. Then, Eq. (32) corresponds to Eq. (25), and the small-signal version of Eq. (29) can be symbolically written as

\[
\sum_{\beta} \left( \frac{\partial F_{\alpha}}{\partial x_{\beta}} + \frac{\partial D_{\alpha}(\omega)}{\partial x_{\beta}} \right) \tilde{x}_{\beta} = b_{\alpha}, \quad (33)
\]

where \( b_{\alpha} \) includes the ac voltage drive, and the frequency-dependent matrix \( D \) accounts for the displacement current in the continuity Eq. (17b)

\[
D_{\mu,i}(\omega) = \frac{i \omega}{\Delta} \int \frac{dE}{2\pi} \tilde{G}^R_{\mu,i}(E), \quad (34)
\]

and in the current equation (22)

\[
D_{I}(\omega) = i \omega (P_{11} \phi_1 + P_{12} \phi_2). \quad (35)
\]

The algorithm for the calculation of the small-signal admittance at a given steady-state solution can be summarized as follows.

1. Start with an initial guess from a steady-state solution at a previous voltage; if not available, use the ballistic solution at equilibrium. Let \( x_n \) be the array of the unknowns at the \( n \)th Newton iteration. By “solution” we mean the
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array $x$ of the unknowns and the diagonals of $G^R$ at all energy points. A uniform energy grid is assumed (the present approach is compatible with self-adaptive energy discretization techniques [51]).

2. For a given energy $E$, evaluate the retarded scattering self-energies $\Sigma^R_{BP}$ using the previously calculated retarded Green’s functions. Extend the values of $\Sigma^R_{BP}$ at device-contact boundaries to the reservoirs and compute the boundary self-energies $\Sigma^R_{PL}$, $\Sigma^R_{RL}$. Then, solve the Dyson Eq. (8a) for $G^R$; save the diagonals of $G^R$ and their derivatives with respect to the unknowns.

3. Go back to step 2 to achieve self-consistency between $G^R$ and $\Sigma^R_{BP}$ (inner loop).

4. For a given energy $E$, solve the Keldysh Eq. (8b) for $G^\lt$. 

5. Compute the scattering self-energy derivatives from Green’s function derivatives saved at step 2. Integrate all functional derivatives over energy, and solve the linearized system (29) to obtain the updated solution $x_{n+1} = x_n + \delta x_n$.

6. Go back to step 2 until $||x_{n+1} - x_n||$ is less than a given tolerance (outer loop).

7. Add the frequency-dependent matrix $D$ to the last computed steady-state Jacobian and solve the small-signal system (33) for $\tilde{x}$. The small-signal admittance is given by $\tilde{I}/\tilde{V}$.

In conventional NEGF implementations, the “inner” loop is employed to achieve self-consistency between Green’s functions and self-energies, while the “outer” loop provides the update of the Hartree potential from the solution of Poisson’s equation. Here, thanks to the decoupling of the Dyson and Keldysh equations, only retarded Green’s
functions are converged in the inner loop, while the electrostatic potential and the quasi-Fermi-levels are updated by means of a Newton-Raphson scheme (outer loop) to meet current conservation requirements.

III. RESULTS

We first illustrate the relevance of current conservation at device-contact boundaries by considering a GaAs $n$-$i$-$n$ resistive structure consisting of a lightly doped ($N_D = 10^{16} \text{ cm}^{-3}$) region of thickness 10 nm embedded between 15-nm-thick heavily doped layers ($N_D = 5 \times 10^{18} \text{ cm}^{-3}$). Figure 1 shows the band diagram computed for a bias voltage of 0.1 V, with the current-conserving BCs (19) and with incoherent injection from the contacts. The red asterisks mark the positions of the adjusted contact Fermi levels that ensure current conservation. No reflections from the contacts can be seen in the electron spectral density. The energy-integrated electron densities computed with different BCs are shown in Fig. 2. The current-conserving BCs (19) provide the expected behavior near the contacts (blue solid line). If we impose $\mu_L = \mu_{n,1}$ and $\mu_R = \mu_{n,N}$, a discontinuity appears in the quasi-Fermi-level near the contacts, which leads, via the Poisson feedback, to electron accumulation or depletion at the device-contact boundaries (red dashed lines). A similar effect is observed with current-conserving BCs if scattering is neglected in the reservoirs (green dotted line). In this case the charge imbalance is already present at equilibrium.

We now consider a typical RTD consisting of a 5-nm In$_{0.53}$Ga$_{0.47}$As quantum well between 1.5-nm-thick AlAs barriers. The intrinsic double-barrier quantum well heterostructure is embedded in lightly doped spacer layers (20 nm, $N_D = 10^{17} \text{ cm}^{-3}$), followed by heavily doped contact layers (20 nm, $N_D = 10^{19} \text{ cm}^{-3}$). Originally investigated to verify the predictions of quantum transport models, RTDs have found application in the fields of high-speed terahertz wireless communications [52], high-resolution imaging [53], and single-photon counting [54]. The current-voltage curve of a RTD is highly nonlinear.
FIG. 7. Real (blue solid lines) and imaginary (red dashed lines) parts of the small-signal impedance versus frequency, computed at a bias voltage of 0.05 V (left panel) and 0.2 V (right panel), in the PDR and NDR regions, respectively. Calculations are performed at $T = 300$ K.

and characterized by a number of resonances, occurring whenever tunneling across a (quasi)bound state of the nanostructure is enabled by energy alignments. In the context of terahertz emitters, the maximum RF power that can be delivered to a load depends on the precise shape of the negative differential resistance (NDR) region. On the other hand, single-photon detectors are usually operated in the positive differential resistance (PDR) region, and the photocurrent depends on the shift of the current-voltage characteristics due to the accumulation of photogenerated holes in the vicinity of the quantum well (phototransistor effect).

Although resonant tunneling is a purely ballistic mechanism, carrier transport is not entirely coherent in a RTD. Figure 3 shows the steady-state $I$-$V$ curve of the RTD, computed with and without scattering mechanisms, at different temperatures. Scattering with phonons leads to a wider resonance and to a less pronounced peak compared to ballistic simulations [55]. As in a superlattice, carrier-phonon scattering reduces the resonant contribution of the current and enhances the nonresonant one by opening additional channels not accessible to ballistic propagation [5]. Carrier-phonon scattering also explains the temperature dependence of the $I$-$V$ characteristics, as the scattering self-energy is proportional to the phonon occupation number. Different temperature behaviors have been reported in the literature of RTDs: in some structures, the NDR completely disappears at high temperatures due to thermionic emission or other thermally activated transport mechanisms such as defect hopping [56,57], but temperature-insensitive $I$-$V$ characteristics have also been reported [58]. In the device under study, the reduction of the peak current for increasing temperature can be almost entirely attributed to carrier-phonon scattering and to the resulting broadening of the resonant states. The ballistic simulations in Fig. 3 indicate that energy alignments and the thermal smearing of the emitter electron distribution play a minor role, while inspection of the spectral current shows that thermionic emission is effectively blocked by the AlAs barriers in the bias range investigated.

Figure 4 shows a typical evolution of the current update during the outer (Newton) loop for different numbers of inner iterations. The inner loop is not strictly necessary, as convergence is ensured by the outer loop, but few inner iterations improve the stability of the algorithm and decrease the computation time. Inspection of the LDOS and the spectral current density reveals that sequential tunneling is the dominant transport mechanism in the NDR region, see Figs. 5 and 6. Indeed, the sharp downshift of the spectral current in the resonance region, see inset, is indicative of relatively intense scattering in the quantum well compared to the leads [59]. The existence of a local equilibrium in the quantum well is revealed by a constant quasi-Fermi-level between the barriers, see Fig. 5. The inclusion of scattering processes is also useful for the accurate determination of the intrinsic cutoff frequency of the RTD, as the electron lifetime in the quantum well depends on the strength of the scattering mechanisms connecting the localized states in the quantum well with the delocalized current-carrying states in the emitter and collector regions. The frequency dependence of the real and imaginary parts of the small-signal impedance in the PDR and NDR regions are reported in Fig. 7. Our results are in qualitative agreement with time-dependent quantum Monte Carlo calculations based on Bohmian trajectories [60], and equivalent circuit models obtained from scattering parameter measurements [61]. The small-signal conductance equals the differential conductance in the low-frequency
limit, while in the high-frequency limit, the capacitance approaches the geometrical capacitance. Conservation of the total current (particle plus displacement) is always satisfied.

IV. CONCLUSION

We present an accurate, yet computationally efficient NEGF model of dissipative carrier transport in nanodevices, with current-conserving and reflectionless contacts. The linearization of the model equations ensures the fast convergence of steady-state calculations and provides information on the small-signal carrier transport properties of nanostructures at subterahertz frequencies. The model can be extended to the bipolar case by means of appropriate generation and recombination rates to describe interband processes, with potential application to advanced optoelectronic devices such as T2SL photodetectors. This work lays the foundation for sensitivity, variability, and noise studies in quantum systems, with microscopic (electrical or geometrical) fluctuations as small perturbations with respect to a steady-state solution [62–64].
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