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Abstract

Background. Freezing of gait (FOG) is one of the most disabling symptoms
of Parkinson’s disease (PD), contributing to poor quality of life and increased
risk of falls. Wearable sensors represent a valuable means for detecting FOG in
the home environment. Moreover, real-time feedback has proven to help reduce
the duration of FOG episodes. This work proposes a robust real-time FOG
detection algorithm, which is easy to implement in stand-alone devices working
in non-supervised conditions. Method. Data from three different data sets
were used in this study, with two employed as independent test sets. Accel-
eration recordings from 118 PD patients and 21 healthy elderly subjects were
collected while they performed simulated daily living activities. A single inertial
sensor was attached to the waist of each subject. More than 17 h of valid data
and a total number of 1110 FOG episodes were analyzed in this study. The
implemented algorithm consisted of a multi-head convolutional neural network,
which exploited different spatial resolutions in the analysis of inertial data. The
architecture and the model parameters were designed to provide optimal per-
formance while reducing computational complexity and testing time. Results.
The developed algorithm demonstrated good to excellent classification perfor-
mance, with more than 50% (30%) of FOG episodes predicted on average 3.1s
(1.3s) before the actual onset in the main (independent) data set. Around 50%
of FOG was detected with an average delay of 0.8s (1.1s) in the main (inde-
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pendent) data set. Moreover, a specificity above 88% (93%) was obtained when
testing the algorithm on the main (independent) test set, while 100% specificity
was obtained on healthy elderly subjects. Conclusions. The algorithm proved
robust, with low computational complexity and processing time, thus paving
the way to a real-time implementation in a stand-alone device that can be used
in non-supervised environments.

Keywords: Parkinson’s disease, freezing of gait, activities of daily living,
wearable sensors, accelerometer, convolutional neural network, deep learning

1. Introduction

Parkinson’s disease (PD) is one of the most common neurodegenerative dis-
orders, affecting more than 1% of individuals over the age of 60 [1]. Cardinal
PD motor signs include rigidity, tremor at rest, bradykinesia (i.e. slowness of
movement), and postural instability [2]. As a result, a reduction in the quality5

of life and an increase in the risk of falls are observed in the PD population [3].
At present, the Movement Disorder Society - Unified Parkinson’s Disease

Rating Scale (MDS-UPDRS) [4] represents the standard clinical scale for assess-
ing motor and non-motor impairments in PD. However, the clinical evaluation
of PD is commonly performed only during pre-scheduled medical visits, and this10

makes it difficult for neurologists to assess short-term variations of the patient’s
disability level and to plan proper therapy adjustments. Moreover, the scale
scores are not always indicative of the patient’s perception of their difficulties
during activities of daily living (ADLs).

In this context, the combination of wearable sensors and machine learning15

(ML) techniques has been successfully employed for the monitoring of several
motor aspects of PD [5]. Wearable sensors are cheap, lightweight, and unobtru-
sive, thus representing a feasible solution for objectively evaluating PD motor
symptoms both in the laboratory and in the home environment [6, 7, 8, 9].
Wearable technology has been employed for assessing bradykinesia [10, 11, 12],20

dyskinesia [13, 14], postural stability [15, 16, 17], and tremor [18]. Moreover,
some studies have implemented ML methods for predicting single MDS-UPDRS
items related to motor symptoms [19] or a set of MDS-UPDRS motor scores [20].

Freezing of gait (FOG) represents one of the most troublesome symptoms
of PD [3, 21], affecting gait in more than 50% of patients [22]. FOG is defined25

as a ”brief, episodic absence or marked reduction of forward progression of the
feet despite having the intention to walk” [21]. It manifests in different forms,
including shuffling steps, trembling legs, or complete akinesia [23]. The duration
of FOG events is variable, with 50% of episodes lasting less than 5 s and 90%
less than 20 s [24]. Some situations are known to represent a possible trigger30

factor of FOG, including turning, gait initiation, managing narrow spaces, and
negotiating obstacles [23]. Moreover, cognitive challenges (e.g. dual tasking)
[25] and emotional stress (e.g. anxiety) [26] may affect the manifestation of this
motor sign. It has been demonstrated that FOG increases the risk of falls and
is an early predictor of shortened survival in PD [27].35
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The clinical assessment of FOG is challenging, due to the sporadic nature
of the symptom, the therapy effectiveness, and the patient’s attention to gait.
Moreover, situations such as medical consultations may inhibit the manifes-
tation of FOG. For these reasons, FOG seldom occurs during a brief medical
examination. Consequently, FOG assessment is mainly based on patients’ di-40

aries and responses to questionnaires, which are highly subjective and not very
reliable sources [28]. The clinical observation of the phenomenon may be im-
proved using triggering factors, such as asking the patient to perform cognitive
or motor dual tasks [29, 30], or suppressing therapy. However, these approaches
are time-consuming and not compatible with everyday clinical practice. Finally,45

specific spatial-temporal gait parameters (e.g. stride time, step amplitude, and
gait variability) degrade progressively as the FOG event is approached, raising
the opportunity to recognize typical pre-FOG periods [31]. These are specific
movement patterns occurring during gait just before FOG episodes. Prediction
and timely detection of FOG may allow the adoption of corrective strategies to50

prevent FOG, such as the administration of external sensory cueing [32].
From these considerations, it is clear that FOG assessment can be improved

using objective data, collected continuously during ADLs [33, 34] using wearable
sensors. In the last 15 years, wearable technology has been widely employed for
the automatic detection of FOG episodes [7]. The employed sensors include55

commercial [35] or prototype inertial measurement units (IMUs) [36], smart-
phones [37, 38], and single accelerometers and/or gyroscopes [6, 39], sometimes
in combination with surface electromyography [40].

This research aims to assess the possibility of implementing a prevention
strategy for FOG occurrence. To this end, an algorithm that can detect FOG60

in real time is proposed. Computational complexity, memory requirement, and
testing time were calculated for assessing the possibility of an on-board imple-
mentation of the proposed solution.

The rest of this paper is organized as follows. Related work is discussed in
Section 2, together with the main contributions of this work. Section 3 describes65

the data used in this study, pre-processing procedures, classification algorithm,
post-processing of the obtained results, and computational complexity analy-
sis. The results are reported in Section 4 and discussed in Section 5. Finally,
conclusions are drawn in Section 6, along with future prospects.

2. Related work70

Automatic FOG detection based on inertial sensors has received increas-
ing attention over the past two decades. Various sensors, sensor configurations,
experimental procedures, and classification algorithms have been proposed, pro-
viding incremental improvements in detection performance. Tri-axial accelerom-
eters have been used alone [41, 42], in combination with tri-axial gyroscopes75

[43, 44, 45], or as part of multi-modal systems that include electromyography
[46] or plantar pressure sensors [47]. The number of inertial sensors varies from
1 [38, 41, 43] to 6 [48], and several sensor locations have been proposed, includ-
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ing the wrist [44], lower back [38], waist [41, 43], thigh [42], shank [45, 46], or a
combination thereof [49].80

Experimental procedures include a wide variety of gait tasks. Some studies
addressed the timed-up-and-go test [30, 46], which includes gait initiation and
turns. In other studies, self-designed protocols included walking [45], along with
turns and stops to elicit FOG [42, 47]. Finally, few studies have included ADL-
like activities besides free-like walking tasks [34, 43]. Regarding sample size,85

most of the published works have enrolled a population ranging from 7 to 12
PD patients [30, 42, 45, 46, 47, 49], with few studies addressing larger samples
of 21 [34, 41, 43] and 38 [38] patients.

A wide variety of FOG detection algorithms have been proposed. Early
approaches were based on the calculation of some indices that characterized90

FOG and the use of a simple threshold to distinguish FOG from other activities
[50, 51]. The freeze index [50] represents the first index of FOG described in the
literature and is evaluated as the ratio of the power in the freezing band (i.e.
3-8 Hz) to that in the locomotion band (i.e. 0-3 Hz).

Subsequent works aimed to improve classification performance by extract-95

ing more features and using ML algorithms such as support vector machine
[34, 38, 31] and k-nearest neighbor [49]. Finally, deep learning (DL) was pro-
posed to detect FOG, outperforming classical ML models [41, 43, 44]. DL al-
gorithms offer the advantage of automatic feature extraction directly from raw
input data, without requiring any feature engineering. This reduces the effort100

devoted to defining hand-created features and avoids user errors. In addition,
DL approaches can automatically identify hidden features, providing a more
in-depth representation of the input data. On the other hand, a large amount
of data is required to use these methods correctly.

Recent studies have exploited the high potential of DL algorithms to per-105

form FOG detection and prediction tasks. In particular, convolutional neu-
ral networks (CNNs) [41, 44, 45], long short-term memory networks (LSTMs)
[43, 47], and deep autoencoders [42] have achieved good to excellent perfor-
mance in FOG detection, with sensitivity ranging from 0.63 [45] to 0.92 [43]
and specificity ranging from 0.75 [34] to 0.98 [45].110

The main limitations of the cited studies include the small cohort of PD
patients, the lack of external data sets, the use of laboratory environments and
supervised experiments, the high computational complexity of the designed clas-
sification algorithms, and/or the unsuitability for real-time implementations.

The present study aims to overcome these limitations by developing a ro-115

bust and lightweight algorithm intended for real-time FOG detection. The main
contributions of this paper are summarized as follows.

Acceleration data from a large number of subjects (118 PD patients and 21
healthy elderly subjects) were included in this study, with more than 1000 FOG
episodes recorded. Analyses were performed on three different data sets, two of120

which were used as independent test sets. This allows us to test the general-
ization ability of the detection algorithm when processing data that include a
wide variety of gait and activity patterns.

Data were collected under unsupervised conditions, during ADL-like activ-
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ities. The availability of labeled activities provided insight into the context in125

which false-positive events were detected.
The detection algorithm can work in real-time. It uses a single time win-

dow, with no pre-processing of the entire signal and no information about past
or future data. Moreover, computational complexity, testing time, memory re-
quirements, and detection latency were carefully estimated.130

Extensive post-processing procedures were performed to provide a compre-
hensive analysis of the effectiveness in detecting FOG and discarding other ac-
tivities.

The effect of the activity threshold on the performance of the detection sys-
tem and the percentage of discarded windows was evaluated. An effective tool135

to exclude data from the classification process would help reduce computational
load and increase battery life.

3. Material and Methods

3.1. Study design

It is well known that a large amount of data is needed to train ML and140

especially DL algorithms and implement a robust classification model. In addi-
tion, PD patients have high inter-subject variability in terms of gait patterns,
symptom severity, and FOG manifestations. Therefore, data sets including a
large number of patients are needed to validate the model. In addition, a large
and varied number of FOG episodes, possibly from multiple subjects, is needed145

to avoid over-fitting. In this work, three data sets comprising a total number of
118 PD patients were used to train, validate, and test the performance of the
model (Section 3.2).

To implement a real-time algorithm, minimal pre-processing is required to
make the calculation as fast as possible. In this work, only the removal of the150

mean value was performed before classification (Section 3.3). In addition, it is
necessary to reduce memory usage and thus use a minimum amount of data for
the testing phase. In particular, by limiting the analysis to only the current
time window of the data being tested and avoiding the processing of previous
windows, significant memory savings are achieved. As for signal segmentation,155

short time window length and slide are preferred to reduce latency in FOG
detection. However, too short time windows may not be able to capture signal
features that can distinguish FOG from other activities. In this study, a 2-second
window with a 0.5-second advance was used (Section 3.3).

As for the classification algorithm, it must be light and fast to reduce mem-160

ory usage and speed up calculation. High sensitivity is needed to capture as
many FOG episodes as possible, but also high specificity to avoid too many
false positives. Finally, latency in FOG detection is a key issue for a real-time
algorithm, so it must be tightly controlled. DL models are a suitable choice, as
they can capture hidden features and exploit a large amount of available data.165

In this work, a CNN with a small number of layers was designed (Section 3.4).
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3.2. Data

This section describes the three data sets used in this study. Detailed in-
formation about the main database is provided in Section 3.2.1. Only binary
class labels (i.e. FOG, not FOG) are available for this data set. Given a large170

number of recorded FOG episodes, it was used for training, validation, and
testing of the classification model. The additional data sets are described in
Sections 3.2.2 and 3.2.3. Both databases have the advantage of including class
labels for different tasks. The former includes a large amount of gait data and
some episodes of FOG. In the second, although no FOG episodes were recorded175

during the data collection procedures, several ADLs were performed during the
experiments. Therefore, the latter data set was included to test the robustness
of the FOG detection algorithm to false positives, which is of paramount im-
portance for a real-life-oriented detection tool. Both data sets were used in this
study as independent test sets. A summary of the characteristics of the three180

data sets is given in Table 1, along with the list of labeled activities.

Table 1: Characteristics of the datasets used in this study.

Dataset REMPARK 6MWT ADL
Subjects (% male) 21 (86%) 38 (75%) 59 (63%)
Signal duration 9.1 h 2.4 h 5.9 h
FOG duration 93 min 5.3 min 0

# FOG episodes 1058 52 0

Labeled
activities

FOG
non-FOG

FOG
gait

stance

gait
stance
sit

sit-to-stand
stand-to-sit

toe tapping (UPDRS item 3.7)
leg agility (UPDRS item 3.8)

retropulsion test (UPDRS item 3.12)

3.2.1. REMPARK Dataset

The dataset [34] includes data from 21 PD patients. Inclusion criteria were a
clinical diagnosis of PD with motor symptoms, a Hoehn and Yahr (H&Y) stage
greater than 2 in the OFF state of therapy, the absence of dementia or visual185

impairment that prevented them from performing required tasks, and a FOG
questionnaire score (FOG-Q) greater than 6. Subjects who required walking as-
sistance (e.g. walking stick, crutch) were included in the study. The experiments
were conducted in the patients’ homes. Data were recorded both under (ON)
and not under (OFF) dopaminergic therapy. In detail, the sample included 18190

males and 3 females, with an age of 69.3 ± 9.7, disease duration of 9 ± 4.8,
H&Y score of 3.1 ± 0.4, FOG-Q of 15.8 ± 4.1, Mini-Mental State Examination
(MMSE) of 27.8 ± 1.9, and MDS-UPDRS part-III total of 16.2 ± 9.7 in ON and
36.3 ± 14.4 in OFF. The tasks performed included walking tasks (e.g. showing
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the house, stand up and go test, and walking outdoors) and some tasks designed195

for false-positive analysis (e.g. brushing teeth, painting/drawing/deleting on a
sheet of paper, and cleaning windows). Acceleration data were recorded with
an IMU attached on the left side of the waist (Figure 1) through an elastic band
and stored locally on the device. The sensor range was set to ± 6g and the
sampling rate to 200Hz, with data subsequently resampled to 40 Hz. During200

the experiments, 9.1 hours of inertial data were recorded, including 93 minutes
of FOG.

Figure 1: Sensor position and axes orientation in the REMPARK dataset. The front, vertical,
and lateral (left) direction corresponds to the x-axis, y-axis, and z-axis of the sensor reference
system, respectively.

3.2.2. 6MWT Dataset

The dataset [33, 30] includes data from 38 patients with PD and 21 con-
trol subjects. The inclusion criteria for the sample of PD patients were a205

clinical diagnosis of PD with motor symptoms (with or without a history of
FOG events) and no major comorbidities or visual/cognitive impairments that
prevented them from performing the required tasks. Subjects who required
assistance in ambulation were included in the study. The experiments were
conducted during pre-scheduled outpatient visits, and all PD participants were210

in a daily ON state, i.e. they had taken their usual dose of medication and a
variable amount of time had elapsed since then. The sample included 28 males
and 10 females, with an age of 70.7 ± 8.2, disease duration of 9 ± 4.8, and
H&Y score of 2.5 ± 0.8. Inclusion criteria for controls were the absence of clin-
ically evident signs of parkinsonism, severe visual impairment, dementia, and215

other significant neurological disorders. Subjects who required walking assis-
tance were included in the study. The control sample included 7 males and 14
females, with an age of 85.6 ± 7.2. Being enrolled in a nursing home, the age of
the control subjects was significantly higher than that of the PD patients, and
this could provide challenging gait patterns in terms of gait speed and turning220

speed. Participants were asked to perform the 6-minute walking test (6MWT),
which consists of walking back and forth along a 10-meter corridor for 6 minutes
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at their preferred pace. Data from a 3-axis accelerometer and 3-axis gyroscope
were recorded with a smartphone mounted on the lower back via an elastic band
(Figure 2). A range of ± 2g and 2000 dps was used for the accelerometer and225

gyroscope, respectively, and a sampling rate of 200 Hz was selected. Inertial
data were stored locally in the smartphone. During the experiments, 2.4 hours
of inertial data were recorded from PD patients, including 97.6 minutes of gait,
17.4 minutes of stance, and 5.3 minutes of FOG. Additional 1.4 hours of data
were recorded from control subjects, including 72 minutes of gait and 4 minutes230

of stance.

Figure 2: Sensor position and axes orientation in the independent datasets (6MWT, ADL).
Vertical, lateral (left), and posterior direction corresponds to the x-axis, y-axis, and z-axis of
the sensor reference system, respectively.

3.2.3. ADL Dataset

The dataset [17] includes data from 59 PD patients. Inclusion criteria were
a clinical diagnosis of PD with motor symptoms, no major comorbidities, or
visual/cognitive impairments that prevented them from performing required235

tasks. Subjects who required walking assistance were included in the study.
All participants with PD were in daily ON condition. The sample included 37
males and 22 females, with an age of 69.2 ± 10.2 years, disease duration of
6.7 ± 5.3 years, and H&Y score of 2.14 ± 0.8. The same sensor configuration
as in the 6MWT dataset was used. Experiments were conducted during pre-240

scheduled medical examinations, and participants were asked by physicians to
perform various tasks, including walking freely, turning with different angular
amplitudes, standing up, sitting down, standing for several seconds, and other
tasks required for MDS-UPDRS assessment. These tasks, performed under
semi-supervised conditions, are quite representative of activities performed in245

the home environment. A total of 5.9 hours of inertial data were recorded during
the experiments, including 32.8 minutes of walking, 40.2 minutes of stance (i.e.
sit, stand), and 13.5 minutes of postural transitions (i.e. stand up, sit down),
while the remaining tasks included items related to the MDS-UPDRS assessment
and unlabeled activities.250
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3.3. Pre-processing

Raw data from the main data set (REMPARK) were segmented using sliding
windows of a fixed length of 2 s. Since the data set is inherently unbalanced
due to the different proportions of FOG and non-FOG instances, a differential
segmentation process was performed to generate the training and validation255

sets. The segmentation procedure, shown in Figure 3, consists of using different
overlaps for FOG and non-FOG data. Specifically, overlaps of 50% (1-second
advance) and 87.5% (0.25-second advance) were used for non-FOG and FOG
data, respectively. Windows that included only non-FOG data were labeled as
non-FOG, windows that included at least 50% FOG were labeled as FOG, and260

the remaining windows were discarded.

Figure 3: Differential segmentation process used for training and validation set generation.
Window size (w) and overlap (o) are different during FOG and other activities.

The result of the segmentation process is shown in Figure 4 (right), in terms
of the proportion of FOG and non-FOG instances. As evident from Figure 4
(left), the use of a fixed-length overlap generates an unbalanced training set,
with 75% non-FOG and 25% FOG instances. In contrast, the implemented265

differential segmentation procedure provided a balanced distribution of non-
FOG and FOG data, 52% and 48%, respectively. As for test set generation,
segmentation was performed using a fixed overlap of 75% (0.5-second advance),
which resembles the real working condition of the FOG detection system (every
0.5 s the algorithm processes the data of the previous 2 s). After segmentation,270

the removal of the mean value was performed on each window separately to
allow the classification model to work properly with centered data.

As for the independent data sets (6MWT, ADL), the axis orientation and
sampling rate were different from those of the main data set. Therefore, the
following procedures were performed to obtain uniform data. First, the data275

were resampled at 40 Hz, under-sampling the original data collected at 200 Hz.
Then, the axis order was adjusted to match that of the main database.

After resampling and reshaping the data, segmentation was performed using
2-second sliding windows with 75% overlap (0.5-second advance), as done for
the main data set test set. Finally, the mean value was removed from each280

window separately.
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Figure 4: Proportion of FOG using standard segmentation (left) and class balancing obtained
using differential segmentation (right).

To prepare the data for subsequent optimization and testing procedures, the
entire REMPARK data set was initially divided into training, validation, and
test sets, including 12, 4, and 5 patients, respectively (about 60% for training,
20% for validation, and the remaining 20% for testing). The subsets were gen-285

erated so that patients in the training and test sets had similar characteristics
in terms of age, duration of symptoms, H&Y, MMSE, and MDS-UPDRS-III,
while PD patients with more severe FOG were assigned to the test set. This is
a conservative situation, which is useful for testing the generalization ability of
the algorithm when data from patients with severe walking problems are input290

into the classification model.
Optimization of the classification model architecture, parameters, and learn-

ing process settings was performed using the training and validation sets. Then,
the resulting optimized model was tested on the test set and further tested on
additional independent data sets.295

3.4. Classification algorithm

CNNs can learn a high level of abstraction and features from large data sets
by applying convolution operations to the input data. In fact, CNNs exploit
three important ideas: sparse interactions, parameter sharing, and equivariant
representations [52]. CNNs are capable of automatically extracting features300

from images and signals and have achieved state-of-the-art results in image
classification, speech recognition, and text analysis. When applied to time series
classification such as human activity recognition, CNNs have some advantages
over other models, including local dependence and scale invariance [53].

The layers included in the proposed CNN architecture are listed and de-305

scribed below.

Convolutional layer (1D-CNN). Given a one-dimensional (1D) signal of length
m, convolutional layers perform the convolution between the signal and
a number nf of filters of size f , sliding with a stride s. The generated

output has dimensions (m−f
s + 1, nf ). Both the f weights and the bias310

term of each filter are learned during the training stage. In this study, nf
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and f were tuned in the range 4–32 and 3–39 respectively, while s was set
to 1.

ReLu activation function. ReLu (rectified linear unit) represents the most
common activation function in CNNs, increasing non-linearity and speed-315

ing up the computation. It is defined in the [0, +∞] interval, and computes
the output as a = max(0, z), where z is the input value.

Pooling layer. It provides a reduction in the size of the representation gen-
erated by the convolutional layer. The main advantages include speeding
up the computation and summarizing the presence of features in patches320

of the feature map. The pooling layer applies a filter of size p with a
stride s to the input data of dimensions (d, nf ), generating an output of

dimensions (d−p+1
s , nf ). While max-pooling outputs the maximum value

of the f values, average-pooling computes the mean of these values. In
this study, both methods were implemented, and the one providing the325

best performance was finally selected. Moreover, p and s were tuned in
the range 2–3.

Flatten layer. It consists in unrolling the multidimensional matrix of dimen-
sions (d, nf ) into a 1D vector of size (1, d · nf ). It provides a mechanism
to adapt the outputs of a CNN layer to dense layers. Each unit of the330

layer represents a neuron, which is then connected to every neuron of the
subsequent dense layer.

Dense layer. It represents the fully connected layer of the network, in which
each neuron is connected to every neuron of the preceding flattened layer.
Given a number of neurons d in the preceding layer and nn in the dense335

layer, the number of parameters required for the computation is d·nn+nn,
where d · nn accounts for the neuron weights and nn for the neuron bias.
Both the nn weights and the bias term of each filter are learned during
the learning stage of the algorithm. In this work, the number of dense
layers was tuned in the range 1–3 and nn in 16–128.340

Softmax layer. It represents the classification layer, in which the final contin-
uous output of each neuron σ(zi) is computed from the input vector z,
as shown in Equation 1. Given a number of classes k, the normalization
term

∑k
j=1 e

zk ensures that all the output values of the function will sum
up to 1, thus representing a valid probability distribution.345

σ(z)i =
ezi∑k
j=1 e

zj
(1)

Moreover, the following regularization methods were used to avoid over-
fitting and improve the generalization capability of the classification algorithm.

Dropout. Dropout regularization consists in randomly removing a given per-
centage of units (1 - dropout rate), thus training the CNN with a smaller
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number of neurons. It reduces over-fitting and increases the generaliza-350

tion capability of the classification model. In this work, dropout was used
after each convolutional layer, with the dropout rate tuned in the range
of 0.2–0.8.

Regularization. Similarly to dropout, regularization aims to reduce the vari-
ance, hence the over-fitting. In this study, L2 regularization was used in355

the softmax layer, updating the general cost function by adding an addi-
tional term λ

2m ·
∑

∥ω∥2, where λ is the regularization term, m the input
dimension and ω represents the weights vector. The effect of L2 is the
reduction of the connection weights. In this work, λ was tuned in the
range 0.1–0.001.360

The simplest CNN architecture includes a convolutional layer followed by a
pooling layer, successive flatten and dense layers, and finally a softmax classi-
fication layer. From this configuration, additional convolutional, pooling, and
dense layers were iteratively added to the architecture. In addition, different
CNN heads were used to achieve different spatial resolutions in the analysis of365

input signals in order to capture useful features from the local to the global
level. For each configuration, a grid search procedure was used to optimize hy-
perparameters (e.g. number of filters and kernel size for convolutional layers;
type, size, and stride for pooling layers; number of neurons for dense layers). Fi-
nally, the dropout rate and regularization parameters were adjusted to optimize370

training-validation performance. The area under the receiver operating char-
acteristic curve (AUC) and memory requirements were monitored during the
validation phase in order to identify the architecture that provides the best per-
formance without significantly increasing the computational load. Specifically,
an increase in AUC of at least 1 percent was required if computational com-375

plexity was increased, while no threshold was set if computational complexity
was reduced.

To enable the learning process of the classification model, some preliminary
settings were adjusted, as reported below.

Learning rate. The learning rate α is one of the most important parameters380

in the learning process, as it controls the size of the learning step at
each iteration as it moves towards the minima of the loss function. The
larger α, the faster the update of the model weights and the learning
process. However, an excessive α can lead to divergence of the solution.
On the other hand, a very small α avoids divergence, but slows down385

the calculation and can lead to convergence to local minima. In this
study, α was adjusted in the range of 0.1–0.0001, observing the training-
validation loss learning curve to ensure proper model training and solution
convergence.

Batch size. Training the model with mini-batches represents a compromise be-390

tween the gradient descent (GD) batch algorithm and the stochastic GD.
In the former approach, all data is passed to the network at once, while

12



in the latter only one element at a time is passed to the network during
the learning process. The first approach makes use of the vectorization of
the input data, but it is very slow, as all input data is needed to perform395

a learning step. The second approach accelerates the movement towards
the minimum loss function but loses the speed provided by vectorization.
The GD mini-batch consists of dividing the input data into m

bs
batches,

where m is the size of the input data and bs is the size of the mini-batch.
Training is then performed using a single batch in each learning phase. In400

this study, the mini-batch size was tuned in the range 64–1024.

Number of epochs. The number of epochs defines the maximum number of
iterations the model undergoes before the training process stops. A small
number of iterations can lead to poor performance, while too many iter-
ations can cause over-fitting of the model. In this study, the maximum405

number of iterations was set in the range of 20–250.

Early stopping. To avoid over-fitting and reduce unnecessary calculations dur-
ing training, early stop conditions were defined in the learning process.
Specifically, training was stopped when a decrease of at least 0.001 in
validation loss was not observed for at least 5 iterations.410

Optimizer. Adam (Adaptive Moment Estimation) [54] optimization was used
in this study for weights and biases of the neural network. It combines
both the Momentum and the RMSprop GD algorithms, thus it is very
effective and commonly used in deep neural network architectures. First,
Momentum GD computes gradients dω at each iteration for the tth mini-415

batch. Then, it computes Vdw = β1Vdω + (1 − β1)dω, with β1 = 0.9.
Finally, weights are updated with ω = ω − αVdω. RMSprop works in a
similar way, computing Sdw = β2Sdω + (1 − β)dω2, and finally updating
weights as in Equation 2, where ϵ is 10−8 and β2 is set to 0.999.

ω = ω − α
dω√

Sdω + ϵ
(2)

Adam first computes V ′
dω = Vdω

1−βt
1
and S′

dω = Sdω

1−βt
2
, and finally updates420

weights ω as in Equation 3, where α is the learning rate.

ω = ω − α
Vdω′√
S

′
dω + ϵ

(3)

Loss function. For the classification task, the categorical cross-entropy loss
function was used in this study. It is defined in Equation 4, where N is
the total number of samples, yi is the ith class label, and ȳi is the ith

prediction.425

E = − 1

N

N∑
i=1

yi · log(ȳi) + (1− yi) · log(1− ȳi) (4)
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The value range and step size used for parameter optimization are shown in
Table 2. While some parameters were optimized using the grid search tuning
process (e.g. number of filters, filter size, pool size, pool step size, and number
of neurons in dense layers), others were adjusted manually to ensure a proper
training process and increase performance. The parameter range and respective430

step size were selected considering both studies focusing on human activity
recognition tasks [55, 56] and works in the literature developing FOG detection
algorithms [41, 43]. However, in some cases, the range was limited to control for
model complexity. In particular, the upper limit for the number of filters, the
number of dense layers, the number of neurons in dense layers, and the number435

of convolutional heads was limited to 32, 3, 128, and 3, respectively.

Table 2: Range of values and steps used for the optimization of the model architecture, model
training, and regularization parameters. Some parameters were tuned using the automatic
grid-search optimization procedure (top), while others were manually adjusted (bottom).

Parameter Range Step
# filters 4-32 4
filter size 3-39 3
pool size 2-3 1
pool stride 2-3 1
# neurons [16, 32, 64, 128] -

# dense layers 1-3 1
# convolutional heads 1-3 1

pool type [average, max] -
dropout rate 0.2-0.8 0.1

regularization term [0.001, 0.01, 0.1] -
learning rate [0.0001, 0.0005, 0.001, 0.005, 0.01, 0.05, 0.1] -
batch size [64, 128, 256, 512, 1024] -

# training epochs 20-250 10

3.5. Performance evaluation metrics

A comprehensive performance evaluation procedure was implemented to
evaluate the classification results of the proposed model. True positives (TP)
are defined by the windows of FOG correctly identified by the model. False440

positives (FP) represent windows of data corresponding to activities other than
FOG identified by the model as FOG. False negatives (FN) correspond to real
FOG windows not recognized by the algorithm. Finally, true negatives (TN)
represent correctly classified non-FOG instances. Figure 5 schematically de-
scribes these metrics.445

Sensitivity/recall (equation 5) assesses how many FOG windows are recog-
nized by the model. Specificity (Equation 6) measures how efficiently non-FOG
samples are discarded. Accuracy (Equation 7) is an overall performance evalua-
tion metric that provides the percentage of correct classification. The geometric
mean of sensitivity and specificity (Equation 8) is useful for evaluating situations450
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Figure 5: Definition of true (TP) and false positives (FP) and true (TN) and false negatives
(FN). In the first (second) segment, both prediction and label indicate non-FOG (FOG), thus
it represents TN (TP). In the third segment, the label indicates FOG while the prediction
is non-FOG, thus it represents an FN. Finally, in the last segment, the prediction indicates
FOG while the label is non-FOG, thus it is an FP.

in which one measure is much smaller than the other. The F score (Equation
9) is calculated as the harmonic mean between sensitivity and precision, with
precision calculated as in Equation 10. In the case of unbalanced data sets,
F-score is preferred to accuracy as the global correct classification metric. In
addition, the receiver operating characteristic (ROC) curve was calculated for455

each data set. Finally, the AUC and equal error rate (EER) were computed.
The former measures the ability of a classifier to distinguish between classes and
is used as a summary of the ROC curve. The second corresponds to the error
observed at the point on the ROC curve where sensitivity equals specificity.

sensitivity =
TP

TP + FN
(5)

460

specificity =
TN

TN + FP
(6)

accuracy =
TP + TN

TP + TN + FP + FN
(7)

geometric−mean =
√
sensitivity · specificity (8)

F − score =
2 · sensitivity · precision
sensitivity + precision

(9)

precision =
TP

TP + FP
(10)

3.6. Post-processing465

To provide further details on the prediction performance of the classification
algorithm, some post-processing procedures were performed using predictions
and class labels. As for the REMPARK data set, only one binary class label was
available, equal to 1 or 0 in the case of FOG or non-FOG instances, respectively.
As for the other data sets, several class labels were available, including gait and470

stance for both the 6MWT and ADL datasets, with the latter also including
labels for sitting, standing, and some MDS-UPDRS-related tasks.
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The following measures were calculated for all data sets. First, the per-
centage of FOG episodes detected was calculated as the number of actual FOG
episodes in which at least one data window was classified as FOG. The percent-475

age of FOG windows detected within each episode is a complementary measure
to the percentage of FOG episodes detected. It was calculated as the percentage
of true FOG windows classified as FOG by the algorithm in each episode (Fig-
ure 6 B). As for FPs, their number, duration (Figure 6 D), and distance of false
FOG episodes from true FOG (Figure 6 C) were computed for the data sets in480

which FOG data were available. Finally, the FOG detection latency represents
the temporal resolution in the detection of FOG episodes. It was computed as
the difference between the onset of the actual FOG episode and the onset of the
detected FOG episode (Figure 6 A). This measure is expressed in seconds and
can be negative or positive, depending on the prediction or delay in the detec-485

tion of the FOG episode. Regarding the data sets for which the activity label
was provided, further analysis was performed to evaluate FPs. Specifically, the
number of false FOG episodes detected was counted for each activity. This is
important to assess which activities are most misclassified by the algorithm.

Figure 6: Schematic of the measures computed for post-processing analysis. A: prediction
time; B: amount of FOG detected in the episode; C: distance between false FOG episode and
the nearest real FOG episode; D: duration of false FOG episode.

3.7. Computational complexity490

The test time was computed for different input data sizes. It was calculated
separately for the pre-processing stages (i.e. reshaping of data and removal of
the mean) and for the classification stage. In addition, to test the feasibility of
implementing the algorithm in a stand-alone device, memory requirements for
storing the input data and classification model parameters were computed. For495

further analysis of computational complexity, the calculation of floating-point
operations (FLOPs) was performed on the CNN model.

Finally, to provide an estimate of battery consumption, the computational
complexity and processing time of the proposed algorithm were compared with
those of the detection model currently incorporated in the commercial STAT-500

ON monitoring device [57].
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3.8. Activity threshold

The FOG detection algorithm is designed to process and classify each indi-
vidual time window. However, this is not the most energy-efficient solution for
real-life data analysis. Instead, a simple threshold-based method could be used505

to distinguish between periods of activity and inactivity. Thus, the designed al-
gorithm is run only during periods of activity. In this way, a percentage of FPs
(recorded in this study during inactivity periods) can be avoided. In addition,
the power consumption of the processing tool would be significantly reduced be-
cause the inactivity data is processed using a simple threshold approach instead510

of a DL algorithm. For this purpose, the magnitude M of the 3D acceleration
signal for each window j was calculated according to the equation 11, where
αx, αy, and αz represent the acceleration signal along each axis and the sum
is performed for each sample i of each window of length w. Then, both the
performance and the percentage of discarded windows were calculated on the515

validation set of the REMPARK data set. The threshold was selected so as to
discard the data windows without degrading the performance of the algorithm.
Finally, the effect of the magnitude threshold was evaluated separately on the
REMPARK test set and the 6MWT and ADL data sets.

Mj =

√√√√ w∑
i=1

(αx
2
i + αy

2
i + αz

2
i ) (11)

The experiments were performed on a computer with a 2.3 GHz processor, 8520

GB RAM and 4 GB GPU. Pre-processing and post-processing were performed
with MATLAB (version R2020a), while training, optimization, and testing of
the classification model were performed in Python (version 3.6), using the Keras
(version 2.4), keras-flops (version 0.1.2) and TensorFlow (version 2.3) libraries.

4. Results525

4.1. CNN architecture and parameters

The optimization process aimed at finding the best CNN architecture, model
parameters, and learning settings led to the following results. A batch size of
256, a learning rate of 0.001 and a maximum number of iterations of 120 epochs
were selected for the training, optimization, and testing procedures. The final530

CNN architecture that provided the best results is schematized in Figure 7. It
consists of a three-headed CNN block connected to dense classification layers.

Each head consists of two convolutional layers and two max-pooling lay-
ers. Each of these heads simultaneously processes the input (80 time-steps ×
3 channels) using kernels of different sizes. The outputs of the CNN heads are535

flattened and concatenated to compose a vector feeding a single dense layer (16
units and a dropout rate of 0.5) and a final output layer with two outputs corre-
sponding to the probability of FOG or no-FOG, respectively. The convolutional
layers have 16 filters and ReLU activations each, with different kernel sizes in
each CNN head. Specifically, kernel sizes of 6 and 3 were selected in the two540
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Figure 7: Architecture of the optimized multi-head convolutional neural network model.

convolutional layers of the first head, 12 and 6 in the second head, and 18 and
9 in the third head. The stride was set to 1 in all convolutional layers without
padding to gradually reduce the size of the input signal. In addition, a pool size
of 3 and a dropout rate of 0.5 were used for all convolutional layers, and the
regularization term was set to 0.1 in the softmax layer.545

The layers and parameters of the model are given in Table 3, along with
the characteristics and output shape of each layer. The implemented model
includes a total number of 10834 trainable parameters, 6432 of which come
from the convolutional layers and 4402 from the densely connected layers.

4.2. Performance550

The training, validation, and testing sets of the REMPARK data set were
arranged as in Table 4. As can be seen, participants’ age, duration of symp-
toms, disease progression (as measured by H&Y score) and motor impairment
(as measured by MDS-UPDRS-III total score) are similar among the subsets.
Participants included in the test set have a slightly higher FOG-Q score than555

those included in the training set, and the difference is more evident when com-
pared with the validation set.

Table 5 reports the performance of the model on the training, validation, and
test set of the main data set. The performance of the model is similar across
the three sets, with negligible reduction when moving from the training to the560

test set. This demonstrates the high generalization ability of the classification
algorithm, which provides good results even on the test set, which includes data
from completely unknown patients.

Regarding the true FOG episodes detected in the REMPARK data set, the
algorithm correctly identified 100% of the episodes, with an average percentage565

of 84.8% of FOG detected in each episode. Specifically, the average percentage
of FOG detected in each episode was 76.4%, 87.5%, and 90.2% in FOG episodes
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Table 3: Multi-head convolutional neural network layers, features, and parameters. n : number
of filters; k : kernel size; d : dropout rate; p : pool size.

Layer Features Shape # param.
Input - (80,3) 0

H
ea
d
1

conv n = 16, k = 6 (75,16) 304
dropout d = 0.5 (75,16) 0
pool p = 3, s = 3 (25,16) 0
conv n = 16, k = 3 (23,16) 784

dropout d = 0.5 (23,16) 0
pool p = 3, s = 3 (7,16) 0
flatten - 112 0

H
ea
d
2

conv n = 16, k = 12 (69,16) 592
dropout d = 0.5 (69,16) 0
pool p = 3, s = 3 (23,16) 0
conv n = 16, k = 6 (18,16) 1552

dropout d = 0.5 (18,16) 0
pool p = 3, s = 3 (6,16) 0
flatten - 96 0

H
ea
d
3

conv n = 16, k = 18 (63,16) 880
dropout d = 0.5 (63,16) 0
pool p = 3, s = 3 (21,16) 0
conv n = 16, k = 9 (13,16) 2320

dropout d = 0.5 (13,16) 0
pool p = 3, s = 3 (4,16) 0
flatten - 64 0
merge - 272 0
dense - 16 4368

dropout d = 0.5 16 0
softmax - 2 34
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Table 4: Demographic and clinical features of PD patients include in training, validation, and
test set. H&Y : Hoehn and Yahr score; MMSE : mini-mental state examination; FOG-Q :
freezing of gait questionnaire; UPDRS : unified Parkinson’s disease rating scale; ON : under
dopaminergic therapy; OFF : not under dopaminergic therapy.

Set (# subjects) Train (12) Val (4) Test (5)
Patients ID 1–6,8,11,18–21 9,10,12,14 7,13,15–17
Age (years) 69.5 66.5 72.2

Symptoms duration (years) 11.0 15.5 12.6
H&Y 3.1 2.8 3.2
MMSE 27.9 27.5 27.4
FOG-Q 15.1 11.8 18.6

UPDRS-III ON 18.5 13.0 16.0
UPDRS-III OFF 36.3 37.5 33.6

Table 5: Performance of the implemented classification model on training, validation, and test
set of the main dataset. EER : equal error rate; AUC : area under the curve.

Set Train Validation Test
Sensitivity 0.884 0.879 0.877
Specificity 0.885 0.880 0.883

Geometric mean 0.885 0.880 0.880
F-score 0.886 0.838 0.830
EER (%) 11.5 11.9 11.9

AUC 0.955 0.947 0.946

of 0-5 s, 5-10 s, and >10 s duration, respectively (Table 6). Similar results were
obtained for the 6MWT data set when considering episodes of more than 5 s
duration, while a reduction in the detection rate was observed for FOG episodes570

of less than 5 s duration.

Table 6: Percentage of FOG episodes detected.

Dataset
FOG episodes detection rate (%)
0-5s 5-10s >10s

REMPARK 100 100 100
6MWT 87 100 100

The duration of FPs was found to be 2.7 ± 1.5 s, with 37.7%, 61.1%, and
83.0% of false episodes less than 5 s, 10 s, and 20 s distant from the nearest
real FOG, respectively. This suggests that the false FOG episodes are relatively
short and distributed close to the real FOG.575

Regarding temporal resolution in FOG detection, 52.3% of FOG episodes
were predicted before actual onset, with an average advance of 3.1 s (SD = 2.6
s, min = 0.5 s, max = 11 s), while 47.7% of FOG episodes were detected with
an average delay of 0.8 s (SD = 0.6 s, min = 0.5 s, max = 3 s).

Testing the classification algorithm on the 6MWT external data set yielded580
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a sensitivity of 0.796, specificity of 0.933, geometric mean of 0.862, accuracy of
0.929, and AUC of 0.953. Figure 8 shows the ROC curve of the implemented
classification model, tested on the main (REMPARK) and external (6MWT)
data set.

The ROC curves are similar, with slightly better performance in the external585

data set. This may be due to the different composition of the two data sets.
Specifically, while the REMPARK data set includes data from patients ON and
OFF therapy performing free walking activities, in the 6MWT data set the
participants were in the daily ON condition and performed a simple 6MWT.
However, even considering these differences, no reduction in performance is590

observed when testing the classification algorithm on a different data set, with
data collected from different patients, under different conditions, and using a
different sensor setting.

Figure 8: Receiver operating characteristics of the classification model tested on the main and
the external dataset.

As for the true FOG episodes detected, 91.2% of the episodes were correctly
identified by the algorithm, with an average percentage of 68.7% of FOG de-595

tected in each episode. More specifically, 87%, 100%, and 100% of the episodes
of duration 0-5 s, 5–10 s, and >10 s were identified by the system on the 6MWT
data set, with an average percentage of 67.8%, 68.8%, and 74.5% of FOG de-
tected in each episode (Table 6).

The duration of false FOG episodes was found to be 2.5 ± 1.1 s, with 14.6%,600

23.7%, and 33.9% of false episodes being less than 5 s, 10 s, and 20 s distant
from the closest true FOG episode, respectively.

With regard to temporal resolution in FOG detection, 32.5% of FOG episodes
were predicted before actual onset, with an average advance of 1.3 s (SD = 0.8
s, min = 0.5 s, max = 3.5 s), while 50% of FOG episodes were detected with605

an average delay of 1.1 s (SD = 0.7 s, min = 0.5 s, max = 3 s). The remaining
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17.5% of FOG episodes were detected with a delay of more than 3 s. Analysing
the activities corresponding to the false FOG episodes, 6.7% of gait and 1.4%
of stance were classified as FOG. Testing the model on control subjects from
the 6MWT data set, a specificity of 1 was obtained, demonstrating an excellent610

performance in rejecting false positives from elderly subjects without PD.
A specificity of 0.977 was obtained by testing the model on the external

ADL data set, which does not include true FOG episodes. The analysis of the
activities corresponding to the false FOG episodes resulted in 4.7% of gait, 0.9%
of stance, 3.4% of postural transitions (e.g. standing up and sitting down), 21%615

of the pull test, and 6.8% of the foot tapping task being classified as FOG,
while the rest of the FPs were recorded during unlabelled activities. However,
it is worth noting that some activities (e.g. pull test and foot tapping) are only
performed during the MDS-UPDRS assessment and do not represent common
ADLs.620

4.3. Computational complexity

Figure 9 shows the testing time required by the model for different input data
dimensions. In particular, 43 ms are required to test a single window, which
represents the actual working condition for real-time applications. Furthermore,
11 ms and 65 ms are required to classify 1000 (8.4 minutes of data) and 10000625

windows (1.4 hours of data), respectively. Considering a FOG detection system
receiving raw acceleration data from a single inertial sensor, the time required
for the pre-processing steps must be taken into account.

Figure 9: Testing time for different input dimensions.

Indeed, before moving on to the classification phase, it is necessary to per-
form the removal of the mean and properly reshape the resulting data for input630

to the classification model. However, the pre-processing time was negligible
compared to the classification time, with 0.07 ms required for removing the
mean and 0.003 ms for reshaping the data. Finally, the total memory required
by the model was found to be 54.94 KB, with a single data window (i.e. 80
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samples; Fs = 40 Hz) accounting for 44.10 KB, while the CNN parameters re-635

quired only 10.84 KB. The proposed model presents a total of 0.399 M FLOPs
to perform a prediction on a single (2-second long) window. This result is com-
parable with the evaluation of related DL methods such as that proposed in [43]
(0.337 M FLOPs), and significantly lower than those proposed in [44] (3.14 M
FLOPs) and [41] (4.76 M FLOPs).640

The battery used in the STAT-ON device is a lithium-polymer battery with
a capacity of 1200 mAh and an autonomy of 7 days when working continuously
for 8 hours [57]. The sensor has an average consumption of 4.1 ± 4.2 mA under
current conditions, taking into account that the Bluetooth process consumes
the most. Under normal conditions, the Bluetooth system does not activate645

and the consumption drops to about 3.7 mA. Currently, the total time spent by
the microprocessor for calculation between samples is 0.279 ms (25 ms available
between samples) and the processor needs 9.7 ms per window to calculate the
outcome of the window plus 12.47 ms to write the information to the flash
memory. Since the current algorithm needs 0.399 M FLOPS per window (2650

seconds) and the processor executes about 210 Dhrystones Mega instructions
per second (MIPS), the time needed in the current processor would be about 1.9
ms more in a 2-second period. Therefore, the change in battery life is practically
insignificant and corresponds to a 0.095% increase in the extra running time the
battery needs.655

4.4. Activity threshold

Figure 10 shows the performance of the developed FOG detection algorithm,
in terms of sensitivity and specificity, and the ratio of windows discarded by
increasing the threshold on the magnitude vector. The analyses were performed
on the validation set.660

Figure 10: The effect of the activity threshold tuning on the performance of the detection
algorithm and on the ratio of discarded windows.

As can be seen, for threshold values below 0.4, performance does not change
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significantly (-0.2% sensitivity and +0.4% specificity), while the rejection ratio
increases from 0 to 0.287. The further increase of the threshold value up to 1
g leads to a progressive improvement in specificity (from 0.884 to 0.941) and
rejection ratio (from 0.287 to 0.580), with a clear reduction in sensitivity (from665

0.877 to 0.560). Table 7 shows the performance of the algorithm and the re-
jection ratio in the absence of the activity threshold and for values of 0.4 and
0.7. Increasing the threshold from 0.4 to 0.7 results in a -10.8% reduction in
sensitivity and a +2.6% increase in specificity, and +11.8% increase in the rate
of discarded windows.670

Table 7: The effect of different activity thresholds on the performance of the detection algo-
rithm and on the ratio of discarded windows.

Activity threshold Sensitivity Specificity Discard rate
0 0.879 0.880 0
0.4 0.877 0.884 0.287
0.7 0.769 0.910 0.405

The effect of the activity threshold on the REMPARK test set and the
two independent data sets is shown in Table 8. In general, the effect of the
activity threshold is a gradual reduction in sensitivity and a slight improvement
in specificity, as expected. This effect is more evident in the REMPARK data
set than in the external data sets. Specifically, setting the threshold value to 0.4675

g results in a -3.1% reduction in sensitivity and a +2.5% increase in specificity
in the REMPARK data set, while performance is unaffected in the two external
data sets. On the other hand, 27% and 20% of the data were discarded prior to
classification in the REMPARK and 6MWT data sets respectively, whereas up
to 63.2% of the windows were discarded in the ADL data set.680

Table 8: The effect of the activity threshold on the main test set and on the two independent
datasets.

Dataset Performance
Activity threshold
0 0.4 0.7

REMPARK
sensitivity 0.877 0.846 0.801
specificity 0.883 0.908 0.911
discard rate 0 0.270 0.376

6MWT
sensitivity 0.796 0.796 0.744
specificity 0.933 0.934 0.938
discard rate 0 0.201 0.227

ADL
specificity 0.977 0.978 0.981
discard rate 0 0.632 0.692

5. Discussion

In this study, a robust, lightweight, real-time freezing of gait detection algo-
rithm is proposed. The main data set, comprising more than one thousand FOG

24



episodes, was used to optimise, validate, and test the developed multi-head con-
volutional neural network. Performance was stable between the different sets,685

demonstrating the good generalisation capability of the detection algorithm.
When the model was tested on the external 6MWT data set, a reduction in
sensitivity and an improvement in specificity was observed. This may be due to
the different clinical characteristics and therapeutic conditions of the patients
in the two data sets, with the main corpus including subjects with impaired gait690

and more severe FOG manifestations. Furthermore, the results should be inter-
preted considering that the main and independent corpus data were recorded
using a different device placed in a different location (on the left side of the
waist and lower back, respectively). By testing the model on the external ADL
data set, comprising 59 PD patients performing different activities, a very high695

specificity was obtained, with few false positives recorded during common ADLs.
Furthermore, the false FOG episodes were short and located close to the actual
FOG episodes, suggesting a degraded walking pattern before and/or after FOG.
Finally, unit specificity was achieved when testing the algorithm on elderly con-
trol subjects, demonstrating a high ability to reject false positives from elderly700

subjects without PD.
Regarding the FOG detection rate, 52.3% (32.5%) of FOG episodes were

predicted 3.1 s (1.3 s) before their actual onset and 47.7% (50.0%) detected
after 0.8 s (1.1 s), in the main (independent) test set. In a previous study [30],
we focused on the detection and prediction of FOG using wearable sensors and705

machine learning techniques. The results suggested that although a robust clas-
sifier can be developed for FOG detection, a clear reduction in performance was
observed when a FOG prediction system was implemented. A similar reduction
in performance was observed in [47]. Furthermore, in both studies, data were
recorded in the laboratory during predefined walking tasks. Data recorded in710

home environments under unsupervised conditions pose an even greater chal-
lenge for FOG prediction. However, in this study we demonstrated that the
implementation of an algorithm for early FOG detection offers the opportunity
to predict up to 50% of FOG episodes before their actual occurrence.

As far as computational complexity and test time are concerned, the mini-715

mal pre-processing, together with a memory requirement of less than 55 KB and
a test time of 43 ms, make the algorithm suitable for real-time implementation
in a stand-alone device.

Finally, the analysis performed on the activity threshold showed that it is
possible to reduce the computational load of the detection algorithm without a720

significant decrease in performance.
In Table 9, the data, methods, and results of the proposed study are com-

pared with those of recent research works using wearable inertial sensors and DL
methods for FOG detection. As can be seen, most of the studies used inertial
sensors on the back and ankles. In a cohort of 7 PD patients wearing a total725

of 6 inertial sensors, these positions were found to provide the best results [48].
The same study found that these locations represented the best sensor positions
according to a sample of 16 PD patients.

The present study included the largest population of PD patients and is
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Table 9: Comparison between the present study and recent works. ADL : activities of daily
living; acc : accelerometer; FFT : fast Fourier transform; gyro : gyroscope; CNN : convo-
lutional neural network; LSTM : long short-term memory; GM : geometric mean; LOSO :
leave-one-subject-out.

Study Data Sensor Input Algorithm Performance

[41]

21 PD
1058 FOG episodes

ADLs
acc
waist

FFT
3.2s window

CNN-LSTM
5 layers

sensitivity 0.871
specificity 0.871

GM 0.871
(LOSO)

[42]

10 PD
237 FOG episodes
walking, turning

acc
thigh

raw data
2s window

CNN Autoencoder
8 layers

sensitivity 0.909
specificity 0.670

GM 0.780
(LOSO)

[43]

21 PD
1058 FOG episodes

ADLs
acc+gyro
waist

FFT
3.2s window

CNN
6 layers

sensitivity 0.919
specificity 0.895

GM 0.907
(hold-out)

[44]

11 PD
184 FOG episodes

walking, turning, stops
acc+gyro
wrist

raw data
3s window

CNN
3 layers

sensitivity 0.830
specificity 0.880

GM 0.855
(LOSO)

[45]

7 PD
154 FOG episodes
walking, turning

acc+gyro
ankles

raw data
2s window

CNN + MLP
6 layers

sensitivity 0.630
specificity 0.986

GM 0.788
(LOSO)

Proposed

118 PD
1110 FOG episodes

ADLs
acc

lower back
raw data
2s window

CNN
3 layers

sensitivity 0.877
specificity 0.883

GM 0.880
(hold-out)

the only study using independent data sets to validate the detection algorithm.730

In [42, 45], 2-second windows were obtained from the raw inertial recordings
and this is an advantage for real-time implementation of classification mod-
els. However, the performance obtained is lower (geometric mean 0.780 and
0.788, respectively) despite the use of complex architectures (8 and 6 layers,
respectively). Furthermore, in [45], data were recorded by two inertial sensors735

(including an accelerometer and a gyroscope) on both ankles. Finally, [44] used
a simple architecture (i.e. a 3-layer CNN) and obtained a geometric mean of
0.855. However, accelerometer and gyroscope data were used for the analysis
and 3-second windows were used for segmentation.

In [41, 43], the same data set as in the main corpus of this study was used for740

the analysis. The developed DL models demonstrated very good performance,
achieving a geometric mean of 0.871 and 0.907, respectively. However, both
of these studies used a larger window, calculated the fast Fourier transform
(FFT) of the inertial signals, and used the FFT of four windows as input for
the classification algorithm. Finally, complex DL architectures (five and six745

layers, respectively) were designed.
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In addition to the studies using wearable inertial sensors reported in Table
9, in [47] plantar pressure data of 11 PD patients were recorded, 7 of which
experienced a total number of 362 FOG events. A two-layer LSTM was imple-
mented and optimized, which provided a sensitivity of 0.821 and specificity of750

0.895 in LOSO validation, with 95% of FOG episodes detected correctly.
In summary, the proposed lightweight CNN architecture achieved state-of-

the-art performance in FOG detection, slightly superior to [41] and second only
to [43]. However, the present work has some limitations.

First, the REMPARK data set included most of the recorded FOG episodes,755

but the activity label was not available. On the other hand, the ADL data set
included several annotations of the activities performed, but no FOG episodes
were recorded. A large data set including a large number of patients and FOG
episodes, as well as careful annotation of the most informative activities (e.g.
gait, standing, sitting, and postural transitions) is needed.760

Furthermore, raw input data were used in this study to limit the compu-
tational load and reduce processing time. However, this may not be the best
performing solution. New implementations of time-frequency transforms can
improve performance without significantly increasing the computational load.

Finally, although the computational complexity, memory requirements, and765

test time have been calculated in the present work, the developed detection al-
gorithm has not yet been incorporated into a stand-alone device for real-time
use in home environments.

6. Conclusion and future work

In this study, a lightweight and minimally invasive yet efficient solution for770

real-time FOG detection was proposed using a single inertial sensor. The ex-
periments included a large number of PD patients and three different data sets
with different experimental procedures and sensor settings. The implemented
FOG detection algorithm demonstrated good to excellent performance, with a
high detection rate, high specificity obtained during ADLs, low detection la-775

tency, good prediction capability, low memory requirements, and very short
test times. The developed multi-head convolutional neural network showed a
superior predictive capability compared to single-head CNN approaches, even
considering the use of only one inertial sensor. The use of different spatial reso-
lutions seems to be effective in detecting the local and global characteristics of780

FOG signals, thus enabling improved prediction performance without increas-
ing the complexity of the classification model. The test procedure performed
on the two external data sets provided useful insights into both the generaliza-
tion capability of the detection algorithm and the context of the false positives
recorded. The results suggested that the developed model is robust in reject-785

ing common ADLs (e.g. gait, stance, and postural transitions). Furthermore,
the activity threshold method developed in this study reduced the computa-
tional load without significantly impacting system performance. Therefore, the
designed solution could be implemented in a stand-alone device and used to
provide real-time feedback to trigger some sort of cueing system. However, the790
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developed algorithm has not been tested in a stand-alone device for unsuper-
vised real-time monitoring. Battery consumption should be carefully evaluated
in future studies and possible countermeasures could be considered to further
reduce the computational load of the detection algorithm.
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sis of correlation between an accelerometer-based algorithm for detecting
parkinsonian gait and UPDRS subscales, Frontiers in Neurology 8 (2017)
431. doi:10.3389/fneur.2017.00431.885

[20] L. Borz̀ı, I. Mazzetta, A. Zampogna, A. Suppa, F. Irrera, G. Olmo, Pre-
dicting Axial Impairment in Parkinson’s Disease through a Single Inertial
Sensor, Sensors 22 (2022) 412. doi:10.3390/s22020412.

[21] J. G. Nutt, B. R. Bloem, N. Giladi, M. Hallett, F. B. Horak, A. Nieuwboer,
Freezing of gait: Moving forward on a mysterious clinical phenomenon, The890

Lancet Neurology 10 (8) (2011) 734–744. doi:10.1016/S1474-4422(11)

70143-0.

[22] A. Weiss, T. Herman, N. Giladi, J. M. Hausdorff, New evidence for gait
abnormalities among Parkinson’s disease patients who suffer from freezing
of gait: insights using a body-fixed sensor worn for 3 days, Journal of Neural895

Transmission 122 (3) (2015) 403–410. doi:10.1007/s00702-014-1279-y.

[23] J. D. Schaafsma, Y. Balash, T. Gurevich, A. L. Bartels, J. M. Hausdorff,
N. Giladi, Characterization of freezing of gait subtypes and the response
of each to levodopa in Parkinson’s disease, European Journal of Neurology
10 (4) (2003) 391–398. doi:10.1046/j.1468-1331.2003.00611.x.900

[24] S. Mazilu, U. Blanke, D. Roggen, G. Tröster, E. Gazit, J. M. Hausdorff, En-
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B. Mestre, A. Prats, M. C. Crespo, À. Bayés, Determining the optimal965

features in freezing of gait detection through a single waist accelerometer
in home environments, Pattern Recognition Letters 105 (2018) 135–143.
doi:10.1016/j.patrec.2017.05.009.

[40] I. Mazzetta, A. Zampogna, A. Suppa, A. Gumiero, M. Pessione, F. Irrera,
Wearable sensors system for an improved analysis of freezing of gait in970

parkinson’s disease using electromyography and inertial signals, Sensors
19 (4) (2019) 948. doi:10.3390/s19040948.

[41] L. Sigcha, N. Costa, I. Pavón, S. Costa, P. Arezes, J. López, G. De Ar-
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