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Ultrasonic tensile test and micro-CT defect analysis on alumina 99.5% 

A.P. Pagnoncelli *, A. Tridello , D.S. Paolino , L. Peroni 
Department of Mechanical and Aerospace Engineering, Politecnico di Torino, Turin 10129, Italy  

A B S T R A C T   

The ultrasonic tensile test method recently developed by the Authors is applied with the micro-computed tomography technique aiming to correlate the failure- 
inducing nominal stress in alumina 99.5% with the manufacturing defect size. After characterizing the defect population, the critical defect size of each spec
imen is defined, and an empirical formulation for the stress intensity factors on this material is obtained. 

The ultrasonic tensile test, with a loading frequency of 20 kHz, is simulated with finite element analyses, to estimate with an optimization process the material 
properties that reproduce the experimental displacements. Evidence of negligible fatigue damage is verified to further support the validity of the ultrasonic tensile 
test as a method capable of providing a good estimate for the quasi-static tensile strength. 

The analysed alumina resulted in a density of 3969 kg/m3 and an elastic modulus of 371.2 GPa. All specimens failed in 100 cycles or less, with tensile strength 
values ranging from 79.5 MPa to 322.6 MPa. The reason for this large experimental variability is attributed to the dispersion of imperfection sizes, with critical sizes 
ranging from 92 μm to 3443 μm, proving the importance of combining the information on the defect population with the assessed tensile strength.   

1. Introduction 

The experimental assessment of the mechanical strength of brittle 
and quasi-brittle materials is challenging and must deal with many 
critical issues, being the main ones: (i) the difficulty in obtaining uni
axial strength results, and (ii) the large variability of the measured 
strength for the same material. 

The first issue is discussed at length in [1], whose focus is the 
development of the Ultrasonic Tensile (UST) test method and its vali
dation on graphite R4550. This innovative methodology is employed in 
this paper to estimate the quasi-static tensile strength of alumina 99.5 %. 
Despite employing an ultrasonic testing device specifically developed 
for accelerated uniaxial fatigue tests investigating the Very High Cycle 
Fatigue (VHCF) life region, the UST test method was designed to induce 
specimen failure in a limited number of cycles (around 100) and to 
minimise the fatigue damage influence on the results. In particular, the 
specimen works in a resonance condition, designed to have the first 
longitudinal resonance frequency close to 20 kHz, with a geometry 
ensuring the strain required for failure. 

Particularly, as pointed out in [1], the UST test method avoids or 
minimises the main issues that arise when traditional tensile tests for 
brittle materials are carried out, i.e., specimen failure near the me
chanical grips of the testing machine in test configurations where 
clamping is required, and the necessity of a high precision alignment of 
the testing machine to avoid bending spurious stresses. Additionally, the 
UST test method does not require the estimation of the uniaxial strength 

from a multiaxial stress state, and allows testing of larger loaded vol
umes, i.e., the material volume subjected to stress close to the maximum 
stress. These limitations are frequently encountered in tests designed to 
avoid the use of mechanical grips and reduce alignment issues, e.g., 
three and four-point bending [2–4], ring-on-ring, ball-on-three-balls [5], 
ball-on-ring [6], Brazilian test [7,8], ring compression [9], ring-hoop 
tension [10,11]. 

Meanwhile, the second issue concerns the wide variability of 
experimentally assessed tensile strength data even for the same spec
imen geometry and testing configuration [12,13], mainly related to the 
presence of internal flaws. These flaws – such as pores, inclusions, and 
cracks – are unavoidably present, despite often being reduced, limited 
by optimised production processes, and are sources of stress concen
tration and possible origins of crack propagation [14,15], having a 
considerable influence on the variability of mechanical properties of 
brittle materials, characterised by low capacity of absorbing deforma
tion energy, contrary to ductile materials [16]. Moreover, internal de
fects in brittle materials are particularly critical when submitted to 
normal stresses that cause crack opening, corresponding to mode I 
fracture according to Irwin’s definition [17]. Therefore, an efficient 
method to predict the mechanical resistance of a brittle material 
component should rely on the knowledge of its intrinsic flaw population, 
i.e., the discontinuities that are potential weakest links in the material, 
as well as its global behaviour under uniaxial loads, which is the most 
influential factor for crack propagation. 

A widely used method for assessing the influence of intrinsic flaws on 
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the mechanical strength of brittle materials is the statistical analysis of 
the experimental data conducted on multiple sets of specimens with 
different loaded volumes. This analysis employs largest extreme value 
distributions, such as Weibull [18] and Gumbel [12], to describe the 
experimental evidence that a larger material volume has a larger 
probability of containing a larger flaw, resulting in a lower global 
strength for that specimen. However, this statistical method, often 
referred to as scaling or size effect, requires experimental data on mul
tiple sets of specimens, each set with a different loaded volume, 
considerably increasing the total number of samples to test, as well as 
having its effectiveness tied to how much the loaded volume can be 
increased throughout the sets. 

As an alternative, many authors have been achieving the correlation 
between material strength and intrinsic flaws through the use of 3D x- 
ray imaging technology, whose application in the characterization of 
internal defects has seen a rapid increase in recent decades, frequently 
attributed to the diffusion of additive manufacturing methods, that 
usually require a more detailed defect analysis [19–21]. This method 
consists of conducting micro-Computed Tomography (micro-CT) scans 
on the specimens before the destructive test is conducted to assess the 
defect population within the loaded volume [22]. Through this pro
cedure, internal defects can potentially be characterised according to 
their geometry – size, shape, spatial orientation –, distribution, quantity, 
and position within the specimen and relative to other defects. Addi
tionally, this analysis can also provide evidence about the possible 
causes of the defects, for instance, inclusions caused by impurities 
amidst the raw components, poor bonding between raw components, 
pores that are often filled with gas, and internal cracks that could have 
propagated after sintering. 

The present paper combines the UST method, recently developed by 
the Authors and comprised of the experimental and numerical proced
ures detailed in [1], with defect analysis through micro-CT inspection to 
characterise alumina 99.5 %. The applicability of the UST test method to 
obtain the tensile strength of a high-resistance ceramic material is 
verified within this activity. A method for defining the critical defect in 
each specimen is provided, as well as its size and position within the 
specimen. Meanwhile, the UST method, which estimates the normal 
stress distribution on the entire specimen at failure, provides both the 
maximum global stress applied to the material, as well as the local 
nominal stress applied on the critical defect, here referred to as ultimate 
tensile strength. These two experimentally measured quantities, i.e., 
ultimate tensile strength and critical defect size, are then correlated 
through an empirical formulation for the Stress Intensity Factor (SIF). 

Therefore, the novelty of this work consists of three aspects: (i) the 
validation of the novel UST test method to estimate the quasi-static 
tensile strength of technical ceramics, specifically alumina 99.5 %, (ii) 
the development of an experimental procedure relying on micro-CT 
scanning to identify the critical manufacturing defect size of the speci
mens submitted through the UST test, and (iii) the correlation of the 
quasi-static tensile strength with the critical defect size through an 
empirical formulation to calculate stress intensity factors. By combining 
the UST test method with the internal defect analysis, a robust procedure 
for the characterization of brittle materials is provided, while its vali
dation on alumina 99.5 % proves its reliable applicability to most 
technical ceramics used in different industrial fields, in particular 
medical and aerospace. 

2. Material and specimen geometry 

As mentioned in the Introduction, the material adopted in the 
experimental procedure is alumina 99.5 %, specifically rods, i.e., con
stant circular cross-section specimens, which, according to the chosen 
supplier, are produced through extrusion and sintering. Since the same 
testing equipment described in [1] is used in this work, which is briefly 
recalled in Subsection 4.1, the selection of the specimen length and 
diameter also follows the same requirements. Mainly, it should reach the 

first longitudinal natural frequency around 20 kHz, and it should 
guarantee a maximum stress capable of inducing tensile failure of the 
specimen within the ultrasonic testing machine amplitude output limit. 
The material parameters used to define the alumina specimen geometry 
follow the values provided by the supplier datasheet, presented in 
Table 1. 

Since the machine can operate in a frequency range between 
19.5 kHz and 20.5 kHz, the specimen length is calculated so that its 
natural frequency is 20.0 kHz. This way, the specimen resonance fre
quency is still likely to remain within the required range even in case of 
slight discrepancies in material properties (density and elastic modulus) 
from datasheet values. To demonstrate the design process, Fig. 1a shows 
the stress amplitude response on the specimen simulated in Ansys 
Workbench when a longitudinal harmonic displacement with amplitude 
120 μm, resulting from the maximum machine output, is applied to one 
end of the specimen. In the simulation, solid hexagonal elements are 
used, the specimen has the first longitudinal mode natural frequency at 
20010 Hz, and both of its ends are free. 

Meanwhile, Fig. 1b shows the measurements of the final design. 
Since, in this case, the geometry of the cross-section does not affect 
longitudinal natural frequencies, it was selected as the largest diameter 
available, i.e., 10 mm, aiming to increase the loaded material volume. 
The simulation in Fig. 1a also shows that the maximum achievable stress 
of 577 MPa is higher than the strength provided by the supplier for 3- 
point bending tests. Since specimens subjected to bending tests are 
characterised by limited loaded volumes, reducing the likelihood of a 
large defect in the high-stress zone, it can be reasonably expected that 
the tensile strength in axial tests is smaller. 

Once the actual specimens are obtained, a preliminary character
ization is conducted to verify their proper compliance with the design 
parameters. This verification consists of measuring their dimensions and 
mass, and their natural frequency through the Impulse Excitation 
Technique (IET) [23]. Table 2 reports the properties calculated through 
those measurements for the 10 specimens considered in this work, 
showing that all three values are larger than those adopted in the initial 
design, but still within the expected values for alumina 99.5 %, while 
respecting the machine operating frequency range. 

3. Defects characterization procedure 

This section deals with the micro-CT inspections carried out in this 
study, providing details on the scanning parameters, and on the analysis 
process to characterise the specimen internal defects. Finally, the 
method for assessing the critical defect is detailed. 

3.1. x-ray micro-computed tomography 

In recent decades, the rapid advances in x-ray tomography for 
medical diagnostics have allowed its extension in the materials research 
field, in part thanks to its concurrency with the growth in additive 
manufacturing technology [24], pushing micro-CT scanning application 
as a non-destructive internal inspection method. These analyses provide 
not only information on the component defectiveness and reliability but 
are also used as the basis for process improvements and the final product 
quality control [19]. 

Taking advantage of these developments, this work utilises a cone- 

Table 1 
Alumina properties considered for specimen design.  

Design parameters 

Density [kg/m3] 3900 
Elastic modulus [GPa] 375 
Poisson ratio 0.26 
Strength, 3-point bending [MPa] 440 
Strength, 4-point bending [MPa] 340  
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beam micro-CT scanner designed and constructed by Fraunhofer IKTS. 
The machine consists of an x-ray source (or tube), a flat detector panel 
and a stage that holds the sample to be scanned, as shown in a top view 
schematic in Fig. 2a. It is important to underline in Fig. 2 that the co
ordinate system, with the z-axis coinciding with the vertical direction, 
will be the same adopted in all instances of this work, as its global co
ordinate system. 

The stage and the detector can translate in the three axis directions, 
while the source remains fixed. The x-rays are generated inside the tube 
as ionising radiation, by passing a high voltage current through a 
tungsten filament, and take the form of a cone after exiting the source. 
Once the scan is started, the stage rotates around its vertical axis, z, as in 
Fig. 2, stopping in constant angle steps from 0◦ to 360◦ so that the 
specimen projections can be acquired. 

The beam conic disposition allows magnifications up to a micro
metrical scale, following the equation for the resolution: 

rCT = pp •
SOD
SDD

(1)  

being SOD and SDD, respectively the source-object distance and the 
source-detector distance, as described by Fig. 2a, and pp the pixel pitch, 
i.e., the physical length of the side of each detector pixel. The maximum 
allowed value of SDD is 1900 mm, and a minimum SOD is 25 mm, 
requiring a minimum difference between SDD and SOD of 400 mm, to 
avoid collision between detector and stage. The detector has a pixel 
pitch pp = 200 μm, being comprised of 2048× 2048 pixels. A full scan in 
this machine can contain up to 6400 projections. The maximum voltage 

of the x-ray source is 300 kV, and the maximum power 50 W, with the 
maximum resolution achievable by the tube being 3 μm. 

3.2. 3D digital image reconstruction and defect analysis 

Once all the projections are acquired, the software VGSTUDIO MAX 
3.5 is used for digital image reconstruction and defect analysis. The raw 
projections from the micro-CT scanner are reconstructed using Feld
kamp’s algorithm [25] for cone-beam scanners, which converts the 
pixels from the projections into their 3D counterpart, called voxels. Each 
voxel is associated with a value in the grayscale, according to the beam 
intensity values captured by the detector during the projection 
acquisition. 

After the reconstruction, the porosity/inclusion analysis module, 
with the algorithm VGDefX, is used to search for internal imperfections. 
The voxels with higher grayscale values are brighter and correspond to 
zones of high x-ray attenuation, whereas voxels with lower grayscale 
values are darker and represent lower attenuation regions. The algo
rithms for defect analysis use these values to identify material flaws, 
which are usually referred to either as porosities/voids – the darker 
spots, representing a lack of material – or as inclusions – the brighter 
spots, potentially containing a higher density constituent. The final 
report contains information such as size (volume, surface area, projected 
area on each of the three planes of the defined coordinate system, 
maximum diameter, equivalent diameter, and projected length on each 
cartesian axis), position according to the adopted coordinate system, 
and the composing voxels statistics (minimum, maximum, mean grey 
values and their deviation). 

3.3. Scanning parameters and analysis criteria 

Alumina is expected to be homogeneous, with its chemical compo
nents able to attenuate the x-rays in a way that generates good contrast 
in the results, with only mild x-ray filtering necessary. Particularly, a 
copper filter is adopted, as shown in Table 3 with the other test 

Fig. 1. (a) FEM calculated longitudinal stress for maximum machine output, and (b) specimen design (distances in [mm]).  

Table 2 
Preliminary characterization of alumina specimens.  

Property Mean Standard deviation 

Density [kg/m3 ] 3968.8 1.3 
Frequency [Hz] 20362 25 
Elastic modulus [GPa] 395.1 0.9  
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parameters. 
1600 projections are acquired, since, for this scanning setup, an 

increment of the projection number would not ensure a quality 
improvement. Furthermore, the configuration in Table 3 produces a 
resolution of 10 μm, which is enough to capture the full diameter of the 
specimen, and a portion of its length close to 18 mm in high quality. 

However, as observed in Section 2, more specifically in Fig. 1a, these 
specimens have a large zone at their centre that could be considered as 
being at risk of fracture during the UST test. Therefore, to ensure that the 
zone where failure occurs is scanned beforehand, the micro-CT captured 
a span of at least 135 mm of the specimen centre, as illustrated in Fig. 3, 

which shows the final 3D reconstruction and its location on the spec
imen. To achieve this, each specimen was placed vertically on the stage 
and scanned 10 times, changing the stage z-position at constant steps 
accordingly. When all the reconstructions are positioned in VGSTUDIO, 
they generate the 3D representation in Fig. 3. 

In Fig. 3, the darker rings in the 3D representation correspond to 
superposition zones that appear on two consecutive scanning steps. 
Since the cross-section is constant, each scanning step results in roughly 
the same geometry, i.e., a cylinder, hence the superposition zones are 
useful to verify the accurate positioning of each scan, by observing that 
unique features (e.g., a pore, an inclusion, a crack, a surface irregularity, 
etc.) from those zones are placed on the same global coordinate in 
VGSTUDIO. 

With the scanned volumes properly positioned, the porosity/inclu
sion analysis module is used in two modes: void analysis, and inclusion 
analysis. The former looks for internal spots with an absence of material, 
such as pores and cracks, while the latter looks for zones with elements 
of larger density than the main material, such as agglomerates of im
purities, referred to as inclusions. 

For the analysed specimens, the results of interest should be the 
defect positions, computed for their respective geometrical centre, and 
the projected area on the xy-plane, corresponding to the specimen cross- 
section, according to the Murakami theory [26] for a 3D crack of 

Fig. 2. (a) Schematic top representation of the cone-beam micro-CT scanner, and (b) its frontal picture.  

Table 3 
CT scanner configuration adopted for the alumina specimens.  

Parameter Set value 

Tube current [μA] 80 
Tube voltage [kV] 240 
Exposure time [s] 1.0 
SOD [mm] 55 
SDD [mm] 1100 
Filter 1.5 mm Cu 
Number of projections 1600  
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Fig. 3. Schematics of the scanned length of alumina specimens.  

Fig. 4. (a) Configuration of the testing equipment for UST tests on alumina specimens, and (b) displacement amplitude and strain amplitude curves along the horn- 
specimen system. 
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arbitrary shape. Since the UST test produces different local nominal 
stress along the specimen, as shown in Fig. 1a, the defect position is 
needed for analysis, while the defect size projected on the cross-section 
can be considered as the characteristic defect size also for the analysis of 
the quasi-static response, which is also in line with the definitions used 
by the models in [12] and [13], that use the square root of the area to 
define the defect size. 

3.4. Critical defect identification 

After the population of defects in the scanned volume is charac
terised, the UST test is conducted. Although carried out with a testing 
machine typically employed for fatigue tests (VHCF), the UST test is 
designed to replicate the failure conditions in a quasi-static tensile test 
and, as such, the fracture surface is not expected to show signs of crack 
propagation due to fatigue, as in fatigue tests on biomedical ceramics in 
[27]. Rather, the fracture surface of brittle materials tested through the 
UST test is expected to be the result of a catastrophic failure, which 
consists of almost instantaneous crack propagation, producing multiple 
small fragments of random sizes and shapes, most of which cannot be 
recuperated nor placed together to identify the crack propagation path 
and origin. For this reason, a relationship between the applied stress and 
the stress intensity factor cannot be directly obtained, but it can be 
indirectly obtained with the procedure developed in this paper. 

Therefore, a different method to define the critical defect was 
devised, requiring the rescan of the specimen’s broken pieces after the 
UST, specifically of its fracture surfaces and their vicinity. These scans 
are then reconstructed and overlapped with the scans collected before 
the UST, referred to as the original scan, allowing the identification of 
the defects that were originally present in the fracture zone, both those 
that were split by the fracture surface, and those contained in eventual 
missing fragments from the surface. Among these defects, the one with 
the largest projected area on the xy-plane will be selected as the critical 
defect with area Ac. 

Since the accuracy of defect detection from micro-CT data can be 
influenced by several factors, e.g., the scanning parameters, the object 
geometry, the material, and the resolution, other studies in the literature 
compare results for porosity detection using microscopy, the Archi
medes method, and micro-CT scanning [28–30]. According to these 
studies, it is reasonable to assume that internal defects from micro-CT 
data can be accurately identified if 

̅̅̅̅
A

√
≥ 4 • rCT, with A being the 

projected area of the 3D flaw, and rCT the scanning resolution as defined 
by Eq. (1) in Subsection 3.1. However, considering the scanning reso
lution, the relative error in the measurement of smaller defects is ex
pected to be considerably larger. 

Furthermore, experimental results in [28] indicate that micro-CT 
porosity analysis data can produce slightly different results for the 
same material sample but with different geometries, since the scanned 
geometry may increase or decrease the effect of phenomena such as x- 
ray beam hardening and scattering. Although, in the present work, a 
second scan on the same material with a different geometry, i.e., after 
the specimen is broken by the UST test and new fracture surfaces are 
generated, is carried out, the resulting differences are not expected to be 
enough to prevent a reliable overlap of the fracture surfaces over the 
original specimen to identify the critical defect. 

4. Tensile behaviour characterization procedure 

As described in [1], the UST test methodology is an experimental and 
numerical procedure that allows to characterise the behaviour of brittle 
materials, providing the material model and properties that are calcu
lated through Finite Element (FE) optimization, aiming to reproduce the 
displacement curves experimentally acquired. In this section, a brief 
description of the UST test methodology is provided, focusing on the 

Fig. 5. (a) FEM setup schematics of the UST tests indicating the zones whose displacements are measured with the camera and the laser, and (b) boundary motion 
curve estimated for one of the specimens. 

Fig. 6. Illustration of the fitting procedure to determine f
( ̅̅̅̅

Ac
√

∅

)
.  
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Fig. 7. Micro-CT data for alumina specimen 6, representing: (a) all the identified defects, (b) defects surrounding the fracture surface, (c) a highly spheric pore, (d) an 
elongated pore, and (e) a defect likely caused by poor bonding. 
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testing parameters adopted for the alumina specimens. 

4.1. Experimental procedure 

The ultrasonic testing machine, being the same as the one employed 
in [1], operates in a frequency range between 19.5 kHz and 20.5 kHz, 
and it is composed of an ultrasonic generator, a piezoelectric transducer, 
and a booster, all provided by Branson Ultrasonics, as shown in Fig. 4a. 
A horn, serving as a mechanical amplifier of the displacement generated 
by the piezoelectric transducer and the booster, is rigidly connected to 
the specimen with adhesive butt-joints, remaining free at the other ex
tremity. Finally, three measuring devices are used during the test:  

● an LK-G5001P laser from Keyence Corporation with a 392 kHz 
sampling rate.  

● a FASTCAM SA5 1000 K-M1 high-speed camera from Photron with 
an acquisition rate of 420 kfps of size 24× 512 pixels. 

● Strain gauges measuring uniaxial strain on the horn at 2 MHz sam
pling rate. 

Fig. 4b shows the analytically calculated longitudinal displacement 
and strain amplitudes along the horn and the specimen, considered 
linear-elastic, during regime resonance condition, with each curve 
normalised with respect to its maximum respective value. The graphics 
in Fig. 4b show that there are two displacement nodes, one within the 
horn length and one at the centre of the specimen. 

Meanwhile, three strain nodes are present along the horn and the 
specimen length. In particular, a strain node is located at the horn- 
specimen interface, allowing the use of a common adhesive and avoid
ing fixture failures, one of the main issues when brittle materials are 
tested, as discussed in the Introduction. Additionally, since the other 
specimen end is free, the machine alignment is not a concern, provided 
that the specimen axis and the horn axis are properly aligned. 

Moreover, the curves in Fig. 4b correspond to the instant of time 
when the harmonic vibration provided by the machine is at its peak, 
with the instantaneous displacement at the horn-specimen interface 
being equal to the output amplitude Aout . Despite this configuration of 

the ultrasonic testing equipment generating alternated tension and 
compression fields of the same magnitude on the specimen, alumina is 
expected to have a considerably larger resistance under compression, 
meaning that the specimen is guaranteed to break around a peak of 
tension, and the fracture surface is more likely to appear closer to the 
central cross-section, where larger strains are generated. 

As indicated in Fig. 4b, the strain gauges are placed on the horn 
section characterised by the largest strain amplitude, measuring the 
machine output, and are used to calculate the displacement curve 
applied to the specimen, which is proportional to the strain curve, since 
the horn is designed to behave linear-elastically in the entire machine 
amplitude range. The laser is pointed at the centre of the specimen free 
extremity, detecting its vertical displacement. Meanwhile, the camera, 
contrary to the tests conducted on [1], is placed near the specimen free 
extremity, in the area indicated in Fig. 4b, acquiring a length of around 
15 mm of the specimen. The camera frames are analysed with the Digital 
Image Correlation (DIC) technique, using the software DICe, specifically 
the tracking analysis mode, identifying the displacements along the 
longitudinal direction (z) from multiple points of the specimen lateral 
surface. Since the frame resolution is too small to allow a reliable 
analysis of strain through DIC, the camera is exclusively used for 
tracking displacements, which have smaller amplitudes near the spec
imen centre, thus justifying the decision to select a region with larger 
displacement amplitudes. 

This equipment configuration allows the regime displacement 
amplitude at the horn-specimen interface to be in the range 
13.2 − 120.0 μm. The ramp time is equal to 10 ms, amounting to around 
200 cycles. The ramp is defined as the period between rest and regime 
conditions, i.e., between the start of the longitudinal vibration and the 
time necessary to reach the imposed amplitude. At the end of the ramp, 
the specimen should vibrate at constant amplitude, being in regime 
condition. 

Since the goal of the UST test is to estimate the quasi-static tensile 
strength of the material, the selected regime amplitude should produce a 
stress that is larger than the material’s expected tensile strength, 
therefore ensuring specimen failure during the ramp, since the UST test 
is designed to minimise the applied number of cycles and, consequently, 

Fig. 8. Micro-CT data for alumina specimen 5, showing: (a) its two identified cracks with their respective sizes, (b) its fracture surface passing through the largest 
crack, and (c) the before and after of a fracture surface cross-section slice. 
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the influence of cyclic loading. Therefore, the machine output is set as 
90 % of the maximum, i.e., during regime, Aout = 108 μm, which, 
considering the values for density and elastic modulus experimentally 
calculated from the specimens, according to Table 2, in Section 2, should 
generate a maximum uniaxial stress of 547 MPa, considerably larger 
than the supplier datasheet values of strength for bending tests (Table 1, 
Section 2). 

By respecting the above-mentioned conditions for the UST test, the 
specimen should break once the ultimate quasi-static strength is 
reached. Additionally, given alumina’s brittle nature, failure is expected 
to propagate almost instantaneously and as soon as the crack originates, 
generating several ramifications and multiple smaller fragments of 
material, i.e., a catastrophic failure preventing the possibility of indi
viduating the crack origin. Accordingly, a UST test for brittle materials 
may hardly provide a direct indication of the crack initiation stress, i.e., 
the stress in the vicinity of the critical defect. The experimental analyses 

have moreover proven that failures do not necessarily originate where 
the stress reaches its maximum, since defect location and defect size play 
a significant role in the crack initiation process. Indeed, failure origin is 
randomly distributed along the specimen length and within the cross- 
section. However, with the procedure developed and validated in the 
paper, the local stress at fracture surface position can be reliably 

Fig. 9. Experimental analysis of alumina specimen 1: micro-CT scans containing (a) defects surrounding the fracture surface, and (b) slice of the inclusion, and (c) 
FESEM image with the EDS analysis results of the inclusion. 

Table 4 
UST test parameters for alumina.  

Test Parameter Value 

Mean fout [Hz] 20310 
Standard deviation fout [Hz] 41 
Mean camera resolution [μm] 29.2 
Standard deviation camera resolution [μm] 0.8 
Regime Aout [μm] 108 
Maximum stress at regime [MPa] 547  
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assessed by combining micro-CT analyses and finite element analyses of 
the specimens. 

The remaining specific parameters for the UST tests on alumina are 
reported in Table 5. The selected output amplitude of 108 μm, and the 
indicated mean output frequency, considering a linear-elastic material 
model, using the measured values for density and elastic modulus, 
should achieve the mentioned stress level in the central cross-section in 
regime condition. The output frequencies for each specimen were 
defined by the horn signature procedure, in which the ultrasonic testing 
machine measures the horn-specimen system resonance frequency. 
Meanwhile, the camera resolution indicates the pixel size of the ac
quired images. 

Once the collected data from the UST tests is synchronised, a pre
liminary analysis allows to count the number of cycles until failure, and 
to generate the displacement curves over time from the laser, the cam
era, and at the horn-specimen interface, which is estimated from the 
strain gauge measurements on the horn. The described experimental 
data are thereafter employed in the material model optimization 
described in Subsection 4.2. 

4.2. Numerical procedure 

The numerical procedure involves the simulation of the experimental 
test with the LS-DYNA software and the material properties optimization 
in LS-OPT, by applying the boundary conditions experimentally 
assessed. LS-DYNA was employed due to its capability of conducting 
dynamic explicit finite element analysis, where the nodal accelerations 
are solved directly, i.e., by multiplying the inverse of the diagonal mass 
matrix to the net nodal force vector, which is obtained by combining the 
contributions of external factors (boundary conditions, contacts, body 
forces, etc.) and internal factors (elemental stress, damping, viscosity, 
and hourglass control). Particularly, LS-DYNA allows the simulation of 
the UST test, which requires changing boundary conditions, corre
sponding to the application of a harmonic displacement with increasing 
amplitude at the horn-specimen interface, and could potentially entail 
the use of nonlinear material models that are often not present in other 
FE software, as observed in [1]. Meanwhile, the optimization process in 
LS-OPT serves the purpose of assessing the material properties that best 
fit the displacements measured by the laser and the camera, by varying 
the material properties values within the LS-DYNA solver at each 
iteration. 

The specimen itself is modelled with shell elements, as shown in 
Fig. 5a, selecting the formulation for axisymmetric solid, volume- 
weighted with four integration points, resulting in 297 nodes and 196 
elements. Meanwhile, the boundary condition, referred to as boundary 
motion curve in [1], represents the longitudinal displacement of the 
specimen section in contact with the horn, and assumes the form: 

g(t) =
(
at2 + bt+ c

)
• sin(2π • fout • t) (2)  

being fout the output frequency of the ultrasonic generator, t the time 
from the start of the test, and a, b and c empirical parameters obtained by 
fitting the strain gauges data, then converted into a displacement curve, 
shown Fig. 5b for one of the tested specimens. This fitting adapts to the 
measured frequency and ramp envelope, with the sinusoidal function 
eliminating measurement noise and avoiding numerical instabilities 
during the simulation. 

Fig. 5a also indicates the approximate positions of the FE nodes that 
have the experimental displacements established as objectives for the 
material parameters optimization. Particularly, a camera frame from 
one of the specimens is presented as an example with a box comprising 
the 6 corresponding FE nodes on the specimen model, as well as the node 
at the centre of the free extremity of the specimen, in correspondence to 
the laser. For the optimization process, LS-OPT is set to minimize the 
values of the minimum square errors between the numerical and 
experimental displacements of the 6 nodes measured by the camera and 
the one measured by the laser, by changing the optimization variables 
corresponding to one or more material parameters, throughout the 
iterations. 

The runtime of a single simulation in LS-DYNA increases with test 
duration and complexity of the adopted material model, while the 
optimization in LS-OPT has the additional influence caused by the 
number of variables being optimized. Indicatively, considering a linear- 
elastic material model for the tests in alumina conducted in this work, 
and the optimization of only one material property, i.e., the elastic 
modulus, the runtime for the single simulation is around 3 min, while 
each optimization run lasts around 1 h. 

Once the material parameters are optimised, the validity of the 
optimization is verified through the calculation of the average deter
mination coefficient for each specimen, defined as: 

R2 = 1 −
∑(

uexp − unum
)2

∑(
uexp − uexp

)2 (3)  

being uexp and unum the experimental and the numerical displacements, 
respectively, at the corresponding FE node in the last 20 cycles pre
ceding failure, which have the largest amplitudes, also defining the 
material strength. 

With the FE model optimised and validated, the uniaxial stress 
calculated in each element is extracted, particularly the values for the 
highest global tensile stress achieved on that specimen, σmax, and its 
ultimate tensile strength σf , which is the local nominal stress value 
extracted from the element in correspondence to the critical defect 
identified according to the procedure described in Subsection 3.4. By 
this definition, it is expected that σmax ≥ σf , since the element that 
achieves the highest tensile stress will not necessarily be the one origi
nating failure, which could start in an element reaching a lower tensile 
stress but containing a larger defect. 

The critical defect position within the specimen is also calculated 
through the analysis conducted in VGSTUDIO, being defined as the co
ordinates of its geometrical centre for the smaller critical defects. 
Although, realistically, crack propagation does not necessarily start at 
the centre of a defect, the loss of fragments during failure of brittle 
materials prevents the identification of its path, and, since most iden
tified defects are considerably smaller than the finite element size, using 
the coordinates of its geometrical centre represents a good estimate. For 
the few cases in which the critical defect is larger than one finite 
element, it was verified that the z-coordinate of its centre coincided with 
an element located on the fracture surface, being adjusted accordingly 
when necessary. 

Table 5 
Defect analysis results for each alumina specimen, comparing their respective 
critical and largest defects.  

Specimen Critical defect 
size [μm]

Critical defect 
type 

Largest defect 
size [μm]

Largest 
defect type 

1 397 Inclusion The critical is also the largest. 
2 96 Pore 149 Pore 
3 107 Pore 289 Pore 
4 92 Pore 305 Pore 
5 3443 Crack The critical is also the largest. 
6 93 Pore 193 Pore 
7 3102 Crack The critical is also the largest. 
8 2714 Crack The critical is also the largest. 
9 1089 Crack 1152 Crack 
10 104 Pore 175 Pore  

A.P. Pagnoncelli et al.                                                                                                                                                                                                                         



Materials & Design 238 (2024) 112680

11

5. Stress intensity factor formulation 

With the successful completion of the steps described in Section 3 
and Section 4, for each specimen, the ultimate strength σf and corre
sponding critical defect size Ac are obtained, allowing their correlation 
through a SIF formulation. When brittle materials are analysed, for
mulations for SIFs predominantly refer to Irwin’s mode I loading [17], 
with the general definition for the SIF, KI, in Eq. (4): 

KI = Yσ
̅̅̅
a

√
(4)  

being σ the stress in the crack opening direction, the tensile stress in this 
case, a the characteristic crack length, and Y a geometrical shape factor. 
For instance, Murakami [26] defines the SIF for the 3D problem of a 

crack with arbitrary shape in an infinite body as: 

KI = 0.5 • σ •

̅̅̅̅̅̅̅̅̅̅

π
̅̅̅
A

√
√

(5)  

being A the area of the defect projected on the cross-section, perpen
dicular to both the crack opening direction and the stress σ. The main 
advantage of Eq. (5) is its applicability to randomly shaped material 
flaws through its definition of the characteristic defect size as a =

̅̅̅̅
A

√
. 

Although Murakami’s definitions are more prominently used to calcu
late the SIFs from fatigue tests, the fact that Eq. (5) considers internal 
cracks in an infinite body should allow a proper estimate of the SIF of 
most defects identified in this work. 

Furthermore, the shape factor Y introduces a flexibility to the 
calculation of KI, in the sense that the same Y formulation could, within 

Fig. 10. Critical defects surface meshes, with frontal (xz-plane) and top (xy-plane) views, being: (a) inclusion in scale with the pores, and (b) inclusion in scale with 
the cracks. 
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the same material, take into consideration the behaviour of flaws with 
different shapes and sizes. 

Following these definitions, Ac, representing the area of the critical 
defect projected on the cross-section, is used to calculate the stress in
tensity factors KI,d at failure for each tested specimen, defined according 
to Eq. (6): 

KI,d = C • Y • σf

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
Ac

√√

(6)  

With Y calculated empirically through the data fitting of the experi
mental results for the entire set of specimens, as in Eq. (7): 

1
Y
= f

( ̅̅̅̅̅
Ac

√

∅

)

= σf

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
Ac

√√

(7)  

being f
( ̅̅̅̅

Ac
√

∅

)
a function of the critical defect size 

̅̅̅̅̅̅
Ac

√
and the specimen 

cross-section size ∅, corresponding to the diameter in circular cross- 
sections. The diameter ∅ is used as a geometrical correction, since the 
simple application of the defect size and the corresponding fracture 
strength implies a defect contained in an infinite body, being necessary 
to introduce a geometrical correction to account for the critical defects 
whose sizes are comparable to geometrical features. Indeed, the authors 
in [31] provide three different correction factors to calculate the SIFs of 
elliptical cracks embedded in cylindrical specimens subjected to fatigue 
tensile loads, which generally depend on the shape of the ellipse, its 
distance to the surface, and the specimen radius. 

The UST is expected to minimise the fatigue damage, providing an 
estimate for the quasi-static tensile strength. The shape factor should be 
therefore carefully assessed for this specific case. For instance, in fatigue 
tests, surface defects are more critical than internal defects, as observed 
in [22], where the critical defect was generally found in proximity to the 
surface, even if larger defects were found within the material volume. 
Additionally, the expected absence of crack propagation signs on the 
fracture surfaces created by the UST test, as observed in [1], prevents the 
proper approximation of the critical defect shape to a regular elliptical 
shape, through the method demonstrated in [31]. 

Considering these observations, the only geometrical parameter used 
by [31] with a significant influence on tensile results, independently of 

the test being of fatigue or quasi-static, is the specimen radius. Hence, 
this work proposes a SIF formulation as a function of the ratio between 
defect size and specimen diameter 

̅̅̅̅
Ac

√

∅ , being able to include the cases in 
which the critical defect has a size that is too large for the hypothesis of 
infinite body to be valid. 

The function used in the fitting of f
( ̅̅̅̅

Ac
√

∅

)
to the experimental data 

should have the simplest form capable of generating a good fit. Theo
retically, if the infinite body hypothesis is valid, σf

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
Ac

√√
should be 

constant, since the material should fail once a fixed level of stress con
centration is reached. However, as illustrated in Fig. 6 through the 
experimental results obtained in this work, there are critical defects with 
a ratio 

̅̅̅̅
Ac

√

∅ above 30 %, causing a more complex distribution of σf
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

Ac
√√

, 
which only could be fitted with a sum of exponentials. 

Additionally, since this work opted for a simplified version of the 
geometrical correction factor through 

̅̅̅̅
Ac

√

∅ , the outlier datapoint, as 
indicated in Fig. 6, should be excluded from the fitting as its corre
sponding results are likely being more affected by other characteristics 
of this defect. Although these characteristics – such as shape, distance to 
other defects, distance to the specimen surface, etc. – are expected to 
have some level of influence on the SIF of all defects, they are also 
generally secondary to the effects of defect size relative to the specimen 
diameter. Therefore, defects that are not in agreement with this 
assumption should be properly excluded from the fitting. 

As consequence of the fitting method, Eq. (7) results in Y •

σf
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

Ac
√√

= 1. Therefore, to properly quantify a SIF value at failure, 
Murakami’s formulation for 3D cracks with arbitrary shape in an infinite 
body [26] is used to estimate the constant C as the mean SIF of the 
critical defects that are applicable to Eq. (5): 

C =
0.5 •

̅̅̅
π

√

nk

∑nk

j=1
σf ,j

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
Ac,j

√√

(8)  

Therefore, Eq. (8) is only applicable to situations where the material 
body is infinite compared to the critical defect size, i.e., ∅≫

̅̅̅̅̅̅
Ac

√
. Hence, 

the only specimens from the set whose stress intensity factors are 
considered in the calculation of the mean are those that respect this 

Fig. 11. Illustration of alumina specimen 8 cracks.  
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condition. With the empirical definition of C and Y, achieved through 
the analysis of the critical defects on each specimen as described, the 
stress intensity factors of the whole population of defects identified 
through the CT scans can be computed, only substituting 

̅̅̅̅̅̅
Ac

√
with the 

respective defect size 
̅̅̅̅
A

√
, and σf with the nominal tensile stress σ at its 

respective position. 

6. Results and discussions 

Following the order of the sections presenting the methodology, this 
section is subdivided into: (i) defects characterization and critical defect 
identification, (ii) ultrasonic tensile test results with estimation of the 
ultimate strength, and (iii) stress intensity factor formulation and its 
application to the identified defects. 

6.1. Defects characterization 

The internal defects were classified into three groups: pores, cracks, 
and inclusion. Generally, alumina specimens are characterised by 
seemingly uniformly distributed pores, which account for almost the 
totality of identified defects. They tend to be small – being all under 
350 μm in size (

̅̅̅̅
A

√
) – while their shapes indicate that they might be 

generated by the presence of trapped gas or poor fusion among the 
particles. 5 out of the 10 analysed specimens showed only pores in all 
their respective scanned volumes. 

Fig. 7 shows the results of micro-CT scans for specimen 6, with 
Fig. 7a presenting the analysis of the complete scanned length and the 
absence of large defects, while Fig. 7b shows the defects surrounding the 
fracture surface after overlapping the tested specimen pieces with the 
original scan. Among all defects on the fracture surfaces and those split 
by them, the largest one is selected as the critical. Moreover, Fig. 7c – e 
compare the three observed types of pores, showing, respectively, a 

Fig. 13. Comparison of normal PDF of defect sizes before and after the ultrasonic test for the remaining specimens.  

Fig. 12. Defect analyses before and after the ultrasonic test for alumina specimen 8: (a) defect sizes and their positions, and (b) their size normal PDF.  
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defect with high sphericity, a defect elongated on the specimen axial 
direction (same as the rods extrusion direction before sintering), and a 
defect with irregular shape. While the first two are probably caused by 
gas, the latter might indicate poor bonding between particles, since 
some material seems to be present but in a smaller density than the 
surroundings, generating a zone with lower grey values, but still higher 
than that characteristic of complete voids, like in Fig. 7c and d. 

In addition, multiple severe defects were detected in other speci
mens, albeit in much smaller numbers, in the form of cracks. These 
shapes are characterised by large sizes, often above 1 mm, and by their 
propagation through well-bonded material, which might indicate their 
appearance after sintering. 4 out of the 10 analysed specimens presented 
one or more crack-type imperfections, besides pores. One of these de
fects is shown in Fig. 8, (specimen number 5), with two cracks identified, 
with sizes 3443 μm and 1186 μm. The failure originates from the largest 
one, according to Fig. 8b, which shows the overlap between the 
destroyed specimen scans and the original. Meanwhile, Fig. 8c shows the 
comparison of the same slice taken before and after the ultrasonic test, 
confirming the crack being split during specimen failure. 

Finally, observing the inclusion analysis results for all specimens, 
only one inclusion was found, being in specimen 1. Additionally, this 
specimen showed only pores, and no cracks, in the void analysis. Taking 
advantage of the fact that this inclusion was the critical defect, visible on 
the fracture surface, it was observed with a Field Emission Scanning 
Electron Microscope (FESEM). Moreover, an Energy-Dispersive x-ray 
Spectroscopy (EDS) analysis was carried out to identify the components 
present in the inclusion. Fig. 9 presents the defect analysis for specimen 
1, with Fig. 9a showing the defects in the vicinity of the fracture surface, 
all pores, with the only inclusion highlighted. Fig. 9b contains the slice 
from the original scan, where the failure would split the inclusion. 
Meanwhile, the FESEM image in Fig. 9c, taken after the UST test, shows 
the inclusion on the fracture surface, along with the results from the EDS 
analysis of the inclusion, showing that it originated from an impurity of 
ferrous oxide II (FeO) mixed with alumina, while the 4 % of other ele
ments are mostly carbon and oxygen. 

According to the methods for the identification of the critical defect 
and its classification, Table 4 compares, for each specimen, the largest 
defect with the critical defect. Table 4 also indicates that the inclusion 
size is comparable with the largest pores, while the cracks are around 10 
times larger. Additionally, since the UST test is designed to generate only 
uniaxial stresses, all specimens showed a tensile failure pattern, corre
sponding to Irwin’s mode I, which is considered for the assessment of the 
SIF formulation, according to Section 5. 

Table 4 also shows that specimens 2, 3, 4, 6, and 10, which contain 
exclusively pores in their defect populations, always present larger 

defects than the one identified as critical, which is expected. Since the 
uniaxial stress is not constant along the specimen length and, if no 
particularly severe imperfections are present even in lightly stressed 
regions, the critical defect will likely be in the higher stress zones, close 
to the specimen centre. Meanwhile, when a very large imperfection is 
present, the specimen could fail on a lower stress zone, as specimen 
number 5, shown in Fig. 8. 

Given the variety of imperfections found within alumina specimens, 
concerning size, shape, and origin, a large scatter of ultimate strength is 
expected as well. To visually compare the critical defects, their surface 
mesh was extracted from VGSTUDIO and shown in Fig. 10, with Fig. 10a 
showing the inclusion, from specimen 1 (in red), in scale with the pores 
(in green), while Fig. 10b shows the inclusion in scale with the cracks (in 
blue). The defects view on the xy-plane corresponds to their respective 
projected areas, used to define 

̅̅̅̅
A

√
. The defects in xy and in xz planes are 

shown. 
According to Fig. 10, pores tend to assume one of the previously 

described shapes, even though their surfaces are often irregular. 
Meanwhile, the cracks are mostly penny-shaped, although not 
completely flat, being characterised by an elliptical form and often 
connected with neighbouring pores, increasing their irregularity and 
criticality. The only exception is specimen 8, which showed ramified 
cracks on the fracture surface and its surroundings, according to Fig. 11, 
showing the 3D overlap and the vertical slice of these cracks. The critical 
defect, this time in red, is apparently formed by multiple interconnected 
cracks, while the remaining represented imperfections are smaller 
cracks disconnected from the critical one. In Fig. 11, the pores are 
suppressed from the representation for better visualisation of the cracks. 

Finally, a verification using defect analysis results was conducted to 
collect evidence that the small number of cycles necessary for reaching 

Table 6 
UST test experimental results for alumina.  

Specimen Maximum laser 
amplitude [μm]

Number of 
cycles 

Test 
duration 
[ms]

Fracture surface 
position z [mm]

1  47.0 75  3.7  76.2 
2  66.6 100  4.9  109.9 
3  52.2 68  3.4  143.0 
4  52.8 71  3.5  145.8 
5  24.9 69  3.4  57.3 
6  48.1 64  3.1  108.5 
7  17.5 33  1.6  101.6 
8  18.0 44  2.2  116.8 
9  39.1 57  2.8  140.9 
10  44.6 68  3.3  114.0  

Fig. 14. Displacement results for specimen 6 showing the amplitudes at different time ranges up to failure.  
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the failure stress has not caused defect propagation as in fatigue tests. 
Since the micro-CT parameters used to scan the original specimens and 
their broken pieces were the same, the defect analysis results should also 
be approximately the same for the defects in the vicinity of the fracture 
surfaces, i.e., excluding defects that were split or went missing with 
eventual small fragments. 

Therefore, a defect analysis with the same parameters as the originals 
was conducted on the post-UST scans, comparing the corresponding 
detected imperfections before and after the destructive test. The defects 
larger than 40 μm identified in both analyses were compared, as shown 
for specimen 8 in Fig. 12a, which plots the defect sizes with respect to 
their position from the specimen free extremity in the ultrasonic test. 
The estimated probability density function (PDF), by assuming that 
these defect sizes follow a normal distribution, is shown in Fig. 12b. 
Particularly, specimen 8, also having a large number of cracks, as seen in 
Fig. 11, that were not part of the fracture surface and were captured on 
the rescan, should provide more concrete evidence that the defects are 
not propagating due to fatigue. Indeed, the larger defects in the spec
imen have approximately the same sizes in both analyses, while the 
difference in mean size before (μb) and after (μa) the UST test is below 
the scanning resolution of 10 μm. 

Although the scanning and analysis parameters were not changed, 
several other factors can influence the results, such as the newly created 
fracture surfaces whose irregular shapes cause localised beam hardening 
and scattering in the scans, as pointed out in Subsection 3.4. Moreover, 
there could be errors in the post-UST scans orientation over the original 
on VGSTUDIO, and effects of remaining substances, that are not present 
in the original scans, applied to the specimen lateral surfaces for the 
tensile test, e.g., the spray paint for DIC analysis, adhesives for eventual 
strain gauges and for attaching the specimen to the horn, all of which 
cannot be properly removed without causing additional damage to the 
fracture surfaces. 

Nevertheless, the difference in the resulting mean defect size in all 
instances was seen to be below the scanning resolution, according to 
Fig. 13, showing the remaining specimens. Therefore, there is no evi
dence suggesting that defects have propagated due to the small number 
of cycles required to achieve the ultimate strength of each specimen. 

Finally, observing the state of the fracture surfaces after the UST test, 
it was verified that all of them had fragments missing and no visible 
signs that would allow the identification of the defect where the crack 
initiated, such as those resulting from fatigue damage in ceramic ma
terials analysed in [27]. This observation provides further evidence for 
the allegation of negligible fatigue damage, while corroborating the 
need for the proposed method for identifying the critical defect through 

the overlap of micro-CT scans before and after the destructive test. 

6.2. Tensile behaviour characterization 

Following the data analysis of each test, the displacement graphics 
for each specimen were obtained and plotted. Fig. 14 shows the results 
for specimen 6, measured with the laser displacement sensor, whose 
position is indicated on the specimen schematics, and the camera DIC for 
the 6 points in correspondence to the FEM nodes, as indicated in the 
recorded frame. 

Fig. 14 shows the laser being in phase with the tracked points of the 
camera, as expected, and with failure occurring around a peak of tensile 
stress, i.e., where the measured displacements are near a valley, when, 
theoretically, the lower half of the specimen should have negative dis
placements and the upper half positive ones, as demonstrated by Fig. 4b. 
Moreover, it can be noticed that, even while ramping up to regime state, 
the displacement responses are symmetrical to the abscissa. Such veri
fications were conducted for all tested specimens, with the results re
ported in Table 6. 

Table 6 shows the maximum displacement amplitude measured by 
the laser, with the camera measurements being close, since it records a 
zone close to the specimen free extremity, indicating the validity of the 
two measuring devices, being in agreement with the analytical 
displacement amplitudes shown in Fig. 4b. Moreover, the comparison 
between the amplitudes indicates that the testing machine is not able to 
reproduce the same ramp envelope throughout the different tests, 
particularly, specimens 3 and 5 sustained a similar number of cycles, 
with the latter achieving less than half the amplitude, indicating the 
necessity of using a different fit of Eq. (2) for each test. Nevertheless, the 
machine is capable of respecting the imposed ramp time, with all tests 
lasting less than 5 ms, while the theoretical regime amplitude measured 
by the laser should be 108 μm after 10 ms. Furthermore, the boundary 
motion curve defined in Subsection 4.2 was observed to properly respect 
these trends, especially since its general shape comes from strain gauge 
measurements on the horn. 

Finally, Table 6 also reports the position in the z direction of the 
fracture surface, with z = 0 corresponding to the free extremity. The 
specimens that only showed pores as imperfections tend to fail closer to 

Table 7 
Alumina material properties.  

Density [kg/m3] 3969 

Elastic modulus [GPa] 371.2  

Fig. 15. Comparison between experimental displacement curves and those obtained through the numerical model for alumina (specimen 6).  
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the specimen centre, located at z = 124.5 mm, i.e., at the higher stress 
zones, while those containing more severe flaws are largely dependent 
on their locations. 

Observing the displacement curve trend in Fig. 14, it was established 
that the material model best able to simulate alumina 99.5 % is linear- 
elastic, given that the curves seemed to maintain themselves in phase 
with each other, as well as the symmetry with the abscissa as the 
movement amplitude increased. Therefore, the only material property 
that needs to be optimised in this model is the elastic modulus E. The 
experimentally assessed density, of 3969 kg/m3, was considered. On the 
other hand, a Poisson ratio of 0.26 has been reasonably assumed. 

To verify the successful optimization of the FEM, the displacements 
numerically obtained are compared to those experimentally measured, 
shown in Fig. 15 for specimen 6. It can be noticed in Fig. 15, through the 
observation of the last cycle before failure, that the linear-elastic ma
terial model applied to alumina is capable of reliably reproducing its 
behaviour during the ultrasonic tensile test. Additionally, the suitability 
of the linear-elastic material model to simulate the mechanical response 
of the tested alumina 99.5 % even in ultrasonic frequency rates agrees 
with literature data, which suggest a linear-elastic behaviour indepen
dently of the applied strain-rate [7,32]. 

Furthermore, the optimizations conducted in all specimens provide 
an elastic modulus of 371.2 GPa, which is 6.0 % smaller than the mean 
value measured through IET. However, this difference is expected, since 
experimental data from the literature suggests that, for brittle materials, 
the elastic modulus measured in dynamic non-destructive tests, such as 
IET, tends to be slightly larger than those measured in quasi-static tests, 
such as uniaxial compression, and three and four-point bending 
[23,33,34]. Although the UST test involves high strain-rates, it also 
generates strains on the specimen that are considerably larger than those 
caused by the impulse from an IET method, potentially causing the 
measured elastic modulus to show the same behaviour as in a quasi- 
static test. The final empirically obtained material properties can be 
seen in Table 7. 

With the obtained material model, the results for each specimen 
could be extracted. Table 8 reports the determination coefficients, 
indicating the model’s high accuracy for all specimens, the maximum 
amplitude achieved by the boundary motion curve, corresponding to the 
amplitude effectively applied to the specimen, the ultimate strength, 
corresponding to the one calculated on the critical defect, and its ratio to 
the maximum stress globally achieved on the specimen, defined as 
σf/σmax. 

Furthermore, Table 8 shows that, if a loaded volume for alumina 
99.5 % were to be calculated based on this experimental dataset, it 
should correspond to the volume of material withstanding at least 68 % 
of the maximum stress, which is lower than the 90 % often adopted for 
fatigue tests, such as VHCF [35], representing further evidence to the 
already expected defect susceptibility of alumina. In this case, if the 
threshold for calculating the loaded volume were to be adopted as the 
lowest measured ratio σf/σmax, then it would be V = 9817 mm3, which 
is considered a large value when conducting size effect analyses [12,35]. 

According to the supplier, material strength data were obtained with 

3-point bending tests according to the JIS R1601:2008 Standard [36], 
for 30 mm and 40 mm span between supports, both for rectangular 
cross-section specimens of 3 mm height and 4 mm width. The supplier 
results are compared to the results obtained in the UST test in Table 9, 
with the mean strength defined by the supplier as the specimen global 
ultimate strength, while the mean strength for the UST test corresponds 
to the local ultimate strength σf at the critical defect. 

Given the statistical dependence between loaded volume and mate
rial strength, as detailed in the literature [12,13], it is expected that the 
supplier testing configuration will obtain considerably larger values for 
alumina strength. Indeed, Table 9 shows that the loaded volume in the 
UST test is over two orders of magnitude larger than either 3-point 
bending configuration. 

6.3. Stress intensity factors 

Finally, according to Section 5, the critical defect size can be quan
titatively correlated with the ultimate strength. As demonstrated by 
Fig. 6, which reports the experimental data for all the analysed alumina 
specimens, where σf

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
Ac

√√
is plotted in function of 

̅̅̅̅̅̅
Ac

√
/∅, with the 

diameter of the specimens ∅ = 10 mm. The corresponding fitting curve 

is finally calculated as f
( ̅̅̅̅

Ac
√

∅

)
= 4.19 • e0.387•

̅̅̅
Ac

√

∅ − 3.12 • e− 65.1•
̅̅̅
Ac

√

∅ , 

while C = 2.13 MPa • m1/2. Therefore, the empirical formulation results 
in Eq. (9): 

KI,d = 2.13 •
1

4.19 • e0.387•
̅̅̅
Ac

√

∅ − 3.12 • e− 65.1•
̅̅̅
Ac

√

∅

• σf

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
Ac

√√

(9)  

Fig. 16 shows the SIF values with respect to the critical defect size. The 
SIF values are close to the empirical equation, which behaves as a 
constant with the value of C regardless of the critical defect size. 

Fig. 16. Graphical representation of correlation between σf and 
̅̅̅̅̅̅
Ac

√
for 

alumina once the experimental data is applied to the empirical formulation for 
the SIFs, with the datapoints corresponding to the pores represented in green, 
the inclusion in red, and the cracks in blue. (For interpretation of the references 
to colour in this figure legend, the reader is referred to the web version of 
this article.) 

Table 9 
Comparison of strength data and loaded volumes for alumina in different test 
configurations.  

Test configuration Mean strength 
[MPa]

Loaded volume at 
0.68 • σmax [mm3]

UST 193.4 9817 
3-point bending, 40 mm 

span 
340 14.2 

3-point bending, 30 mm 
span 

440 10.6  

Table 8 
Results for each alumina specimen extracted from the optimised FEM model.  

Specimen Average R2 Achieved Aout [μm] σf [MPa] σf/σmax 

1  0.997  49.7  203.8  0.85 
2  0.997  66.4  322.6  0.99 
3  0.997  53.4  248.6  0.95 
4  0.997  54.1  249.0  0.94 
5  0.994  26.0  85.3  0.68 
6  0.996  48.5  236.4  0.99 
7  0.986  16.8  79.5  0.97 
8  0.981  18.4  90.2  1.00 
9  0.996  39.4  186.1  0.96 
10  0.993  47.2  232.6  1.00  
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Fig. 17. SIF at failure on the 400 largest identified defects for each alumina specimen, with the respective datapoint corresponding to the critical defect highlighted 
in red. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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Fig. 16 identifies which specimens are being represented by the 
datapoints using the same colour code as in Fig. 10, i.e., the pores 
indicated in green, the inclusion in red, and the cracks in blue. Partic

ularly, the fitting of f
( ̅̅̅̅

Ac
√

∅

)
did not consider specimen 9, corresponding 

to the outlier datapoint indicated in Fig. 6, since its behaviour was 
outside the trend followed by the other specimens. 

Additionally, only the pores were taken into consideration to 
calculate the constant C, since they are the only defects that respect the 
infinite body hypothesis, as pointed out in Section 5. However, specimen 
2 was not considered to calculate C, since its value for σf

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
Ac

√√
was 25 % 

larger than the average for specimens 3, 4, 6 and 10. Since the size of the 
critical defects for these five specimens stays within the range 
92 − 104 μm, the cause for this difference is the high value of ultimate 
strength reached by specimen 2, of 322.6 MPa, while the other four 
specimens stayed within the range 232.6 − 249.0 MPa. 

Considering the whole set, Eq. (9) resulted in a mean SIF of 
2.22 MPa • m1/2 with a standard deviation of 0.34 MPa • m1/2. The ob
tained values for KI,d, although calculated using the values for the crit
ical defect size, cannot be considered the critical SIF, or fracture 
toughness KIc, since they are obtained with an empirical formulation 
correlating nominal strength and critical defect size. Usually, experi
ments designed for the estimation of KIc rely on controlled cracks 
introduced in the specimen, with known geometry, defined position and 
direction for crack propagation, as indicated by the International Stan
dard [37], and observed in the experiments conducted by [38] and [39]. 
However, all material imperfections identified in the present work, 
including the critical defects, are unintentionally created during the 
manufacturing process, being characterised by their randomness of 
shape, size, position, and orientation, therefore, not allowing the esti
mation of fracture toughness (KIc) values, according to the definition 
provided in International Standards, due to the unpredictability of the 
crack front location, crack propagation direction and the irregular 
morphology of the defects originating the fatigue failure. 

As a further comparison, the empirical formulation in Eq. (9) was 
applied to the 400 largest defects identified on each specimen, to 
calculate the SIF generated by the nominal tensile stress being produced 
at each defect position when the failure occurred. The graphics in Fig. 17 
show the obtained results, with each specimen’s critical defect plotted in 
red. 

Particularly, this analysis is to verify that the largest value of KI,d in 
the respective specimen was also caused by its critical defect, potentially 
validating Eq. (9). This does seem to be the case for all the specimens 
containing cracks (5, 7, 8, and 9), and for the specimen containing the 
inclusion (1). However, for the specimens that only presented pores (2, 
3, 4, 6, and 10), although the value for the critical defect is generally 
among the highest, some cases, specifically specimens 3 and 4, showed 
SIF values up to 14 % larger than the ones associated with their 
respective critical defects, which could cast doubt on the validity of Eq. 
(9), indicating the influence of factors other than the size, such as shape, 
distance to the specimen surface, and distribution within the material, 
which could cause two smaller defects close to each other to be more 
critical than if just one slightly larger defect were in that same place. 

Nevertheless, the formulation accurately predicts failure when se
vere defects are involved, which correspond to the most critical cases, 
where the strength levels are the lowest, while also providing a suffi
ciently good approximation in their absence. Therefore, it can still be 
applied to component design while also maintaining its simplicity, since 
it depends only on defect size and material dimension. 

7. Conclusions 

This research successfully achieved its three main goals, comprised 
of: (i) validating the innovative experimental–numerical procedure 
relying on the Ultrasonic Tensile (UST) test developed recently by the 
Authors to obtain the mechanical properties of a high-resistance 

ceramic, i.e., alumina 99.5 %, (ii) analysing the manufacturing defect 
population of the tested specimens and providing a method for defining 
the critical defect independently of the fracture surface conditions, and 
(iii) proposing a Stress Intensity Factor (SIF) formulation to correlate the 
critical defect size with the ultimate nominal tensile stress of each 
specimen. 

The working principle of the UST test prevents the main issues 
typical of experimental tests on brittle materials, i.e., the possibility of 
failures at the interface with mechanical grips, and the introduction of 
spurious bending stresses caused by machine misalignments. Mean
while, the induced uniaxial stress field eliminated the need for indirect 
estimation of the tensile strength from a multiaxial stress state. Finally, 
the ultrasonic device allowed testing of a high-resistance brittle material 
with a considerably larger loaded volume than those found in the 
literature. 

The UST methodology was successfully applied to test alumina 99.5 
%, with the subsequent estimation of the mechanical properties through 
finite element (FE) modelling and an optimization procedure. The 
choice of linear-elastic material for the FE model of alumina 99.5 % was 
proven accurate, with the optimization resulting in an elastic modulus of 
371.2 GPa. 

The internal defect analysis carried out with micro-Computed To
mography (micro-CT) allowed the characterization of the flaw popula
tion and the identification of the critical defect. The critical defects of 
the five specimens that only contained pores had sizes in the range 
92 − 104 μm, the inclusion was the critical defect of its corresponding 
specimen, measuring 397 μm, the remaining four specimens had cracks 
as critical defects, with sizes in the range 1089 − 3443 μm. The large 
overall range of internal defect sizes affected the UST results, with the 
estimated ultimate strength values ranging from 79.5 to 322.6 MPa. 
Particularly, this fracture strength is smaller than that provided by the 
supplier. Nevertheless, the significantly larger loaded volume can 
explain this difference, since size effect significantly affects the me
chanical properties of brittle materials. 

The possible influence of fatigue damage introduced with the UST 
has been verified and excluded, indicating that the obtained strength 
results are a good representation of the quasi-static tensile strength of 
the tested alumina 99.5 %. Indeed, the number of cycles before specimen 
failure was limited (within 100), with a large portion at a small ampli
tude, being less likely to cause fatigue damage. Moreover, evidence of 
crack propagation of the non-critical flaws was not found when 
comparing the micro-CT scans before and after the UST test. 

Finally, the critical defect sizes were correlated to the ultimate 
strengths, with the definition of an empirical SIF formulation for the 
tested alumina 99.5 %. The SIF has been computed for the largest defects 
identified on each specimen, with the critical defect always generating a 
SIF value amongst the largest values achieved on that specimen, thus 
validating the proposed formulation. 
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