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Abstract

The aim of the present paper is to predict the fatigue life of Selectively Laser

Melted (SLMed) Ti6Al4V components via the process parameters, the thermal

treatments, the surface treatments and the stress amplitude, adopting machine

learning techniques to reduce the cost of further fatigue testing, and to deliver

better predictive fatigue designs. The studies resulted in reliable algorithms

capable of predicting trustful fatigue curves. The methods have been trained

with experimental data available in the literature and validated on testing sets

to assess the extrapolation limits and to compare the different methods. The

behavior of the networks has also been mapped by varying one SLM process

parameter at the time, highlighting how each one affects the life.

KEYWORD S
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selective laser melting, Ti6Al4V

Highlights

Machine learning can be used to reduce time and costs for fatigue

characterization.

Machine learning predicts the life of SLMed Ti6Al4V specimens effectively.

The physics informed neural network performs best.

1 | INTRODUCTION

It is widely known that Titanium alloys are difficult to
work with traditional manufacturing processes, like the
machining process. Indeed, titanium alloys are much
harder to shape with traditional methods because they
are not capable of conducting heat efficiently.1 This

means that the cutting tool will absorb nearly all the
heat that is generated during manufacturing, causing it
to be degraded sooner.1 Titanium is also tough, and a
high shear force is needed to create a chip. These
reasons make machining titanium tedious and expen-
sive.1 Moreover, Titanium alloys are used in biomedical
applications,2 whose parts and implants are of complicated
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and often personalized shapes. Additive Manufacturing
(AM) processes, on the other hand, allow to overcome
these issues. Basically, it is based on adding material layer
by layer, where each layer is connected via thermal bond-
ing to the next and the previous one, up until the desired
shape is reached. Aside from being able to manufacture
complex parts, another significant advantage is that the
AM processes allow to produce complex shapes without
intermediate manufacturing operations. Accordingly, the
mechanical performance of Ti6Al4V parts produced
through AM processes should be carefully experimentally
assessed and verified to ensure a safe design. Among the
Titanium alloys produced with AM processes, the
Ti6Al4V alloy is the most widespread and generally used
in Selective Laser Melting (SLM) processes. Despite being
characterized by good quasi-static mechanical properties,
SLM Ti6Al4V parts showed a worse fatigue response, if
compared to that of parts produced with traditional
manufacturing processes. For example, the fatigue perfor-
mances of as-fabricated (AF) SLMed specimens are gen-
erally worse than traditionally built ones.3,4 Indeed,
several factors affect the fatigue response. Among those,
the combination of process parameters5 plays the most
important role. Indeed, the poor fatigue behavior of SLM
Ti6Al4V AF parts can be mainly ascribed to the forma-
tion of defects during the layer-by-layer manufacturing
process, like lack of fusions (LOF) defect or porosities,
since they act as nucleation sites.5,6 The part microstruc-
ture is also influenced by the combination of process
parameters, even if heat treatments can induce micro-
structural variation affecting the fatigue performance.7

Post-processing treatments can also affect the fatigue
response. For example, to reduce the defect size, thermal
treatments, such as hot isostatic pressing (HIP), are often
employed.6,8–10 Similarly, surface treatments like laser
shot peening (LSP),11 shot peening (SP),12,13 polishing,
surface mechanical attrition treatment (SMAT),14 surface
machining and sand blasting (SB)15 can remove surface
defects, improving the response to cyclic loads. Due to
these large number of factors, the design against fatigue
loads of SLM Ti6Al4V parts can be rather diffi-
cult.5,6,8,9,11,15–22 Methodologies allowing to consider the
influence of the above-described factors on the fatigue
response would facilitate the design process, without
compromising the part safety. Machine learning
(ML) algorithms can help to manage problems where
many input factors are present and the experimental
response is significantly influenced by their interactions.
Accordingly, they can be reliably used even for the design
of parts to be produced with AM processes which are
expected to withstand fatigue loads. This unlocks great
potentialities for the fatigue design of SLM components,
allowing to significantly reduce the time and the cost of

the experimental activity, provided that the ML algorithm
is properly designed and validated. Indeed, literature data
can be used to train the network, allowing to cut the time
behind testing and to exhaustively map the connections
between the specimen life and the factors influencing
it. In the last decade, new ML approaches have been suc-
cessfully applied to traditional fatigue fields, such as
welding applications23,24 and traditional steel LCF life
characterization.25–27 When it comes to AM, this research
field is relatively new, even if in the last 2 years the num-
ber of research has increased for several SLM materials.
In Sharma et al.,28 a data-driven approach has been
developed to predict the static properties of AM Ti6Al4V
in which the Authors analyzed several additive
manufacturing technologies, like SLM and direct metal
laser sintering (DMLS). Liu and Chen29 have used
another training approach with probabilistic guided
learning, with a smaller database and a Probabilistic
Physics-guided Neural Network (PPgNN) to demonstrate
the feasibility of the method. However, these first two
approaches have datasets with missing process parame-
ters in the training, while the research proposed in this
paper has a fully populated Training DataBase (TDB)
with a higher number of samples. Hornas et al.30 carried
out fatigue tests on 29 specimens to create a ML frame-
work to solve the influence of defects and stress ampli-
tude on the life of AM Ti6Al4V using artificial neural
network (ANN), random forest regressor (RFR) and sup-
port vector regressor (SVR) models that validated the
research. Ciampaglia et al.31 have developed ML algo-
rithms to estimate the fatigue response from the process
parameters and heat treatment properties with a Physics
Informed Neural Network (PINN) designed and validated
on the literature of AM AlSi10Mg alloy. Salvati et al32

proposed an approach to predict the fatigue finite life of
defective materials, again with a PINN, whose training
process has been reinforced by introducing fracture
mechanics constraints. Cutolo et al.33 developed methods
and results to predict the fatigue life of laser power bed
fused complex shaped parts, using a finite element
approach, stress-based sample fatigue data and an ML
algorithm, to understand the fatigue performance of com-
plex objects. Wang et al.34 constructed an ML framework
based on sensitive features and continuous damage
mechanics to predict the fatigue life of AM AlSi10Mg
parts, that also reduced the effect of causality among the
features. Bagherifard et al.35 analyzed the fracture sur-
faces of failed V-notched laser powder bed fused
AlSi10Mg samples and the experimental data were fur-
ther analyzed with ML approaches, to identify the corre-
lation between residual stress, hardness and surface
roughness, to improve the prediction of the fatigue life of
such specimens. According to this analysis, the number
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of research focusing on the use of ML algorithms for the
prediction of the fatigue response of AM parts has
increased in the last years, highlighting the capability of
ML algorithms of managing multivariate problems con-
cerning the structural integrity of AM parts. In the pre-
sent paper, physics informed ML algorithms have been
developed to predict the stress-life relationship of
Ti6Al4V specimens produced through an SLM process.
The algorithms proposed in this paper have been trained
with a direct approach with no intermediate NN, on a
fully populated training database with a high numerosity
(768 fatigue points in the TDB with 76 datasets collected
in the literature). Several other peculiarities will be dis-
cussed in the following pages.

2 | MACHINE LEARNING
ALGORITHMS

In this section, the developed ML algorithms are
described. Section 2.1 focuses on the process parameters
considered as the input of the developed ML algorithms.
Section 2.2 reports details on the training database and
how it has been built. Section 2.3 focuses on the prelimi-
nary tuning of the Feed Forward NN (FFNN) algorithm,
analyzing also the importance of the feature numerical
correlation. In order to avoid non-feasible S-N curves,
Section 2.4 explores the capabilities of the PINN algo-
rithm. Finally, a bi-linear FFNN is developed in
Section 2.5, providing the best predictions.

2.1 | Input variables: process parameters
and post-treatments

This section focuses on the process parameters which
have been considered as the input for the developed NN
algorithms. The objective of the proposed ML algorithm
is the prediction of the fatigue life and, accordingly, of
the S-N curves of SLM Ti6Al4V parts starting from the
process parameters. This approach would facilitate
the assessment of the allowable stress to be considered
for the design against fatigue failures of SLM Ti6Al4V
parts, since the fatigue response of this alloy is strongly
dependent on the defect population. In order to improve
the predictive capability, post-treatments have been also
considered, as detailed in the following. The input of the
NN should be carefully chosen, to properly predict the
fatigue response. During the SLM process, the laser hits
the powders laid on the SLM machine bed, melting them
and solidifying gradually the first layer. Each layer has a
thickness and this can be set according to the parameter
named “layer thickness” t [μm], which is the distance

that the plate of the building chamber will travel down-
ward to let the blade recoat a new layer of powder. The
laser passes again, completing another layer and the pro-
cess is repeated several times until the part is completed.
This occurs in a chamber that has a protected atmo-
sphere with inert gases, to avoid any type of unwanted
chemical bond. The orientation of the part on the build-
ing platform is also an important factor affecting the
resulting mechanical performance.7 Generally, three con-
figurations identifying the building orientation ϑ, that is,
the angle between the part and the building platform, are
employed in the industrial practice: horizontal (0�), verti-
cal (90�), and inclined (45�). This process parameter sig-
nificantly influences the defect population and the
subsequent fatigue life.7 The hatch distance h [μm], cor-
responding to the distance between one laser pass and
the next one, has to be carefully chosen. If h is too high,
it means that two subsequent passages may lead to par-
tially melted particles. Too small hatch distances, on the
other hand, increase the production time, with multiple
remelting of the same section of layer.36 The laser power
P [W] and the laser scan speed v [mm/s] are also among
the most influencing parameters. The first one dictates
how much power the laser is providing to the powders,
while the latter one determines how quickly the laser
passes to create the layer of material. If the speed is too
high and the power is too small, the powder does not
have enough time to melt. On the contrary, too large
power and small scan speed, may lead to multiple remelt-
ing of the previous layers, affecting the quality of the fin-
ished part.37 The above analysis highlights how crucial
process parameter tuning is.5 Other parameters are often
cited in the literature and set before the manufacturing
process (point distance [μm], exposure time [μs], plate
temperature [�C], powder size [μm], scanning strategy
[�], beam diameter [μm], and powder size [μm]). How-
ever, these parameters are generally missing in literature
papers, due to their small influences, and are not consid-
ered as input parameters for the developed NN, as this
won't lead to obtain a fully populated TDB. Thermal
treatments as annealing or HIP are also largely
employed9 and significantly affect the fatigue response.
Since the powder is fused at high temperatures, with a
rapid subsequent decrement, the final part can undergo
distortions and residual stresses. The gradual solidifica-
tion of each layer creates high thermal stresses that affect
both the mechanical properties and the shape of the com-
ponent. To counteract this issue, annealing thermal treat-
ments are generally employed, with the component
reheated in a furnace at a temperature (500�C to 950�C)
significantly below the melting point (1660�C) for enough
time (30 min to 4 h). On the other hand, the HIP thermal
treatment has proven22 to remarkably increase the
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fatigue life of Ti6Al4V parts by reducing the size of poros-
ities and defects. In the HIP process, high pressures (1000
to 2000 bar) and high temperatures (800�C to 1050�C) are
simultaneously applied to the specimens, for a couple of
hours (2 to 3 h), in a specifically designed chamber filled
with inert gas, allowing to close defects and porosities.
Accordingly, the thermal and the HIP treatments have
been considered as the inputs of the developed ML algo-
rithms. The specimen surface and, in particular, surface
defects have a significant influence on the fatigue
response. In general, AF parts tend to have a poor surface
finish, with consequent low fatigue performances. To
enhance the surface quality, one or more surface treat-
ments are used, like LSP,11 SP,12,13 polishing, surface
machining, SMAT,14 Electric Discharge Machining
(EDM),19 surface machining, and SB.15 This is the reason
why even surface treatments have been considered as the
input of the NN.

2.2 | Training database: Features and
labels

The creation of a fully populated TDB is fundamental to
obtain reliable predictions with ML algorithms. The data-
base must have as much data as possible and the input
features xi must be strongly correlated to the variables to
be predicted (the fatigue life Nf in this application). In
ML literature, the input variables are called features (xi),
while the variables to be predicted are named labels (yi).
In this work, the datasets have been collected from the
SLM Ti6Al4V fatigue literature. According to Section 2.1,
only those reporting the P, v, t, h and ϑ values as process
parameters, information on the thermal and surface
treatments and, for each failure, the stress amplitude,
and the corresponding number of cycles to failure have
been considered. In particular, the experimental data
have been digitized from the S-N plots reported in the
investigated literature papers by using the software
“Engauge Digitizer.” Literature fatigue tests are carried
out in different configurations, mainly rotating bending
(R = σmin/σmax = �1, being R the stress ratio, σmin and
σmax the minimum and the maximum stress within a
load cycle, respectively) and pulsating tensile (R > 0,
σmax > 0, σmin > 0, σm > 0). In order to consider together
all the data, the Smith-Watson-Topper correction was
applied by calculating the equivalent stress amplitude,
σa,R = -1, at R = �1 (σa,R = -1 = σmax�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:5 � 1�Rð Þp

). The
database has been built to be fed inside the Python pro-
gramming environment and to be read, as a CSV file, by
the Python library named “pandas.” Therefore, it will
have as many rows as the number of fatigue points that
have been digitized from the articles, and as many

columns as the features that are used to predict Nf. It is of
fundamental importance to avoid blank spots in the data-
base, to let the ML algorithm work properly. To denote
whether the annealing and HIPing treatments have been
performed, a Boolean strategy has been adopted, that is,
equal to 1 if applied and to 0 if not applied. For the ther-
mal treatments, as it was anticipated before, the presence
of the annealing and HIP treatments were noted in the
TDB, as well as the annealing temperature (if the anneal-
ing was not performed, T was reported as 20�C). While
for the surface treatments, again a Boolean strategy was
chosen to discriminate whether the treatment has been
applied or not. The surface treatments which have been
considered are the following, according to Section 2.1:
machining, SB, SP, LSP, SMAT, EDM, and surface polish-
ing. Together with the process parameters and the sur-
face treatments, the stress amplitude σa was used as a
feature to predict the label fatigue life Nf. This was done
to replicate what occurs in fatigue testing: indeed, before
a test, the stress amplitude σa is fixed, and the number of
cycles to failure is experimentally assessed. The opposite
strategy, that is, considering Nf as the input feature and
σa as the predicted value, could have been used anyways
and it is expected that the results would not have varied
significantly. In the investigated datasets, runout data are
also present. However, they have not been considered in
the developed algorithms, since they require the applica-
tion of appropriate statistical methodologies which can
add further complexities to the models and are out of the
scope of the present work. Table 1 summarizes the data
used for validating the developed ML algorithms. In total,
768 fatigue points have been considered in the present
work. Those ones are coming from 76 datasets extrapo-
lated from 18 articles (Table 1). The amount of data for
each literature dataset varies significantly, with datasets
having only one point per stress amplitude level. These
datasets have not been discarded since other datasets,
obtained with similar process parameters, increased the
number of points having the same stress amplitude level.

In the considered articles, experimental tests have
been mainly carried out on specimens characterized by
standard geometries for rotating bending and pulsating
tensile tests. However, the specimen geometry or the
specimen risk-volume can significantly affect the fatigue
response. These two factors have not been considered in
the ML algorithms, since standard geometries have been
mainly tested, therefore not significantly affecting the
fatigue response, even if contributing to the large experi-
mental scatter. It must be noted that a proper strategy for
optimizing the predicting capabilities of ML algorithms is
to start predicting the label with a small number of fea-
tures and, thereafter, increase the number to improve the
accuracy of the predictions. For example, in the first

CENTOLA ET AL. 4353
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FFNN (Section 2.3), only the process parameters (ϑ, t, h,
P, and v) and the stress amplitude (σa), have been used.
The heat and surface treatments were gradually added
to verify the improvement of the predictive power.
Finally, it was observed that a feature cross combination
(combination of two or more features via multiplication
or division) between P and v, significantly improved the
quality of the predictions. This idea originated from the
well-known relation that lies between those two parame-
ters37 and confirmed to be correct because the correla-
tion vector referred to Nf, with the v/P feature cross
combination, gave a higher coefficient with respect to
v and P considered alone. This improved the predictions
significantly.

2.3 | Feed forward neural network

The FFNN is the simplest model of neural network, in
which data can propagate only in the forward direction,
so from the input layer to the output layer, as there is no
information traveling backwards. The structure of the
neural network should be properly designed to result in
optimized predictions. The input layer takes the signal
moving it to the next hidden layer, and so on up to the
final output layer. Inside the hidden layers the neurons
work together by taking the signal from the inputs and
by producing a random weight (wi) and a bias (bi) that
are combined with the input features (xi) to produce a
sum (gi), calculated as follows (Equation (1)):

gi ¼wi � xiþbi: ð1Þ

The sum gi is fed through the activation function
(fa,i), arbitrarily chosen for each dense layer, that changes
the signal by activating it. The activation function can be
a sigmoid, a linear, a rectified linear unit (ReLU) or a
hyperbolic tangent (tanh) function. The activated signal
is sent to the next layers up until the output one, deliver-
ing the prediction for the current training repetition
(epoch). The output layer is linearly activated as the other
types of fa,i would act as a filter, distorting the final infor-
mation (Equation (2)):

yi ¼ f a,i gið Þ: ð2Þ

A fundamental ML hyper-parameter is the number of
epochs. The process that has been stated few lines before
is repeated as many times as the number of epochs and,
as this process repeats, all the weights and the biases are
adjusted at each epoch to increase the quality of the pre-
diction. The metric that measures how precise the predic-
tion is, is named loss function. Generally, it is used the

loss function that minimizes the mean squared error
(MSE). When the MSE is calculated, the weights and
biases are adjusted again to ensure that the MSE is
reduced in the next epoch. The learning rate (LR) is the
2nd fundamental ML hyper-parameter. It tells the neural
network how much to modify the biases and weights in
response to the previously calculated loss. Tuning the LR
correctly is important as the loss of the model could even
increase if the LR is set high or decrease very slowly if set
low, requiring then more training epochs and time.
Lastly, the batch size indicates the number of rows of the
TDB passed through to the NN at one time. It can range
from 1 to the size of the full database. Both extreme
values deteriorate the prediction. A good compromise is a
value in between: for this work the batch size has been
set to 500. For how important the hyper-parameters tun-
ing is, what really determines the goodness of the NN is
the correctness and coherence of the TDB. Therefore, as
a starting point, a simplified version of the training data-
base is firstly considered with only P, v, t, h, ϑ, and σa as
input features (Figure 1, light blue). This has allowed to
verify the capability of the proposed ML for dealing with
the fatigue response of Ti6Al4V parts. In a later stage of
the FFNN, all the thermal and surface treatments
(Figure 1, dark blue) have been considered during the
training to improve the precision. In Figure 1 it is possi-
ble to appreciate the structure for this first NN. It is com-
posed of 16 input nodes (6 light blue and 10 dark blue,
one per feature), 3 intermediate hidden layers with
respectively 100, 75, and 50 neurons (green) having the
ReLU as activation function, and 1 linearly activated
output node for Nf (red). The hidden part can be arbi-
trarily set to enhance the precision of the training pro-
cess. After extensive testing, the ML hyper-parameters
are set as follows: epochs = 300 to 500, learning
rate = 0.001 and the batch size = 500. The TDB is nor-
malized (TDBnorm), following the z-score column-wise
formula (TDBnorm = [TDB � TDBmean]/TDBstdev, being
TDBmean the TDB mean and TDBstdev the TDB standard
deviation).

Once the NN has been trained, the prediction accu-
racy has been verified on a randomly dataset chosen. To
this end, the dataset Gong2015 SLM-MP 415 has been
selected. An evaluation database has been built to inter-
rogate the part of the FFNN that has the same process
parameters of the chosen dataset. Those ones are
repeated identically trough each row while the σa column
varies between the minimum and the maximum σa of the
dataset with 1 MPa increments. This evaluation database
has been normalized again with the z-score to be fed
inside the FFNN to output the normalized Nf prediction.
After de-normalizing the predicted life with the inverse
formula of the z-score, this one is plotted with σa on top
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of the experimental points of the dataset to reveal the
predicted fatigue curve.

2.3.1 | Correlation coefficients

Before implementing important modifications, it is good
practice to study the correlation between the features
toward that label Nf. With this, it is possible to verify
which feature has high predictive power. Table 2 shows
the Nf correlation vector: the first 5 columns display the
correlation coefficients of P and v and the three other
process parameters alone, while in the last three all the
possible feature cross combinations between P and
v have been reported with their correlation coefficients. It
can be observed that P and v alone have a low correlation
coefficient toward fatigue life. It is also known that they

are physically related to each other, as discussed in
Section 2.2. Therefore, a feature cross combination has
been considered between these two parameters. Three
attempts have been made: P/v, P�v and v/P; with v/P pro-
viding the highest correlation coefficient. In the final con-
figuration of the TDB, the h, ϑ and t correlation
coefficients remained unchanged while the feature cross
v/P replaced the process parameters v and P, thanks to its
higher predictive power.

2.4 | The physics informed neural
network

The first developed NN works as a “black box” not ensur-
ing that the fatigue life decreases with the applied num-
ber of cycles. Accordingly, this physical evidence can be

FIGURE 1 The structure of the

Feed Forward NN (FFNN). In blue is

represented the input layer, whose nodes

are as many as the features xi that are

used to predict the variable of interest.

In green are shown the intermediate

layers with their neurons, which can be

customized at will to meet an efficient

and precise training. In red is depicted

the output layer, in which each node

corresponds to the label yi to be

predicted. [Colour figure can be viewed

at wileyonlinelibrary.com]

TABLE 2 Nf feature correlation

vector of the process parameters with

all the possible feature crosses between

v and P.

ϑ h t P v P/v P�v v/P

Nf [%] 14.63 18.93 8.10 9.50 6.77 9.62 1.19 13.54
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embedded in the NN. With this information embedded, a
physics informed neural network (PINN39) is created. As
the model trains, through each epoch, for each consid-
ered dataset, all the experimental data points are consid-
ered and the 1st derivative is computed. In particular,
since the model predicts Nf, the 1st derivative is defined
as dNf / dσa. The first derivative, dNf / dσa, has been
imposed to be negative within an appropriate custom loss
function, reported in Equation (3):

totalLoss¼ a � f þb �MSE, ð3Þ

being f a custom penalization function which has been
defined such that the negative derivatives are not making
the loss increase, since they are zeroed, while positive
derivatives worsen the training loss. The a and
b coefficients, whose sum must be equal to 1, are used to
give a weight to the terms associated to the derivative (f )
and the mean square error function, respectively. The
f function is defined according to Equation (4):

f ¼
dNf

dσa
þ dNf

dσa

��� ���
2

: ð4Þ

Figure 2 plots the f function (in blue) for a sinusoidal
dNf/dσa function (in dotted red).

This ensures that the S-N curves are always decreas-
ing. The a and b coefficients have both been set to 0.5 to
give an equal weight to both the MSE term and the deriv-
ative term. Equation 5 reports the trivial constraints of
the a and b coefficients:

aþb¼ 1, ð5Þ

For each dataset the training was repeated 5 times to
get an average and mitigate the randomness that is pre-
sent while training a NN, ensuring the best perfor-
mances. The structure of the NN remains identical,
though the tanh activation function has been implemen-
ted in all the hidden layers.

2.5 | Bi-linear neural network

Finally, the estimated S-N curves are forced to follow a
bilinear trend, according to the experimental evidence. In
the following, the developed NN will be called Bi-Linear
Feed-Forward Neural Network (BLFFNN). The TDB has
been reshaped, since the output labels of the BLFNN are
now the four coefficients of the bilinear model, the slopes
m1 and m2 and the biases q1 and q2 according to
Equation (6):

S¼m1 �Nþq1, if S≤ S�
S¼m1 �Nþq2, if S> S�

�
: ð6Þ

The features are the same as before with the excep-
tion that the feature cross v/P is now being replaced back
by P and v alone as for the FFNN, since the TDB is differ-
ent. The input layer is the same of the preliminary FFNN
with the σa feature node excluded. The hidden part of the
BLFFNN is identical to the PINN, while the output layer
has now 4 nodes, accordingly one per label.

In this configuration, for each dataset the coefficients
of the bilinear model fitting the experimental data need
to be estimated, according to Figure 3. The line fitting the
experimental data failing at small number of cycles (typi-
cally in the Low Cycle Fatigue (LCF)–High Cycle Fatigue
(HCF) life region) crosses point A, (Figure 3), whereas
the line fitting failures at large number of cycles (typically
in the Very High Cycle Fatigue [VHCF] life region)
crosses the point B in Figure 3.

Both points A and B have been chosen from the top
left region and the bottom right region of the considered
dataset experimental S-N diagram. Accordingly, only the
slopes m1 and m2 are to be estimated. In particular,
the slopes ensuring the lowest RMSE(Nf), hence those pro-
viding the best fitting of the data, have been considered.
To force the concavity to be facing upward, an m* slope
coefficient has been considered as upper limit for the m1

slope vector and as lower limit for the m2 vector. m* is
simply the slope coefficient of the line passing through
points A and B. This forced the knee point (Point *,
Figure 3) to stay below the line passing through points A

FIGURE 2 Custom penalization function f (blue) used to

penalize positive derivatives and to inject the physics of fatigue

problems inside the Physics Informed Neural Network (PINN).

[Colour figure can be viewed at wileyonlinelibrary.com]
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and B (Line *, Figure 3). Accordingly, it can be ensured that
the knee point and the bilinear function are enclosed in
the right triangle identified by points A and B. This allows
the network to follow the typical experimental trend, with-
out the need for a PINN that increases the computation
time and the network complexity. This procedure is
repeated for all 76 datasets until the TDB is fully populated.

3 | RESULTS AND DISCUSSION

In this section the three developed ML algorithms are
validated on literature data. In Section 3.1, the prelimi-
nary results of the FFNN are shown. Those are useful to

understand the right direction to take when it comes
to implementing further improvements. In Section 3.2,
the improvement of the S-N curves is evidenced by the
analysis of the figures obtained from the PINN algorithm.
Section 3.3 shows the obtainment of the desirable bi-
linear behavior, that is representative of the experimental
evidence of fatigue curves. In Section 3.4, the three NN
types are compared to highlight which of them performs
best. Section 3.5 reports the validation on test datasets
accomplished by removing those sets from the training
database; this has been done to show the limits of each
neural network type. Section 3.6 outlines another valida-
tion achieved by using new datasets that are out of the
TDB, therefore the network is predicting the life blindly
from the process parameters and treatments of the sets to
be validated. Lastly, Section 3.7 shows the influence of
the process parameters variation on the fatigue life of the
specimens.

3.1 | FFNN validation

The model trained from normalized data showed a steep
training loss decrease in the first 200 epochs as it reaches
an MSE value of 0.3. To be conservative, the number of
epochs has been increased to 100,000. Figure 4A plots the
loss function with respect to the number of epochs.
According to Figure 4, an overall flat trend of the training
loss has been obtained. The training can be stopped at
500 epochs to reach a satisfactory performance. If more
than 1000 epochs are used, an undesired overfitting
behavior is obtained, with an unnecessarily increased
training time. In Figure 4B the first preliminary S-N
curve prediction has been performed on the randomly
chosen dataset “Gong 2015 SLM-MP 4.”15

FIGURE 4 (A) The preliminary Feed Forward NN (FFNN) model loss to validate the chosen set of hyper-parameters. The first raw

preliminary prediction of the FFNN is revealed in (B). [Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE 3 Schematic stress-life diagram showing the strategy

followed to fit the experimental data with a bilinear trend. [Colour

figure can be viewed at wileyonlinelibrary.com]
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According to the preliminary investigation in
Figure 4B, it can be stated that the predicted S-N curve is
close to the experimental data. However, this result has
three main issues: it has not a strictly decreasing behav-
ior, the concavity is not always facing upward and the
shape is not typical of fatigue problems, as many broken
lines are present. Even considering in the TDB the heat
and surface treatments, these three problems remained
unsolved. The “black box” approach, accordingly, should
be considered as a starting point and prove the effective-
ness of the methodology, since the S-N curve estimated
from the process parameters, heat and surface treatments
is close to the experimental data, but it cannot be used
for the design of components due to the above-mentioned
issues.

3.2 | PINN curves

Once the PINN algorithm has been created, its predicting
capabilities can be evaluated by considering all 76 data-
sets. Figure 5 shows 6 datasets evaluated with the PINN
algorithm: in black 5 fatigue curves predicted by the
PINN while in orange the average of those 5 S-N curves.

This 5-curves mean has been produced to reduce the
randomness of the training sessions. Figure 5A shows
the dataset “Gong 2015 SLM-MP 4”15 evaluated with the
PINN algorithm; with respect to Figure 4B the quality
has improved significantly as the behavior is smoother
and strictly decreasing. The same holds for Figure 5B,C
representing the datasets “DuQian2020, set 1”5 and
“Alegre2022 as built”,9 respectively. Figure 5D depicts
set “Li2016, Hooerweder et al.”19 Linear trends are also
achieved by the PINN, as it is observable in Figure 5E,F
showing the datasets “Gunther2017, SLM-1 b”6 and
“Kumar2020 3067-AF.”13 According to Figure 5A,B,D–F,
very good predictions can be obtained, with the pre-
dicted S-N curves crossing the experimental data and, at
the same time, being strictly decreasing, with a smooth
trend and the concavity facing upward. This has been
found for nearly 75% of the datasets. On the other hand,
P-S-N curves with the concavity facing downward are
still found, and an example can be appreciated in
Figure 5C. Accordingly, the PINN algorithm provides
good results and works properly for the majority of the
considered datasets, but not feasible S-N curves with
trends in contrast with the experimental trend can be
still found.

FIGURE 5 Six fatigue curves evaluated with the Physics Informed Neural Network (PINN) algorithm. A mean curve has been

generated (orange) from five training sessions (curves in black) for each of the 76 datasets. [Colour figure can be viewed at

wileyonlinelibrary.com]
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3.3 | BLFFNN bilinear predictions

According to Section 2.5, the outputs of the BLFFNN are
the four coefficients m1, m2, q1, and q2, used in the bi-
linear formulation for the S-N curves modeling Nf as a
function of σa. In Figure 6, the black dotted S-N curves
have been obtained through by fitting the experimental
data, whereas the green curves are estimated with the
developed BLFFNN. Figure 6A,B show the datasets
“Gong2015 SLM-MP 4”15 and “DuQian2020, set 1,”5

respectively. Figure 6C represents the set “Alegre2022 as
built”9 whose concavity is finally facing upward thanks
to the bi-linear trend enforcement. In Figure 6D, set
“Li2016, Hooerweder et al.”19 is considered, while
Figure 6E,F depict “Yan2019 AF”14 and “Alegre2022
HIP”9 sets, correspondingly.

Figure 6 proves the effectiveness of this approach
with the P-S-N curves showing a strictly decreasing trend,
with concavities facing upwards. Moreover, the estimated
S-N curves are in agreement with the experimental data,
with the bilinear trend being more appropriate for model-
ing the stress-life relationship of SLM Ti6Al4V alloy. It is
worth noting that the estimated S-N curves can show an
asymptotic trend, depending on the considered dataset.

Accordingly, this approach can be reliably employed for
datasets with a bilinear trend characterized by two curves
showing two different slopes, and for datasets with a first
linear trend and a flat trend for the second line, that is,
with an asymptotic trend.

3.4 | General comparison

In this section, the three approaches are compared
to investigate their strength and their weaknesses.
Figure 7A represents set “Gong2015 SLM MP-4”15 vali-
dated with the three approaches described in the previ-
ous sections. The same analysis has been repeated for
sets “DuQian2020 set 1”5 (Figure 7B), “Alegre2022 as
built”9 (Figure 7C), “Li2016, Hooerweder et al.”19

(Figure 7D), “Alegre2022 HIP”9 (Figure 7E), “Li2016,
Edwards & Ramulu, Machined & Polished”19

(Figure 7F), “Sanaei2020, AM250, Annealed and
Machined”8 (Figure 7G), “Yan2019, AF”14 (Figure 7H),
and “DuQian2020, set 2”5 (Figure 7I), respectively. The
three investigated methodologies are plotted in Figure 7:
in blue the FFNN (trained with the full TDB), in orange
the PINN and in green the BLFFNN of Section 2.5.

FIGURE 6 Fatigue curves evaluated with the bi-linear feed-forward neural network (BLFFNN). In green the prediction of the BLFFNN,

in dotted black the developed bi-linear fit used in the training database. Sets in (A)–(C) are the same shown in Figure 5. [Colour figure can

be viewed at wileyonlinelibrary.com]
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According to Figure 7, it can be appreciated how the
S-N curves predicted with the BLFFNN provide better
estimations, even for datasets for which the other two
proposed methods are characterized by bad performance.
The S-N curves predicted with the FFNN approach, for
example, are in agreement with the experimental data,
but tend to overfit, as shown in Figure 7A,B,G. The
PINN, moreover, is in agreement with the experimental
data, too, but may show a not physical trend, with the
concavity facing downward, as shown in Figure 7F,G. On
the other hand, the BLFFNN works properly for all data-
sets, overcoming the criticalities associated with the other
two approaches.

3.5 | Validation on test datasets

The analyzed methodologies have shown good predicting
capabilities for the datasets used for training and their
strengths and weaknesses have been highlighted. How-
ever, the real fitting capability of these types of algo-
rithms can be reliably tested and validated by considering
datasets not used for the training. In Figure 8 the black
data points have been considered within the TDB,
whereas the colored datasets have been removed from
the training datasets and considered as test datasets.
These datasets belong to the outer boundary of the whole
set of data in the S-N plot, thus allowing for a proper

FIGURE 7 (A–I) Graphical comparison of the techniques seen up to now. It is evident how the BLFFNN delivers better results: in

curves (A) and (G) the Feed Forward NN (FFNN) does not have a strictly decreasing behavior, while in c and f the PINN concavity is

downward. [Colour figure can be viewed at wileyonlinelibrary.com]
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validation. The black points belonging to training data-
sets are now referred as internal regions of the TDB,
whereas the colored datasets are named external regions
of the TDB.

Table 3 summarizes the datasets used for this analy-
sis. The number of fatigue points for the training is now
reduced from 768 to 620.

Figure 9 plots S-N curves evaluated with test datasets
outside of the TDB and curves inside of the TDB in these
conditions. Figure 9A reports the external test dataset
“DuQian2020, set 7”5 that belongs to the right-bottom
region of the S-N diagram. Figure 9B shows the test set
“Sanaei2020, AM250 AB”8 positioned in the external left-
top part of the full S-N diagram. Figure 9C shows the
external test set “Li2016, Hooerweder et al.”19 located in
the left-bottom section of the fatigue diagram. The exter-
nal test dataset “Gunter2017 SLM-2”6 placed in the right-
top part of the S-N diagram, is reported in Figure 9D,
whereas in Figure 9E,F the training datasets internal to
TDB “Yan2019, AF”14 and “DuQian2020, set 6,”5 are
shown, respectively.

According to Figure 9, the datasets of the right-
bottom and left-top regions have good predicting capabil-
ities. The reason lies behind the fact that they belong
to densely populated portions of the SN diagram
(Figure 9A,B). The BLFFNN is however having more

difficulties with respect to the other ones as it is more
sensitive to the reduction of the number of datasets, since
characterized by a smaller number of data available for
the training, according to Section 2. For the left-bottom
and right-top portions, the performance is moreover
scarce (Figure 9C,D). The reason has again to be searched
in the physics of fatigue problems: indeed, failures in low
life-low stress or high life-high stress regions are unlikely.
This leads the TDB to be less crowded in these portions
and, consequently, the predictions are poor. This can be
expected, since the data for the training in this region is
limited; thus, the ML algorithms are forced to make pre-
dictions without available data, or with a limited amount
of data, for the training. It is worth noting that this vali-
dation is very stressful for the developed NN, since,
besides considering datasets that rarely occur experimen-
tally, the number of data available for the training has
also been reduced. On the other hand, the S-N curves
predicted for datasets where a large amount of data for
the training is available (Figure 9E,F) are in sound agree-
ment with the experimental data, proving the effective-
ness of the methodology and its robustness.

3.6 | Blind validation

In this section, the developed ML algorithms have been
validated on datasets not considered in the TDB
described in Section 2. Accordingly, the number of data
available for the training has been kept constant by
restoring the TDB to its full capacity, differently from
Section 3.5. This validation simulates a real application of
the developed ML algorithms, that is, predicting the S-N
curves directly from the process parameters and heat and
surface treatments without carrying out experimental
tests. The three datasets available in Xu et al,40 have been
considered, each one with 20 fatigue points circa, belong-
ing to specimens produced with the same sets of parame-
ters (P = 450 W, h = 15 mm, v = 1200 mm/s, t = 50 μm,
annealed at 850�C, machined and polished), but with
varying building orientations. Set 1 has ϑ = 90�, for set
2, ϑ is set to 45�, while for set 3, ϑ = 0�. According to
Figure 10, the predicted S-N curves are in agreement with
the experimental data, proving the robustness and feasi-
bility of the methods.

For set 1 (Figure 10A), the BLFFNN provides the
most conservative results, with the S-N curve being below
the majority of the experimental failures. On the other
hand, for set 2 (Figure 10B) all methods provide good
predictions. For set 3 (Figure 10C), the S-N curve pre-
dicted with the BLFFNN showed the best performance.
Moreover, the data considered for this further validation
belongs to poorly populated regions, further confirming

FIGURE 8 Graphical representation of the Training DataBase

(TDB) considered for the validation of the proposed machine

learning (ML) algorithms. The points in black are contained inside

of it, while the red ones have been removed. Those ones belong to a

specific section of the SN diagram highlighted by the respective

colored circle, as described in Table 2. [Colour figure can be viewed

at wileyonlinelibrary.com]
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TABLE 3 Validation of the developed NN: testing datasets.

Code Dataset name Region Fatigue properties

1 DuQian2020, set 25 Right Bottom
(red)

High Life
Low Stress7 DuQian2020, set 85

14 Li2016, Edwards & Ramulu As Built19 Left Bottom
(yellow)

Low Life
Low Stress15 Li2016, Edwards & Ramulu Machined and Polished19

19 Li2016 Hooerweder et al19

22 Sanaei2020, AM250 Annealed8 Left Top
(blue)

Low Life
High Stress23 Sanaei2020, AM250 AB8

24 Sanaei2020, AM250 Annealed and Machined8

25 Sanaei2020, M290 90� Annealed8

26 Sanaei2020, M290 45� Annealed8

27 Sanaei2020, M290 90� AB8

28 Sanaei2020, M290 45� AB8

12 Gunther2017, SLM-26 Right Top
(green)

High Life
High Stress34 Sun2021, Ultrasonic22

35 Sun2021, Rotating Bending22

FIGURE 9 Fatigue curves evaluated with the trimmed TDB. (A) The external right-bottom region and (B) the external left-top part;

(C) and (D) belong to the left-bottom and right-top portions, and (E) and (F) are in the internal regions. [Colour figure can be viewed at

wileyonlinelibrary.com]
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the solidity of the networks, since they can perform well
enough even in these scarce conditions.

3.7 | Process parameters variation
validation

Another interesting application of the developed NNs is
the analysis of the influence of the process parameters on
the fatigue response. In this analysis one process parame-
ter at a time has been varied, while keeping the others
constant. Accordingly, it can be verified that the variation
of the fatigue response with respect to the investigated
process parameter is in agreement with the experimental
evidence, even if the interactions between process param-
eters are not considered. The parameters h, t, and v/P
have been varied. In particular, for each parameter, the
constant parameters are equal to the mean for continu-
ous parameters (v/P, h and t) or to the most frequent
value in case of a discrete parameters (e.g., ϑ, which can
only be 0�, 45�, or 90�). The same holds for the treat-
ments that, even though they are not varied in this proce-
dure, are set to the most recurrent value (Booleans) or to
the average value (e.g., for the heating temperature T).
Since the NN is outputting Nf, σa has been set to
200, 300, 400, and 500 MPa respectively, to also highlight

its influence as the studied parameter varies. Table 4
summarizes the database considered for this analysis,
with the mean/most frequent parameter kept constant
and the varying σa. The database is repeated accordingly
varying the studied parameter through its range of
variation.

Figure 11A shows how the variation of h affects the
life, while for Figure 11B,C the impact of t and of the
cross-parameter v/P on Nf is studied.

Feature h varies from values of 50 to 250 μm. Low
values of h give better fatigue performance as opposed to
higher ones (Figure 11A). The reason for this trend can
be attributed to the fact that small values of h allow the
laser to better bond the powders, as the part undergo a
higher number of passes that create partial remelting on
the previous pass, that grant a better connection between
the two subsequent passages.36 The parameter t ranges
from 30 to 60 μm. In this case a significant difference
between the three curves cannot be appreciated as the
difference in Nf is small as feature t changes (Figure 11B).
Numerically speaking the reason lies behind the fact that
this parameter has not a very high correlation coefficient
to the fatigue life Nf (8%, Table 2). Feature cross combina-
tion v/P ranges from 2.5 to 12.5 mm/W�s. Indeed, if the
previously modified parameters are reset to their mean
values, a decreasing trend for v/P can be found in

FIGURE 10 Blindly evaluated datasets coming from the article Xu et al.40 All three sets share the same process parameters except for

the building orientation ϑ. Set 1 (A) has ϑ = 90�, set 2 (B) has ϑ = 45�, and for set 3 (C), ϑ = 0�. [Colour figure can be viewed at

wileyonlinelibrary.com]

TABLE 4 Process parameter variation evaluation database.

ϑ v/P h t Ann T HIP Mac SB EDM LSP SP SMAT Pol σa

1 90 4.8 0.12 40 1 735 0 1 0 0 0 0 0 1 200

2 90 4.8 0.12 40 1 735 0 1 0 0 0 0 0 1 300

3 90 4.8 0.12 40 1 735 0 1 0 0 0 0 0 1 400

4 90 4.8 0.12 40 1 735 0 1 0 0 0 0 0 1 500
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Figure 11C. The physical reason for this trend is simple.
Sufficiently high values of P allow the powders to melt
completely, while low values do not provide enough
energy for the bonding. By considering v, if the laser is
traveling too quickly, the material has not sufficient time
to create the solidified structure; conversely, if the speed
is moderate the powders can have sufficient time to bind
with each other.37 Therefore, it is trivial to understand
that if the setup has moderate v and relatively high
P (low v/P, e.g., 2.5 mm/W�s) the quality of the finished
part could likely be better with respect to parts manufac-
tured with high v and low P (high v/P, e.g., 12.5 mm/
W�s). In fact, in Figure 11C, low values of this parameter
produce a better fatigue response with respect to high
values.

4 | CONCLUSIONS

The present study focuses on a design approach against
Additive Manufacturing (AM) fatigue failures from the
process parameters, set before production, and the post
treatment operations, that are affecting the microscopic
characteristics, for example, defects, of the Ti6Al4V
alloy. The achievement has been accomplished with
Machine Learning (ML) algorithms, that are capable of
resulting in trustful stress-life curves from the input pro-
cess parameters (building orientation, laser power, hatch
distance, scanning speed and layer thickness), the heat
treatments (annealing, annealing temperature and hot
isostatic pressing) and the surface treatments (surface
polishing, surface machining, shot peening, laser shot
peening, sand blasting, surface mechanical attrition and
electric discharge machining). Three types of ML neural

networks (NN) have been developed and trained in this
research: a feed-forward neural network (FFNN), a
physics-informed neural network (PINN), and a bi-linear
feed-forward neural network (BLFFNN). The popular
FFNN is widely used, especially for preliminary tunings,
as it links the input post treatments and process parame-
ters to the stress-life curves with a black-box approach,
since the network is not capable of outlining the physi-
cal decreasing behavior of fatigue curves. Therefore, the
PINN is employed to inform the algorithm of the inverse
relation present between the stress amplitude and the
fatigue life, by imposing the stress-life derivative to be
negative, favoring strictly decreasing behaviors. To
ensure the experimental bi-linear evidence of fatigue
curves, the BLFFNN has been designed to mitigate unty-
pical tendencies, by forcing a bi-linear fit that results in
either two lines with a knee point or a single line with
asymptote. The networks have been trained on experi-
mental datasets gathered from literature fatigue tests
conducted on selectively laser melted Ti6Al4V speci-
mens. The three methodologies are set side by side to
emphasize the superiority of BLFFNN when the fatigue
datasets are all evaluated on training sets and to show
their limits when the BLFFNN is validated on test sets
that have been removed from the training database
extrema, showcasing a more robust predictivity of the
PINN. To ensure the validity of the techniques, three
datasets40 external to the training database have been
blindly evaluated by the networks, to confirm the solid-
ity of the methods, as the predictions fall in the range of
the experimental failures. This last study confirms the
potential of these ML techniques: the fatigue response
can be reliably predicted from the process parameter
and the treatments, to reduce the need of further

FIGURE 11 (A–C) Process parameter variation validation. In (A), h is varied showing a decreasing trend of the life as h increases. In

(B) the small influence of t on Nf is reported. In (C) the life decreases as v/P is increased. [Colour figure can be viewed at wileyonlinelibrary.

com]
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expensive and time-consuming fatigue testing. In addi-
tion, these models can be used to enhance the mechani-
cal component design to obtain the best possible fatigue
response.

NOMENCLATURE
a 1st derivative custom loss function weight

coefficient
AB As Built
AM Additive Manufacturing
Ann Annealing thermal treatment
b overall precision custom loss function

weight coefficient
BLFFNN Bi-Linear Feed Forward Neural Network
EBM Electron Beam Melting
EDM Electric Discharge Machining
f Custom Penalization Function
FFNN Feed Forward Neural Network
h Hatch Distance [mm]
HCF High Cycle Fatigue
HIP Hot Isostatic Pressing thermal treatment
LCF Low Cycle Fatigue
LSP Laser Shot Peening surface treatment
Mac Surface Machining treatment
mi Linear slope coefficient
ML Machine Learning
MSE Mean Square Error
N Number of Cycles to Failure - Fatigue Life

[Cycles]
Nf Number of Cycles to Failure - Fatigue Life

[Cycles]
NN Neural Network
NNs Neural Networks
P Laser Power [W]
PINN Physics Informed Neural Network
Pol Surface Polishing treatment
qi Linear Bias Coefficient
R Stress Ratio
ReLU Rectified Linear Unit activation function
RMSE (Nf) Root Mean Square Error calculated to the

Fatigue Life
S Stress Amplitude [MPa]
SB Sand Blasting surface treatment
SLM Selective Laser Melting
SLMed Selectively Laser Melted
SMAT Surface Mechanical Attrition surface

treatment
SP Shot Peening surface treatment
T Annealing Temperature [�C]
t Layer Thickness [μm]
Tanh Hyperbolic Tangent activation function
TDB Training Database
TDBmean Training Database column-wise mean

TDBnorm Training Database normalized with the
z-score formula

TDBstdev Training Database column-wise standard
deviation

v Laser Scan Speed [mm/s]
v/P Speed over Power cross parameter

[mm/W�s]
VHCF Very High Cycle Fatigue
ϑ Building Orientation [�]
σa Stress Amplitude [MPa]
σm Mean Stress [MPa]
σmax Maximum Stress [MPa]
σmin Minimum Stress [MPa]
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