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Abstract 

The energy transition toward a decarbonized civilization has to be driven by 

renewable energy sources (RESs). Their installed capacity is anticipated to expand 

significantly to solve the issues of the depletion of fossil fuels and the mitigation 

of greenhouse gas emissions. However, the fluctuating behaviour of variable RESs 

makes it difficult to integrate them into electrical networks. Electrical energy 

storage hence becomes essential to address the RES-related difficulties. H2 is 

becoming one of the most prominent choices for energy storage. Consequently, 

green H2 production using water electrolysis has become the subject of many 

recent researches. Studies are mainly focused on cost reduction via performance 

improvement and degradation limitation.  

In the current work an experimental test rig was built at Environmental Park 

of Turin. It aims at the characterization of electrochemical devices for the 

production of hydrogen. This electrochemical test station is designed to enable 

testing of low temperature electrolytic devices (up to 150°C and 30 bar) both with 

anionic and cationic electrolyte cells and from individual electrolytic cells to small-

assembled cells called stacks. 

To be able to deeply study the degradation phenomena starting from the 

technology level in each P2P system component, accelerated experimental 

degradation tests were designed and series of tests have been arranged on low-T 

PEM cells. In order to have all the necessary information about the cells, 

commercial MEA with acidic chemistry were chosen and assembled in the 

laboratory using the separated anode and cathode side. Industry standard Nafion 

membranes (Nafion 115 and 117) and gas diffusion layers were used. The 5X5cm 

single cells were put under test inside a housing connected to the electrochemical 

test bench which can control the relevant test variables such as temperatures, mass 

flow rates and pressures. Cells were characterized by the resultant voltage-current 

polarization curves and electrochemical impedance spectroscopy (EIS).  
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A 0D MATLAB model has also been developed that fits the voltage-current 

curves very well and it can predict the behaviour of the cell in different conditions 

as well as giving the possibility to study the effect of various electrochemical and 

physical variables -such as T, P, current densities at anode and cathode i.e. I0,anode 

I0,cathode, etc- on the cell performance. At the same time the hydrogen production 

rate was also investigated, and the experimental production rate was found to be 

within 99.5% of theoretical production.  

Furthermore, using the COMSOL Multiphysics® environment 2-D and 3D 

Multi-Phase Multiphysics Model (Bubbly Flow, k-ω) of the PEM electrolytic cell 

was developed to simulate the main involved physics with special consideration on 

biphasic anodic mixture interactions within the system. The effect of different 

variables such as temperature gradient at anode and cathode, bubbles overpotential 

and oxygen and hydrogen concentration at electrode interface on the system were 

modelled. 

Since the designed electrochemical test bench has the possibility to send 

liquid to both anode and cathode electrodes, an array of open versus closed cathode 

experiments were done to compare the difference between the performance in these 

cases. The improvements in the performance in open vs closed cathode case can 

be related to the more homogeneous temperature distribution inside the housing 

and better hydration of the MEA and gas removal from the reaction sites. Besides, 

EIS tests have also been performed in these experiments to investigate the trend of 

changes in each cell characteristics such as ohmic resistance (Rohm) or charge 

transfer resistance (Rct) of the cell. To study these results in depth, they are 

modelled with equivalent electrical circuits (EEC) in which each element 

represents an electrical contribution related to a physical phenomenon. A 

comparison of the results in open vs closed cathode experiment presents the 

approximately constant ohmic resistance and a decreasing trend of the charge 

transfer resistance while increasing temperature.  

Lastly a series of accelerated degradation tests have been performed on the 

cells. These tests give insights on the comparison of constant current working with 

respect to profiles with frequent variations and shutdowns. Meanwhile during the 

experiments, the circuit water (demineralized water) was analysed for its thermal 

conductivity continuously and for fluoride ion quantities by sampling at specific 

time steps. After the degradation tests on the mentioned cells, they undergo post-

mortem analysis using SEM, and XRD methods too.  
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Chapter 1. Introduction 

The European Commission's energy and environmental policies throughout the 

past few decades have proven the requirement of decarbonizing processes and 

subsequently reducing greenhouse gas emissions (GHG) in order to electrify 

systems and improve energy efficiency[1] Because of the rising usage of fossil 

fuels and changing standards of living, there has been an increase in both global 

energy consumption and global warming.[2] For this reason, the Paris Agreement 

was signed by the 195 nations in the 21st Conference of the Parties (COP21).[3] It 

suggests cutting greenhouse gas emissions by 40% in 2030 compared to 1990 

levels in order to keep the rise in the world average temperature below 2 °C and 

get it down to 1.5 °C in the future years.[4] It's crucial to minimize greenhouse gas 

emissions in order to obtain net zero CO2 by 2050 if we want to accomplish this 

aim. This entails a phase of decarbonization and a decline in energy use. [3] Since 

fossil fuels are still a major part of the world's energy output, the path to 

accomplishing this objective will be quite challenging.[4] A policy built on a long-

term transformation of the energy industry becomes crucial as a result. The shift 

focuses on renewable energy sources (RES) and low-carbon technologies 

including carbon capture and sequestration (CCS).[5] These are crucial toward the 

transition to a more sustainable, attractive, and safe world and play an important 

part in it.[1] Through the use of CCS, CO2 from industrial processes is separated 

and captured before being delivered to long-term underground storage facilities. 

This facilitates a decrease in CO2 emissions and speeds up the process of 

environmental protection. On the other hand, RES have the potential to create a 

sustainable world that is not dependent on fossil fuels.[5] But in order to satisfy 

demand, these have sporadic properties that call for the usage of energy storage 

devices.[6] Energy storage technology can provide an excellent way to complete 
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the electrification process, increase the grid's performance, and achieve both grid 

independence and electrification. Since the generated energy is stored and used as 

needed, this technology can actually be linked with the primary energy production 

techniques to meet energy demand at any time.[5] Power-to-Hydrogen technology 

is the finest option in this regard because it allows for the storage of generated 

electricity as hydrogen. This is how the coupled system of RES and energy storage 

can help to reduce greenhouse gas emissions and offer a reliable and affordable 

energy source.[7] 

1.1. Energy storage and hydrogen 

The growing use of renewable energy sources and the general trend toward 

increased electrification necessitate the creation of more complex and effective 

power grid management and energy storage systems. Electrical energy storage 

(EES) systems are anticipated to become important energy infrastructures for both 

grid-connected and off-grid applications as they improve their ability to handle the 

fluctuating and unpredictable character of new renewable sources (i.e., wind and 

solar). The primary roles the EES will focus on are storing electricity during off-

peak hours and supplying it during peak hours, which can cut overall generating 

costs. It is also possible to maintain power quality, voltage, and frequency by 

supplying or absorbing power from the EES as needed. reducing network 

congestion, supplying reliable electricity for off-grid installations and supplying 

power during a power outage. 

Mechanical, electrochemical, chemical, electrical, and thermal storage 

systems are the different types of EES systems.[8][9] The most popular mechanical 

storage technologies are flywheel energy storage (FES), compressed air energy 

storage, and pumped hydro storage (PHS). Lead-acid, NiCd/NiMH, Li-ion, metal 

air, sodium sulfate, and sodium nickel chloride are examples of secondary 

batteries. Redox flow and hybrid flow are examples of flow batteries. The 

hydrogen atom serves as the foundation for chemical energy storage. Once 

hydrogen is produced, it can serve as a versatile energy carrier, and further 

conversion processes enable the storage of energy in a variety of gaseous and liquid 

synthetic fuels and chemicals in accordance with certain power-to-X (P2X) routes. 

The electrical-type of storage includes superconducting magnetic energy storage 

(SMES) and double-layer capacitors (DLCs). The storage of sensible heat, storage 

of latent heat, and thermo-chemical adsorption/desorption processes are the final 

three categories of thermal storage systems. The EES systems that were just briefly 

discussed each have unique characteristics in terms of storage capacity, energy 
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density, power density, discharge time, self-discharge rate, and cyclability that 

make them each suited for a particular application[10][11]. The various EES 

typologies are thus complimentary rather than competitive possibilities to supply 

storage services in various application areas. 

When compact and short-term energy storage are required, batteries are the 

best option. Instead, chemical storage is anticipated to be used primarily for large-

scale and longer-term energy storage solutions, which will most likely be needed 

in the coming years where a significant introduction of RES is anticipated. In more 

detail, the following characteristics distinguish the chemical storage option as a 

promising tactic: high storage capacity, high volumetric storage density, provision 

of system stabilization services, negligible self-discharge losses, flexibility to site 

topography, and potential for decentralized applications. With regard to the 

conventional long-term, high capacity PHS solution, the last two characteristics 

represent the greatest benefit. The power-to-hydrogen (P2H) route, which is the 

initial part of the entire power-to-X system, may produce hydrogen, which is the 

simplest energy carrier.[12][13] 

Hydrogen is the most important energy carrier as it is clean and sustainable. 

Its energy density is 140 MJ/kg -higher heating value (HHV)- which is almost three 

times of solid fuels (50 MJ/kg).[6] Depending on the various production processes, 

hydrogen can be distinguished by its various hues. Green hydrogen, blue hydrogen, 

gray hydrogen, and turquoise hydrogen. [14] Gray hydrogen is produced from 

fossil fuels, such as coal or steam methane reforming (SMR). In order to lower 

CO2 emissions, SMR also uses CCS to produce blue hydrogen. It promotes the 

growth of the hydrogen market over gray hydrogen generation. Starting with the 

pyrolysis of natural gas, turquoise hydrogen is created without the creation of 

carbon dioxide. Through the electrolysis procedure, green hydrogen is created from 

RES.[5] [15] It follows that green hydrogen is the greatest option because it is clean 

and doesn't produce the emissions that other hydrogen generation methods do.[15] 

Since it can be produced using renewable power, it can aid in integrating significant 

amounts of variable renewable energy (VRE) into the energy system since 

hydrogen serves as an energy storage medium. The cost of production will decrease 

in the future because to ongoing research and development, although hydrogen is 

not yet that economically competitive. The primary component in an energy shift 

that starts with the generation of renewable electricity will be hydrogen. As a result, 

it will be possible to produce the hydrogen needed for the decarbonization 

process.[4] In industrial operations like fuel cells, the chemical industry, and the 

refining of petroleum, hydrogen is used in significant amounts. The many methods 
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for producing hydrogen are depicted in Figure 1.1[2]. Most recently, non-

renewable energy sources like SMR have been used to produce hydrogen. 

However, as the hydrogen produced via these processes has a low purity, other 

technologies, including water electrolysis (WE), are being improved. [2] [4] [16] 

 

Figure 1.1 Different Hydrogen production method [2] 

1.2. Electrolysis  

The theory of water electrolysis came out from the work of Alessandro Volta when 

invented the pila in 1800. [17] The WE is an endothermic process that involves 

introducing a water molecule into a cell and using electricity to cause 

electrochemical water splitting, which results in the creation of a molecule of H2 

and one-half of an O2 molecule. At first, it wasn't utilized for the commercial 

production of hydrogen. Instead, WE attracted a lot of attention in relation to PEM 

electrolyzers to produce oxygen for the use in spacecrafts and submarines. 

Actually, due to the Suez oil crisis (1956-7), which stimulated interest in 

alternative energy, the first hydrogen synthesis via electrolysis reaction appeared 

in 1960.[18][19] In those years, General Electric overcame the AWE issues by 

researching a novel design of WE cells based on a solid polymer electrolyte 

(SPE).[20] PEM water electrolysis is yet another name for what they found; a 
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cathode and anode-based electrochemical device that allow the reaction to take 

place in .[21] As it is possible to see in reaction 1.1. 

𝐻2𝑂 → 𝐻2 +
1

2
𝑂2 

1.1 

In this case, the purity of produced Hydrogen can arrive to 99.99%, but the 

obtained H2 from electrolysis is around 4% due to economic issues. [1] [2] Due to 

the low production efficiency, which is an issue for WE, researchers are looking at 

various technologies in an effort to raise the efficiency level. [2] 

Depending on the cell's utilized electrolytes, there are three types of technologies. 

[6] Which are: 

• Alkaline Water Electrolysis (AWE); 

• Solid Oxide Water Electrolysis (SOWE); 

• Proton Exchange Membrane (PEM) Water Electrolysis. 

These systems use different types of materials and condition, but the 

operations are equal in principle. [6] They are based on the Electrolyzer Galvanic 

cell, a device that uses electricity to split water into hydrogen and oxygen.[4] Water 

is thus fed into the cell, which consists of an anode, a cathode, and an electrolyte. 

The oxidation reaction takes place in the anode, whereas the reduction reaction 

takes place in the cathode. Instead, the electrolyte is the component where ionic 

conduction takes place. The anode to the cathode conducts positive ions as a result. 

The AWE is a device that uses two molecules of an alkaline solution—such as 

KOH or NaOH—inserted in the cathode chamber to create hydrogen. One 

molecule of H2 is removed from the solution, and two ions of OH are also created. 

Due to the impact of current flowing in the external circuit, the H2 is recombined 

into gaseous form, and the ions of OH are transmitted to the anode through the 

porous diaphragm. O2 recombines and leaves the chamber when it is present on 

the anode side along with one H2O molecule. The electrolyte content is between 

20 and 30 percent, and the usual operating range is between 40 and 90 degrees 

Celsius.[2] Compared to other types of electrolyzers, the SOWE operates at higher 

temperatures and pressures. It is made up of one solid-ionic conducting electrolyte, 

such as nickel or yttria stabilized zirconia, and two porous electrodes. As a result, 

water is pumped into the cathode side in the form of steam, and the electrolyte 

yields O2 conductors. Here, hydrogen is created by starting with water and using 

electrons created on the anode side. The O2 conductors are oxidized on the anode 

side, yielding two electrons and half an oxygen molecule. These are moved to the 
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cathode side, where water is reduced to create H2.[2] [17]  The main benefit of this 

type of electrolyzer is that it operates at a higher temperature than low temperature 

electrolyzers, but it also has stability and degradation issues.[2] PEM fuel cell and 

PEM water electrolysis are both very similar technologies. This technology is 

appropriate since it works to balance the electricity grid as a result of RES 

fluctuation. Because of its flexibility, it can run on a variety of loads.[17] Today, 

the PEM water electrolysis represents one of the best solutions for the future. [7] It 

operates at a higher current value than AWE and enables the use of thinner 

membrane allowing lowering costs. As a result, the PEM has the advantage of 

working at higher current and voltage levels, resulting in a faster grid system 

response. The problem with this technology is the high cost of the components that 

make up the entire cell, as well as the corrosive acid regime in which it 

operates.[21] 

As previously stated, the commercially available electrolysis technologies 

are PEMWE and AWE, with SOEC still in the early stages of development. AWE, 

in particular, is a more mature technology than others, but it has several 

disadvantages that contribute to the adoption of PEM technology for both O2 and 

H2 production. [2] 

At the moment, AWE is the simplest, most developed, and cheapest 

technology for producing Hydrogen and Oxygen, but it has some efficiency issues. 

Because of this, research is focused on improving the system's robustness, safety, 

and reliability. The corrosive environment in which the AWE functions is the 

primary issue, and the increased use of PEMWE over the past few decades is 

largely attributable to this element as well as the rise in hydrogen production purity. 

However, compared to the other two, PEM is the most efficient and secure 

technology because, unlike AWE, it does not employ potassium or salt as an 

electrolyte and because its working temperature is lower than that of SOEC. 

Additionally, PEMWE is a dependable and affordable solution that enables to get 

beyond some challenges related to the other two types of electrolysis procedures. 

[22] AWE technology has a lower current density than PEMWE, which is the main 

disadvantage, along with the low purity hydrogen produced. However, PEMWE is 

a more expensive technology, and as a result, cost components must be reduced. 

In laboratory tests, SOWE, on the other hand, performed better than the other 

technologies. However, because SOWE technologies require higher temperatures 

and specific operating conditions, they will be advantageous for centralized and 

large-scale hydrogen production plants. At the moment, research is focused on 

developing materials that can extend both the lifespan and performance of plants. 
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In this regard, the primary goal is to reduce system complexity.[23] PEM 

electrolyzers have advantages over alkaline devices in that they are less caustic, 

can be reversible, and can operate at lower cell voltages, higher current densities, 

higher temperatures, and pressures, resulting in higher efficiencies (80 and 90 

percent ). The main drawbacks are high material costs, cross permeation 

phenomena that increase with pressure, and the presence of water vapor alongside 

the produced hydrogen, which necessitates hydration.[21] [24] [25] The main 

features of the different water electrolysis technologies are reported in Table 1.1. 

[2] [21] [23] 

Table 1.1 Comparison of three technologies 

Specifications AWE PEMWE SOWE 

Maturity Mature Commercial Demonstration 

Electrolyte NaOH/KOH Polymer Electrolyte Ceramic 

Electrode Ni Pt-Ir Ni - cermet 

Current density [A/cm2] 0.3 - 0.5 0 - 2 0.5 - 1 

Operating Temperature 

[◦C] 
40 - 90 30 - 80 700 - 1000 

Operating Pressure [bars] 1 - 30 1 - 300 1 - 50 

Hydrogen Purity [%] 
99.5 - 

99.9988 
99.9 - 99.9999 99.9 

Degradation Rate [µV/h] <3 <14  

Efficiency [%] 68 - 77 80 - 90 89 

1.3. PEM water electrolysis 

The PEM electrolyzer can split water into H2 and O2 thanks to electrochemical 

reactions driven by electricity. [23] [26] The water is fed into the anode side and 

the reaction of reduction occurs forming the O2 and H+ and two electrons. The H+ 

ions pass into the cathode side through the membrane and the electrons through the 

external circuit. In the cathode the oxidation reaction occurs with the formation of 

H2.[2] [6] The overall is stated in reaction 1.1. 
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It is the global reaction that can be considered as the sum of the two reactions: the 

Hydrogen Evolution Reaction (HER) 1.3 and Oxygen Evolution Reaction (OER) 

1.2[2]  

H2O → 2H
+ +

1

2
O2 + 2e

− 1.2 

 

2H+ +  2e− → H2 1.3 

 

Figure 1.2 Simple scheme of PEMWE 

A simple scheme of PEMWE is reported in Figure 1.2 . The structure of the 

cell is composed by Membrane Electrode Assembly (MEA), Gas Diffusion Layer 

(GDL), Bipolar Plate (BP) and End Plates. In the BPs the channels are present, and 

they are important elements for the cell performance. Between the BPs the Gasket 

is present. Figure 1.3 shows the general structure. 
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Figure 1.3: Exploded view of PEMWE: (a) End Plate, (b) Current collector, (c) 

Bipolar Plate, (d) Gasket, (e) Gas Diffusion Layer, (f) MEA 

This technology is made up of a number of components that are still being 

researched in an effort to find better solutions and, primarily, to lower the system's 

overall cost. BPs in particular stand for the cell's most expensive component. These 

are being investigated in order to find materials that are less expensive but 

nevertheless work satisfactorily. 

1.3.1. Membrane Electrode Assembly 

The MEA is a structure formed by the proton conducting membrane put in between 

the cathode and anode electrocatalysts. [2] The membrane inside the electrolytic 

cell is the perfluoro sulfonic acid polymers (PFSA) called Nafion®. These 

membranes have a thickness that varies in the range of 50-200 µm. [22] Positive 

aspects include good chemical, mechanical, and thermal properties, as well as the 

prevention of cell corrosion. This membrane is well-known for its high proton 

conductivity. [21] [27] However, because they contain the fluorine group, they also 

have a disposal issue. [21] These MEAs are created by joining an HSO3-terminated 

lateral branch with a Teflon molecule that has sulfonic acid groups as its 

termination. The weak connection between H+ and SO3- contributes to the 

increase in H+ ion mobility. The mobility mechanism and the Grotthuss 

mechanism are the two mechanisms that govern proton conductivity. The first 

transports the ions using molecule carriers that in this case are the water molecules. 

The second refers to the jump of the protons from the group H3O+ to the near water 

molecule. And so it results in a continue bond breaking.[28][29] The efficiency of 

the mechanism is good if the membrane is wet. For this reason, membrane must be 
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maintained well hydrated and so, the temperature must be lower than the 

evaporation temperature of water. In particular, this type of membrane suffers the 

temperature above 80◦C that compromise the proton conductivity and the increase 

of degradation effects. So, the optimal range of temperature is 30-80◦C. The 

hydration of the cell is very good since in electrolyzer it is in direct contact with 

the water fed into the anode side.  The proton conductivity of membrane is function 

of degree of humidification λ and temperature and it can be expressed as in 

Equation 1.4.[30] 

σmem = (0.005139 ∗ λ − 0.00326)exp [1268 ∗ (
1

303
−

1

Tcell
)] 1.4 

- λ is the degree of humidification of the membrane expressed in 

molH2O molSO3−⁄  . 

The researchers are also studying other types of membranes able to improve 

the ion exchange characteristics and to reduce the costs to produce them. [21]When 

the H+ ions pass through the membrane, the water drives these ions if an electrical 

field is applied. This phenomenon is called electro-osmosis. And the electro-

osmotic drag can be defined as the number of water molecules that are transported 

with the protons. [31] This parameter depends only on temperature and can be 

calculated by Equation 1.5. [30] [31] 

𝑛d = 0.0134 ∗ 𝑇 + 0.03 1.5 

Because, the system works at low temperature, low rates of electrochemical 

reaction are involved. To overcome this problem, electrocatalysts layer are used. 

They are the place in which the main reactions (HER and OER) happen. [2] The 

electrocatalysts are implemented on the membrane to promote the charge transfer 

kinetics in order to diminish the activation energy and to decrease the mass transfer 

resistance. They are also responsible of creating the Three Phase Boundary (TPB). 

The TPB is the place in which three different pathways coexist: electrons, reactants 

and products. [32] The used materials must be appropriate in order to avoid the cell 

corrosion, for this reason precious metals are implemented as electrocatalyst in 

order to conducts both electrons and protons. [2] [21] In particular, anode 

electrocatalysts materials are iridium oxide (IrO2) or mixtures between 

iridium/iridium oxide and ruthenium. Cathode electrocatalysts are, instead, 

Platinum/Carbon-based materials. In the state of art, the anode electrocatalysts 

loading goes from 0.5 to 2 mg/cm2 and the cathode electrocatalysts loading goes 

from 0.5 to 1 mg/cm2. [2] In these years, the research on PEM water electrolysis 

were focused to find performant material for electrocatalysts in order to mitigate 
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the drawback of the OER irreversibility and slowness. [20] In fact, the OER 

governs the efficiency of the cell due to the fact that it has a great amount of 

overpotential loss of anode electrochemical process if compared to the cathode. 

[33] Durability is an important element of the electrocatalysts. In fact, the 

electrocatalyst layer has problems related to the degradation. The first degradation 

is due to the Pt agglomeration or loss of activation sites. As a result, to understand 

how to overcome this problem becomes important. In addition, electrocatalysts are 

often very thin, but not enough, in fact they may be subjected to mass transport 

limitation or a considerable ohmic losses. Regarding this aspect, further research 

is necessary in order to reduce the thickness and so, improving the performance. 

[34] 

1.3.2. Gas Diffusion Layer 

The GDL is composed of a microporous substrate and that can or cannot be 

attached with a Micro Porous Layer (MPL). [24] The GDL and MPL play 

important roles, like electronic connection between bipolar plate and the electrode, 

transition for reactant transport, remover of heat and water, support for MEA and 

preservation of electrocatalyst layer from corrosion. [24] [34] Carbon matrix or 

carbon paper are the materials used in conventional PEM Fuel cells. However, 

because carbon oxidizes during water electrolysis, these are not suitable for the 

anode side of PEMWE. Titanium is the only material that can function in the acidic 

environment of the anode side. However, these are frequently coated with platinum 

to achieve the desired conductance as well as Titanium's high contact resistance. 

Porous carbon material or porous carbon stainless steel are used on the cathode 

side.[22] The researchers are presently focused on improving the performance of 

the electrolyzers by modifying the structure of GDL. Improving water management 

is one example of an improvement. The GDLs are optimized with a coating of 

PolyTetraFluoroEthylene (PTFE) or with an implementation of MPL on the 

surface because it allows for electrolytic cell water management. As a result, the 

water is removed, and the flow of the reactant is improved. [24] If this is not taken 

into account, some negative phenomena may occur, resulting in decreased 

durability and performance. GDLs, on the other hand, can degrade after long-term 

tests because the PTFE fibers can be destroyed. As a result, it has the potential to 

increase the overcapacity of mass transportation.[35] In the next years, the studies 

will investigate new materials of GDLs in order to have a reduction of the negative 

phenomenon and to increase the electrical conductivity. 
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1.3.3. Bipolar Plate 

In PEMWE stack, a number of cells are connected together in series in order to 

increase the production of gases. The connection of the different cells is obtained 

considering a part of the system that is the Bipolar Plate (BP). The BP are used to 

conduct electrons from the anode side to the cathode side, to separate 

1.3.3.1. Channels 

The channels are usually printed on BPs in order to transport the water and to 

permit the water splitting reaction. Channels together with the GDLs represent the 

so-called flow field. They are also used to lower the temperature, thereby acting as 

a heat remover. Various types of channels, such as serpentine, zig-zag, parallel, 

and pin-type, have been developed over time. The choice of one over the other 

affects the electrolyzer's performance.[34] The reason for this influence is the fact 

that the channels are responsible of the distribution of reactants on electrodes. It 

also affects the hydraulic resistance, the pressure drop and the entire cost of 

assembly. [35] In particular, the different configurations have been studied in order 

to evaluate the behaviour of them and the better configuration was resulted in the 

serpentine type, because it represents the best solution in terms of hydrogen 

production and thermal distribution.[36] 

1.3.3.2. End Plates 

The last components are End plates. They are one of the main components which 

have important roles in the structure, such as combining various components like 

MEA, GDL, BP, etc, in order to realize a stack and to provide a uniform pressure 

distribution between all these components. In this sense, the aim is to decrease 

ohmic resistance as low as possible to increase the efficiency of cell. So, it is the 

most important role of this component, in fact it decreases the contact resistance 

between MEA and BPs as well as BPs and current collectors and so enhance 

efficiency and hydrogen productivity. As a result, they keep all the elements 

together by using clamping bolts that bring the entire mechanical load on the cell. 

[37][38] They provide the passages for reactant gases and coolant fluid and 

ensuring good sealing at various interfaces. End plate materials are divided into 

two main categories: non-metallic materials and metallic materials. The non-

metallic materials such as engineering plastics, polysulfons, etc. have not sufficient 

thermal stability and may be damaged at high operating temperature. The metallic 
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materials such as steel, aluminum and titanium have high mechanical properties 

and thermal stability, but they present problems related to the low corrosion 

resistance and electrical insulation. [39] 

1.3.4. Gasket 

Sealing gaskets are materials that in PEMWE cells are placed between BPs and the 

MEA. The main function of them is to prevent the leaking of water inserted inside 

the cell and avoid the not-correct passage of water needed to cool the cell. They 

also serve as electrical insulators between the two BPs (Anode and Cathode). 

Polymeric materials, in general, can be used due to the low operating temperature. 

Because many individual cells in a stack are connected in series, some studies 

indicate that elastomer gaskets must be used. In fact, they are beneficial in 

preventing water leaks, allowing the electrolysis reaction to proceed normally. [40] 

[41] 

1.3.5. Thermodynamics 

An electrolyzer's thermodynamic analysis is critical because it is inextricably 

linked to its heat, work, and energy streams. In this sense, the main concepts are 

illustrated in order to better understand the mechanisms at work.[42] An 

electrolytic cell is a device in which non-spontaneous reactions- ∆G > 0- are driven 

by electrical power. So, electrical energy is transformed into chemical energy 

associated to a chemical element or compound. It is clear that the occurred reaction 

influences the efficiency of entire system. Furthermore, an important parameter is 

the Open Circuit Voltage (OCV), which was presented in mathematical form in 

1887 by Nernst, combining the two laws of thermodynamics, equations 1.6 and 

1.7, and the Faraday Law, Equation 1.8.[43] The first law of thermodynamics that 

is shown in equation 1.6 is considered for a system having the reactants as input 

and products -shown with the subscript p- as output. The reactants include the fuel 

-shown with the subscript f- and the oxidant -shown with the subscript ox- and heat 

and work are shown with the Φ𝑡ℎand 𝑊𝑒𝑙. In the second law of thermodynamics 

in equation 1.7 the same convention is kept. Σ𝑖𝑟𝑟  is referred to all the 

irreversibilities. 

Φ𝑡ℎ −𝑊𝑒𝑙 = �̇�𝑝 ⋅ ℎ̅𝑝(𝑇, 𝑝𝑖) − �̇�𝑓 ⋅ ℎ̅𝑓(𝑇, 𝑝𝑖) − �̇�𝑜𝑥 ⋅ ℎ̅𝑜𝑥(𝑇, 𝑝𝑖)

Φ𝑡ℎ
𝑇
− Σ𝑖𝑟𝑟 = �̇�𝑝 ⋅ �̅�𝑝(𝑇, 𝑝𝑖) − �̇�𝑓 ⋅ �̅�𝑓(𝑇, 𝑝𝑖) − �̇�𝑜𝑥 ⋅ �̅�𝑜𝑥(𝑇, 𝑝𝑖)

 

1.6 

1.7 
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�̇�𝑟 =
𝐼

𝑧𝑟 ⋅ 𝐹
 1.8 

 

Solving the equation and considering the correct assumptions as: 

• Σirr=0, in reversible conditions. 

• Steady-state conditions. 

• Equilibrium condition. 

The solution is reported in Equation 1.9.  

𝑙�̅�𝑙 =
𝑊𝑒𝑙
�̇�𝑓

 1.9 

It is the work injected in the system, that is generally negative by convention 

and in reversible conditions is like in Equation 1.10 [44] : 

𝑙�̅�𝑙 = −Δ�̅�𝑟 1.10 

In this case, it is intrinsically positive since the reaction is non-spontaneous. 

Considering the Equations obtained before, the OCV is found through Equation 

1.11. [21] [42] 

𝑂𝐶𝑉 =
Δ�̅�𝑟(𝑇, 𝑝)

𝑧𝑟 ⋅ 𝐹
 1.11 

The OCV depends on temperature and pressure since ∆gr(T, p) depends on 

them but also on zr, that is the number of electrons exchanged in the 

electrochemical reaction of the r-th specie per molecule. So, it is strongly 

dependent on the reaction and on the type of compound. Knowing the partial 

pressures, the potential of electrolytic cell can be determined, and it is reported in 

Equation 1.12. [44] 

𝑂𝐶𝑉 =
Δ�̅�𝑟(𝑇, 𝑝0)

𝑧𝑟 ⋅ 𝐹
+
�̅� ⋅ 𝑇

𝑧𝑟 ⋅ 𝐹
⋅ ln (

Π𝑖
𝑝
(
𝑝𝑖
𝑝0
)
𝜈𝑖

Π𝑖
𝑟 (
𝑝𝑖
𝑝0
)
𝜈𝑖
) 1.12 

In Equation  1.12, temperature and partial pressures of reactants and products 

are present, together with the standard Gibbs Free Energy of the reaction.  It can 

be expressed also in terms of concentration of chemical species and in terms of 

activity. In particular, this equation depends on temperature, if it increases the 

reversible voltage decreases due to the decrease in the Gibbs Free Energy  at 
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standard conditions. Otherwise increases with a consequent increment in the 

absorbed power. A particular case is shown in Equation 1.13 and it happens when 

there is not an external heat source. In this case the entire energy for the reaction 

must be supplied by electrical energy and so, the voltage is higher and called 

thermoneutral. [44] 

𝑉𝑡ℎ =
Δℎ̅react (𝑇, 𝑝)

𝑧𝑟 ⋅ 𝐹
 1.13 

It means that the cell is not only able to drive the reaction but also to 

compensate the thermal needs of the cell. 

1.3.6. Kinetics 

The OCV represents the potential drop under ideal conditions at open circuit, or 

when no current circulates within the circuit. It means that the circuit is closed and 

current begins to flow inside the cell; the system is no longer in ideal conditions, 

but rather in real ones. The differences between the real and ideal functioning arise 

from the occurrence of mass and charge transport phenomena, which characterize 

the system's real functioning. These phenomena cause an increase in voltage. [42] 

According to this, a relationship between the potential drop across the cell and the 

intensity of the current flowing in the cell can be created and its name is 

Polarization curve. In an electrolytic cell, with an increase of current there is an 

increase of voltage, due to the irreversibility. [21] Considering a generic 

Polarization curve, three main sections are visible, and they are the three main 

mechanisms that create losses in the cell : 

• Charge transfer related to kinetic behaviour of the electrochemical 

reaction at the anode and the cathode. 

• Charge conduction related to ion conduction in the electrolyte and 

electron conduction in electrodes and the external circuit. 

• Mass transport related to molecules diffusion through the electrode’s 

pores. 

These phenomena can be also sub-divided in two main categories : 

• Faradaic losses, which belong the first mechanism. These 

irreversibilities are caused by the direct transfer of electrons between 

redox reactions at interface between electrode and electrolyte. 

• Non-Faradaic Losses, which belong the other two mechanism. 
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These irreversibilities are caused by mass transport phenomena 

and the resistance affecting the current flow in the cell. 

The cell voltage in Equation  1.14 is reported. [44] 

𝑉𝑐(𝑇, 𝑝) = 𝑂𝐶𝑉 +∑  

3

𝑛=1

𝜂𝑛(𝑖) 1.14 

In which the η indicates the value of losses inside the cell. The Equation 2.15 

is re-written in the form of Equation  1.15. [21] [42]  

𝑉𝑐(𝑇, 𝑝) = 𝑂𝐶𝑉 + 𝜂act (𝑖) + 𝜂ahm (𝑖) + 𝜂diff (𝑖) 1.15 

The first contribute is the activation losses related to slow electrode reaction 

kinetics. These are predominant at low current densities. To take place, a chemical 

reaction must overcome an initial energy barrier. The energy required to overcome 

this barrier is called Activation Energy. This is indicated with Ea. The general 

reaction constant k(T) can be estimated through an Arrhenius type equation 1.16. 

[44] [42]  

𝑘(𝑇) = 𝐴 ⋅ exp (−
𝐸𝑎

𝑅⋅𝑇
)  1.16 

Where: 

• A is the pre-exponential factor. 

• Ea is the Activation Energy. 

• R is the molar gas constant. 

• T the temperature. 

In case of an electrochemical reaction, that takes place as two different half 

electrochemical reactions occurring separately at the two electrodes, the reaction 

rate not only depends on temperature, as in the common reactions, but also on the 

potential gradient in the electrodes η. It is expressed through the Equation 1.17. 

[44] 

𝑟(𝑇, 𝜂) = 𝑘(𝑇) ⋅ exp (
𝛼 ⋅ 𝐹

𝑅 ⋅ 𝑇
⋅ 𝜈𝑖 ⋅ 𝑧𝑖 ⋅ 𝜂) 1.17 

Where: 

• F is the Faraday Constant. 
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• α is the Charge Transfer Coefficient (CTC) and it is function of the 

Symmetry factor β and of the Number of electrons exchanged in the 

Rate Determining Step of the reaction nrds. 

• νi is the stoichiometric coefficient of the i-th specie. 

• zi is the Charge Number of the i-th specie. 

It is possible to express a relationship between the current density and the 

Over- voltage across the electrodes through the so-called Butler-Volmer Equation 

1.18, using the rate of reaction of forward and backward reaction. [21] [42]  

𝑖 = 𝑖0 ⋅ {exp [
𝑛𝑟𝑑𝑠⋅𝛽⋅𝐹

𝑅⋅𝑇
⋅ 𝜂𝑎𝑐𝑡] − exp [−

𝑛𝑟𝑑𝑠⋅(1−𝛽)⋅𝐹

𝑅⋅𝑇
⋅ 𝜂𝑎𝑐𝑡]}   1.18 

Where: 

• ηact is the Activation Overvoltage. It represents the voltage drop 

spent in order to activate the electro-chemical reaction by increasing 

its rate of reaction. 

• i0 is the Exchange Current Density. It is the current exchanged when 

the electrochemical reaction is in equilibrium, it depends on the 

catalyst and on temperature but mainly on Three Phase Boundary 

Length, lTPB. It is a parameter that takes into account the surface over 

the reaction occurs, the nanostructure of the catalyst and the 

temperature. 

• F is the Faraday Constant. 

• R is the molar gas constant. 

• T is the Temperature. 

Considering the approximation β≈ (1-β), the Activation Overvoltage is found, and 

it is reported in Equation 1.19.  

𝜂act =
𝑅 ⋅ 𝑇

𝛽 ⋅ 𝐹 ⋅ 𝑛𝑟𝑑𝑠
⋅ sinh−1 ⋅ (

𝑖

2 ⋅ 𝑖0
) 1.19 

The equation 1.19 is valid for both anode and cathode side.  The second 

contribution is related to ions and electrons transport phenomena which are 

responsible for the Ohmic overvoltage. The voltage drop is due to the conduction 

of protons in the electrolyte and electrons in the electrodes and in external circuit. 

They are resulting from the resistance of the flow of electrical current. The 

Equation 1.20 is found through the Ohm’s Law.  
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𝜂ohm = 𝐼 ⋅ ∑𝑅(𝑇) 1.20 

Where: 

• R represents the overall resistance of the electrolytic cell that is 

mainly linked ion conduction since ion conductivity is much lower 

than the electronic one. It is the sum of electrical and ionic 

resistances. 

• I is the current flowing the cell. 

The Equation 1.20 can be also written in terms of Area Specific Resistance 

(ASR) and current density i. ASR can be expressed as the product between the 

resistivity ρ, function of the material and temperature, and the mean ion path 

length, lpath. In this way, the Equation 1.21 is obtained.  

𝜂ohm = ASR(T) ∗ i        1.21 

The third contribution is related to molecular diffusion processes that affect 

the quantity of reactants that are useful for the reaction itself. Considering a certain 

molar flow rate of a reactant specie, the diffusive process that allows the molecules 

to diffuse across the porous electrode and reach the reaction point will determine 

the concentration at the TPBs, thus it is important to consider diffusivity effects to 

understand the potential increase due to concentration losses. It is possible to obtain 

the diffusion overvoltage as function of current density using the Fick’s Law 1.22 

and the Faraday’s Law 1.23.  

𝑧𝑟
𝑆
= 𝐷𝑒𝑓𝑓 ⋅ ∇ ⋅ 𝐶

�̇�𝑟 =
𝐼

𝑧𝑟 ⋅ 𝐹

 

1.22 

1.23 

In this case I=i.S where the S is the area, zr is the Charge Number of the r-th specie. 

Under the hypothesis of diffusion prevailing on one dimension, the Equation 

 1.24 is obtained.  

𝑖 = 𝑧𝑟 ⋅ 𝐹 ⋅ 𝐷
𝑒𝑓𝑓 𝐶𝑏𝑢𝑙𝑘−𝐶𝑐𝑎𝑡

𝑡
  1.24 

In the limiting situation in which concentration in cathode flow is zero Ccat = 

0, the limiting current is obtained as reported in Equation 1.25, that is function of 

the reactant molecular species inside the electrodes. Where: 
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𝑖𝑙 = 𝑧𝑟 ⋅ 𝐹 ⋅ 𝐷
𝑒𝑓𝑓
𝐶𝑏𝑢𝑙𝑘
𝑡

 1.25 

• Deff is the effective diffusion coefficient in m2/s, function of porosity 

ϵ and tortuosity τ coefficients. 

• Cbulk is the concentration in the Bulk Flow in mol/m3. 

• t is the transport length in m. 

The diffusion overvoltage equation 1.26 is obtained.  

𝜂diff = |
𝑅 ⋅ 𝑇

𝑧𝑟 ⋅ 𝐹
⋅ ln (

𝐶𝑐𝑎𝑡
𝐶bulk 

)| 1.26 

And the Equation 2.27 can be written in the form of Equation 1.27, function of il.  

𝜂diff = |
𝑅 ⋅ 𝑇

𝑧𝑟 ⋅ 𝐹
⋅ ln (1 −

𝑖

𝑖𝑙
)| 1.27 

Considering the three contributions, the voltage Equation 1.15 can be written in the 

form of Equation 1.28.  

𝑉𝑐(𝑇, 𝑝) = 𝑂𝐶𝑉(𝑇, 𝑝) + 𝜂𝑎𝑐𝑡,𝑎(𝑖) + 𝜂𝑎𝑐𝑡,𝑐(𝑖) + 𝜂𝑜ℎ𝑚(𝑖) + 𝜂diff ,𝑎(𝑖)

+ 𝜂diff,c (𝑖) 
1.28 

The Equation 1.28 shows the Polarization Curve in its more general form, 

considering the different contributes both at the anodic and cathodic sides. A 

generic curve is reported in Figure 1.4, in which the different sections are present. 
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Figure 1.4Different contributions of polarization curve [44] 

1.3.7. Water management 

Water is the primary element used in the electrolysis process to produce hydrogen 

and oxygen. Water management is important in this context because it allows for 

the prediction of water consumption and the associated production of oxygen and 

hydrogen. The water is oxidized at the anode, producing oxygen, electrons, and 

protons. By carrying out a balance on the anode side, the Equations 1.29 and  1.30 

are obtained. 

𝑑𝑁𝑂2
𝑑𝑡

= �̇�𝑂2
𝑖𝑛 − �̇�𝑂2

𝑜𝑢𝑡 + �̇�𝑂2
𝑔𝑒𝑛

𝑑𝑁𝐻2𝑂

𝑑𝑡
= �̇�𝐻2𝑂

𝑖𝑛 − �̇�𝐻2𝑂
𝑜𝑢𝑡 − �̇�𝐻2𝑂

𝑚𝑒𝑚 − �̇�𝐻2𝑂
𝑐𝑜𝑛𝑠

 

1.29 

1.30 

where �̇�𝑂2
𝑖𝑛 in and�̇�𝑂2

𝑜𝑢𝑡 out are molar flow rates of oxygen of anode inlet and 

outlet, �̇�𝐻2𝑂
𝑐𝑜𝑛𝑠  is the molar flow rate of water consumed, �̇�𝐻2𝑂

𝑖𝑛  and  �̇�𝐻2𝑂
𝑜𝑢𝑡  are molar 

flow rates of water of anode inlet and outlet, �̇�𝑂2
𝑔𝑒𝑛

 is the molar flow rate of oxygen 

generated, and �̇�𝐻2𝑂
𝑚𝑒𝑚 is molar flow rate of water passing through membrane. [44] 
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[45] Using Faraday’s Law it is possible to write the quantity of water consumed, 

reported in the Equation 1.31 , and the quantity of oxygen produced, reported in 

the Equation 1.32. 

𝑁H2O𝑎𝑛,𝑐𝑜𝑛𝑠 =
𝐼

4 ⋅ 𝐹

𝑁𝑂2𝑎𝑛,𝑔𝑒𝑛 =
𝐼

4 ⋅ 𝐹

 

1.31 

1.32 

At the cathode, on the other hand, the reduction reaction takes place with the 

relative production of hydrogen. As in the case of the anode, the Equations 1.33 

and 1.34 are obtained by carrying out a balance at the cathode chamber. 

𝑑𝑁𝐻2
𝑑𝑡

= �̇�𝐻2
𝑖𝑛 − �̇�𝐻2

𝑜𝑢𝑡 + �̇�𝐻2
𝑔𝑒𝑛

𝑑𝑁𝐻2𝑂

𝑑𝑡
= �̇�𝐻2𝑂

𝑖𝑛 − �̇�𝐻2𝑂
𝑜𝑢𝑡 + �̇�𝐻2𝑂

𝑚𝑒𝑚

 

1.33 

1.34 

where �̇�𝐻2
𝑖𝑛 and �̇�𝐻2

𝑜𝑢𝑡  are molar flow rates of hydrogen of anode inlet and 

outlet, �̇�𝐻2𝑂
𝑖𝑛  and �̇�𝐻2𝑂

𝑜𝑢𝑡   are molar flow rates of water of anode inlet and outlet, 

�̇�𝐻2
𝑔𝑒𝑛

 is the molar flow rate of hydrogen generated, and �̇�𝐻2𝑂
𝑚𝑒𝑚 is molar flow rate 

of water passing through membrane from anode side to cathode side. [44] [45] 

Applying Faraday’s Law the quantity of Hydrogen produced is calculated through 

the Equation 1.35. 

𝑁𝐻2𝑎𝑛,𝑔𝑒𝑛 =
𝐼

2 ⋅ 𝐹
 1.35 

The water passing through membrane is described by Equation 1.36. 

𝑁H2𝑂mem 
= 𝑁H2Odiff 

+ 𝑁H2Oeod 
+ NH2Ope 1.36 

in which 𝑁H2Odiff 
  is the molar flow rate referred to the diffusion contribution, 

due to the fact that there is a concentration gradient across the membrane. It refers 

to transport of water from high concentration zone (anode) to low concentration 

zone (cathode). 𝑁H2Oeod 
is molar flow rate due to the electro-osmotic drag, it tends 

to increase because the H+ ions drag with themselves water molecules through 

membrane. NH2Opeis the molar flow rate due to pressure gradients between anode 

side and cathode side. [30] [45] The water management is extremely important for 

PEMWE. Considering a cell, if it is not well hydrated, it means a lower content of 

water inside the cell with consequent reduction of proton conductivity and higher 

ohmic losses. So, it is clear as the water management plays an important role in the 
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performance of the cell. However, the opposite case can occur, i.e., an excess of 

water sent in the anode side can compromise the correct functioning of the cell, 

with an increase of mass transport loss, with consequent voltage drop. [46][47] 

1.3.8. Thermal management 

Thermal fluxes management is an important aspect to analyse. Thermal fluxes are 

generated by the reactions and by the overvoltage effects. Considering the 

electrolytic cell in which a not spontaneous reaction occurs (∆g¯r>0) through the 

injection of electricity, there are two effects. The first effect tends to increase the 

entropy of the system (∆s > 0) and absorbs a heat flux as can be seen from the 

Equation 1.37, while the second one is related to the exothermic flux (Φirr > 0) 

generated by overvoltages, as reported in the Equation 1.38. [44] 

Φreact = (
𝑇 ⋅ Δ�̅�react 

𝑧𝑓 ⋅ 𝐹
) ⋅ 𝐼 > 0

Φ𝑖𝑟𝑟 = −∑  

𝑗

𝜂𝑗 ⋅ 𝐼 > 0
 

1.37 

1.38 

The Total Thermal Flux Φtot can be expressed as the algebraic sum between 

the Equation 1.38 and 1.39. A certain amount of external energy must be provided 

to the system in order for the water splitting reaction to occur. This energy is the 

reaction enthalpy ∆Hr. Through Equation 1.39 the enthalpy of reaction is found.  

∆Hr = ∆Gr + T∆Sr 1.39 

Inverting the Equation 1.39, T ∆Sreact is found and reported in Equation 1.40.  

T∆Sr = ∆Hr − ∆Gr 1.40 

The Φtot is found through Equation 1.41. 

Φ𝑡𝑜𝑡 = (
Δℎ̅react (𝑇, 𝑝)

𝑧𝑓 ⋅ 𝐹
− 𝑉𝑐(𝑇, 𝑝)) ⋅ 𝐼 1.41 

Considering the equation three behaviours can be identified for the 

electrolyzer: 

Δℎ̅react (𝑇, 𝑝)

𝑧𝑓 ⋅ 𝐹
− 𝑉𝑐(𝑇, 𝑝) 1.42 

• If 
Δℎ̅react (𝑇,𝑝)

𝑧𝑓⋅𝐹
> 𝑉𝑐(𝑇, 𝑝), the electrolyzer has an endothermic behaviour. 
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• If 
Δℎ̅react (𝑇,𝑝)

𝑧𝑓⋅𝐹
> <𝑉𝑐(𝑇, 𝑝) , the electrolyzer has an exothermic behaviour. 

• If 
Δℎ̅react (𝑇,𝑝)

𝑧𝑓⋅𝐹
> = 𝑉𝑐(𝑇, 𝑝), the electrolyzer has a thermoneutral behaviour. 

In the first case the reaction needs heat to be supplied; while in the second, 

heat to be removed, and in third it is at Thermoneutral conditions. [44] In general, 

the cell performance decreases at both low and high temperatures. [48] Low 

temperatures can cause issues due to the freezing of the water content in the cell, 

which can cause different problems to the entire system, such as mechanical 

damage to the components. However, it can be demonstrated that high operating 

temperature permits to achieve good performance. Nevertheless, this operating 

condition requires an enhanced water management and cooling. However, 

considering the effect temperature, the degradation rate is accelerated, and the 

long-time performances are decreased. [49] 

1.3.9. Efficiency 

The efficiency of an electrolysis system is a Key Performance Indicator (KPI). A 

KPI permits to understand how much a solution is far from the ideal one and, 

focusing on the performance, how much they are different. The efficiency of an 

energy system is defined through Equation 1.43. 

𝜂 =
 useful energy 

 available energy 
 1.43 

In case of electrolyzer systems, the efficiency depends on the operating 

conditions of this one and it can be calculated in three ways, considering three main 

effects: the faradaic effect, the voltage effect and the thermodynamic effect. The 

Faradaic type is reported in Equation 1.44. [44] 

𝜂𝐹 =
�̇�𝐻2, real 

�̇�𝐻2, Faraday 
  1.44 

This considers the relationship between the real and the ideal hydrogen 

production. The ideal one can be calculated considering Faraday’s Law. [44] The 

Voltage type is reported in Equation 1.45 and Equation 1.46. 

𝜂𝑣 =
𝐸𝑟𝑒𝑣
𝑉𝑐

𝜂𝐹 =
𝐸𝑇𝑁
𝑉𝑐

 

1.45 

1.46 
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The Equation 1.45 considers the relationship between the Reversible Voltage 

and the real voltage, while the Equation 1.46 between the Thermoneutral Voltage 

and the real voltage. [44] Whereas the third formulation is found through the 

Equation 1.47. 

𝜂𝑇 =
𝐿𝐻𝑉𝐻2

¯

Δℎ̅react (𝑇,𝑝)
  1.47 

The Equation 1.47 represents the ratio between the molar LHV H2 of the 

hydrogen and the ∆hreact(T, p). This one is usually used to compare hydrogen 

production technology and to understand how much input energy is transferred in 

terms of chemical energy to the final products. [44] In general, the efficiency can 

be improved increasing the temperature and pressure but obviously, it is important 

to consider the operating conditions in order to understand how much this can be 

increased. 

1.3.10. Operating conditions 

The operating conditions are important as they influence the thermodynamics of 

PEMWE in different ways. Optimization of these is very important because they 

ensure high efficiency and good life to device. So, the main parameters, such as 

voltage, current density, pressure and temperature, and their influence on PEMWE, 

are illustrated. 

1.3.10.1. Voltage 

The voltage is an important parameter to characterize the electrolyzer device. It 

determines the electricity efficiency and the energy consumption. In this sense, for 

an electrolyzer the voltage must be as low as possible, since a high value would 

result in low production efficiencies and a high power required. The voltage is a 

parameter that depends on other operating conditions such as temperature and 

pressure. So, improving these means improving the performance of entire system. 

In general, for PEMWE the voltage is 1.8-2.2 V. [20] 

1.3.10.2. Current density 

Current density is the parameter that has inverse relation to the energy efficiency. 

In fact, the higher operating current density the higher reaction rate and so the 

higher production rate. But it can create problems, like the gas bubble generation. 

An increase of gas bubble can compromise the performance of entire cell due to 
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the fact that mass transport limitations occur. According to this, the current density 

must be maintained under a certain value in order to have a good production rate 

and to avoid the rapid gas bubble formation. [20] [50] The good value in which 

PEMWE can operate is 2 A/cm2.[51] 

1.3.10.3. Temperature 

Temperature is an important parameter that can affect thermodynamics. The 

PEMWE is a device that can obtain good performance only under certain value of 

temperature. The temperature influences the voltage of the cell, in fact working at 

low value of this can reduce the proton conductivity with the consequent increase 

of overvoltages. Temperature results a good indicator in terms of performance of 

electrolyzer and so, an increase of this parameter reduces the Gibbs free energy of 

the electrochemical reaction, increasing the ionic conductivity, and so the 

performance of electrolytic cell. In fact the kinetic of reaction is favoured at high 

value of temperature. [52] The working temperature range is 30 to 80 degrees 

Celsius. It has been studied that the electrolysis voltage can be reduced by 

increasing the temperature. In particular, it has been demonstrated in one study that 

working at high temperatures can reduce the voltage of the cell by 2.5mV for every 

Kelvin increase, reducing the amount of power required by the system. [53] 

However, PEMWE has one limitation connected to maximum working 

temperature due to the fact that the MEA must be very well hydrated in order to 

avoid the reduction of proton conductivity of this one and as consequence the 

reduction of performance. Furthermore, higher temperature values can cause 

degradation of the MEA. The latter issue arises from the fact that at high 

temperatures, there is a risk that the MEA will not be adequately wet, as well as a 

lack of water supplied inside the cell. These two issues have the potential to harm 

the MEA, causing it to fail to complete the operation or, in extreme cases, to 

break.[54] 

1.3.10.4. Pressure 

The pressure, like the temperature, plays a big role for electrolyzer 

thermodynamics and functioning. The electrolyzer is a device able to work from 

the ambient pressure to higher value. [30] Today, commercial electrolyzers work 

up to high value of pressure. The reason is that high operating pressure permits to 

overcome the gas bubble generation that occurs to high temperature during the 

electrolysis reaction. In this sense, the investigations were concentrated into study 
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some commercial electrolyzers at 70 bars and the results were excellent. In fact, 

this technology permits to have a production of Oxygen and Hydrogen with high 

efficiencies. Considering the commercial PEMWE, an optimal range of operating 

pressure was found around 30-45 bars. In this context, the functioning of an 

electrolyzer with different pressure between the cathodic and anodic chamber was 

also demonstrated. [30]  Another reason for using high operating pressure is that it 

allows to directly store the produced hydrogen instead of using external power to 

compress it.[55] However, the high operating pressure can demand some particular 

requirements to the system in order to avoid safety problems, in fact when an 

electrolyzer works to high pressure, the production of gases can reach critical 

levels, for this reason it is important to reduce the gas cross-permeation, since 

explosive mixture can be created. [56] Gas recombiners can be used in order to 

maintain the hydrogen under a certain content avoiding the explosions. Other 

safety systems can be installed in the experimental bench. [56] If the pressure is 

considered for the level of a stack, which can reach operating pressure of 700 bars, 

it is simple to understand that these systems will require a very high external power. 

For this reason, in the last years, more and more researches were concentrated on 

to develop materials constituting the cell able to resist to high pressure. However, 

the compression work of the produced hydrogen can be calculated through the 

Equation 1.48. 

𝑙𝑐 = 𝑐𝑝 ⋅ 𝑇𝑖𝑛 ⋅ (𝛽
𝛾−1
𝛾 ) ⋅

1

𝜂𝑖𝑠
 1.48 

The compression work depends on β; the higher β the higher compression 

work. So, it is better to work at high pressure rather that compress the produced 

gases. As seen previously, the pressure affects the value of OCV, as it is possible 

to see in Equation 1.49. 

𝑂𝐶𝑉 =
Δ�̅�𝑟(𝑇, 𝑝0)

𝑧𝑟 ⋅ 𝐹
+
�̅� ⋅ 𝑇

𝑧𝑟 ⋅ 𝐹
⋅ ln (

𝑝𝐻2 ⋅ 𝑝𝑂2
0.5

𝑝𝐻2𝑂
) 1.49 

An increase of partial pressure of two produced elements makes an increase 

of OCV. So, it is clear that it is important to make a trade-off between the electrical 

power spent to make water splitting and the electrical power used to compress the 

produced hydrogen in order to understand how it is better to proceed, considering 

also the purposes to do this. [44]   
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1.4. Research questions addressed 

The research brought in this thesis is inspired by the quest for getting the most out 

of low temperature electrolysers while having the least degradation. 

The European Commission introduced its "Hydrogen strategy for a climate-

neutral Europe"[57] in 2020, outlining the prerequisites and steps for 

mainstreaming clean hydrogen as well as goals for the installation of renewable 

hydrogen electrolysers by 2024 and subsequently 2030. In order to enable the high-

volume production of electrolysers, it is fundamental to have a thorough 

understanding of the electrolysers, their performance and testing method, as well 

as the degradation issues. Hence it is necessary to create standardized degradation 

tests coming from real usage data based on variable dynamic operation of 

electrolysers. Furthermore, the use of computational modelling is of paramount 

importance in order to be able to predict the behaviour of the electrolysers without 

going through exorbitant testing each time. 

Considering the shortcomings of the state of the art both regarding a flexible 

experimental test setup to study different variables that affect the performance of 

the low temperature electrolyser and its degradation -from cells to stacks- and lack 

of presence of a Multiphysics model with detailed biphasic flow condition that 

preciously predicts the behaviour and the limits of the low temperature PEM 

electrolyser, it was evident that improvement in each of the these areas would be 

indispensable.  

The goals mentioned in the second paragraph and the research gaps explained 

subsequently led to the following research questions: 

1. How is it possible to build a flexible test bench that is able to evaluate a vast 

range of low temperature electrolysers and perform degradation tests? 

2. How is it possible to benchmark different cells -PEM and Alkaline, single cells 

to short stacks- in one validated test setup to have standardized comparable 

results? How does the presence of water flow on the cathode side influence 

the performance of electrolyser? 

3. How is it possible to diagnose the origin of performance variations during the 

normal functioning and accelerated degradation of the cells in a non-

destructive non-disruptive way? 

4. How is it possible to accurately predict the behaviour of the electrolytic cells 

under different physical conditions such as pressure, temperature, mass flow 

rate?  
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5. How the bi-phasic flow affects the performance of low temperature 

electrolysers and how to parametrize an accurate multiphysics model for it? 

 

 

To summarize the consecutive steps that are followed to develop this thesis are: 

Initially an electrochemical test bench was built that is able to test low 

temperature electrolytic devices up to high pressures and temperatures (1st and 2nd 

research questions). Different cathode configurations were analysed for a single 

cell PEM, considering experimental and modelling comparison. Degradation 

experiments were designed and performed in order to compare the effect of 

variable conditions on the cells. During the experiments, EIS was performed; and 

online water conductivity and measurement of fluoride ion chromatography were 

used to control the degradation (3rd research question). Subsequently, a 0D model, 

and 2D/3D Multiphysics models of the PEMWE was developed. These models 

were validated with the experimental results from the test bench (4th and 5th 

research questions). At the end, degraded samples were studied using SEM-XRD 

analysis to find out more about the degradation phenomena. Finally, to consider 

the safety and degradation issues, the hydrogen in Oxygen percentage was 

controlled throughout the tests. 
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1.5. Layout of the work  

The current work is an effort to tackle the mentioned research questions. To 

address the questions properly, the work is divided in 7 chapters: 

The 1st chapter gives an overall introduction on energy storage and more 

specifically Hydrogen as a storage medium. Subsequently, a literature review on 

electrolysis and PEM water electrolysis is brought which would be the basis for 

the subsequent chapters. 

2nd chapter presents the test bench that has been built and the experiments 

that have been done. This chapter addresses the first and second research questions. 

3rd chapter brings the models that were built for the analysis of the PEM 

water electrolyser. The first part is dedicated to the 0D MATLAB model, and the 

second part to the Multiphysics model. This chapter addresses the fourth and fifth 

research questions. 

 4th chapter combines the results of the experiments and the models that 

were brought in chapter 3, and presents a validation of the models. 

5th chapter discusses the Electrochemical impedance spectroscopy and its 

equivalent electrical circuit modelling approach for a better analysis on the 

phenomena happening inside the test cells during the experiments. This chapter 

addresses the third research question. 

6th chapter brings the experimental and modelling results from the tests of 

chapter 2 and 5, and discusses them together. Since the content in this chapter put 

the results together, it contributes to responding to all of the research questions. In 

this chapter the tests regarding a comparison between the open and closed cathode 

configuration and the degradation test which come from the second research 

question is highlighted too. 

Finally in the last chapter, some conclusions are brought, addressed research 

questions are highlighted and possible future works are discussed. 

 

1.5.1. Award 

The research work described in this thesis contributed to the achievement of 

“Premio Qualità” , Quality Award for PhD in Energetics, class of 2022 (among 

34th cycle PhD candidates of Polytechnic of Turin).  
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"Premio Qualità" is the prize awarded once a year to the three best performing PhD 

candidates by Polytechnic of Turin. 
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Chapter 2. Experimental 

2.1. Electrochemical test bench 

The experimental measurements were carried out on a PEM electrolyzer located at 

the CO2 circle lab. This laboratory contains test benches for the research on 

hydrogen production technologies, as a part of Polytechnic of Turin, located at the 

Environment Park in Turin. The latter is a science and technology park dedicated 

to the Environment and Clean Technologies.  

 

Figure 2.1 Environment park- CO2 circle Lab 

2.1.1. Test bench description  

The experimental test bench, aims to carry out the characterization and evaluation 

of performance of electrochemical devices for the production of hydrogen. In 

particular, the goal is that of testing both single electrolytic cells and small 

assemblies of multiple cells (stack). There Hydrogen production occurs by feeding 

the devices with demineralized water and supplying them electric energy. The 

characterization of the devices will consist in evaluating the voltage-current curves 

(polarization) as well as in subjecting the cells to electrochemical impedance 

spectroscopy (EIS) analysis. The aim is to examine the performance of the cells 

through the phenomena of irreversibility that arise during operation. In addition, 

the devices will be subjected to long-term tests to analyze any degradation 

phenomena (with consequent loss of performance). The test bench must allow 

experimental activity on devices low temperature electrolytics (up to a maximum 

of 150°C) and with anionic electrolyte (alkaline cells) and with cationic electrolyte 

(PEM). In the Figure 2.2 is reported the Test Bench in which are conducted the 

tests. 
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Figure 2.2 Test Bench 

In the Figure 2.3 the P & I of the testing station is reported. 
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Figure 2.3 P&I of test bench 

There are two external supply line, one for nitrogen and one for compressed 

air. The first is needed for cleaning and pressurization purposes, while the second 

for the correct operation of the pneumatic valves. Since electrolysis reaction needs 
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a huge amount of demineralized water, a water storage of 10 liters is located into 

the system. The function of tank is not only related to water storage but through 

the nitrogen line keeps the system pressurized. Water is further demineralized 

thanks to ion exchange resin that are present downstream the pumping system and 

the conductivity is kept <1 µS/cm. The tank feeds the electrochemical cell thanks 

to two main loops, one for the anode side and one for cathode side, obviously the 

water sent to the cathode side is not needed for the electrolysis reaction but only 

for cooling.  At the anodic and cathodic outlet, the biphasic mixtures need to be 

separated. The separation occurs in two subsequent stages. The first stage is 

cooling, it takes place by means of condensers placed immediately at the exit of 

the respective channels. The condensers are of the tube-in-tube type, with the hot 

mixture flowing in the internal tube while refrigerating water from the water mains 

flows in the annular region.  The second stage is the actual separation, it takes place 

in the gas / liquid separators tanks. They are two one-liter containers with two 

outlets, one in the upper part for the gas-rich mixture and one in the lower part for 

the liquid-rich mixture.  The two separators are placed at the same height in order 

to have an optimal control of the quantity of demineralized water present in the 

process. The separators are connected with two 250 ml tanks placed above them in 

order to optimize the separation process. The water is pumped into the circuit 

through a volumetric pump that is able to treat a maximum flow rate of 10 L/min. 

In the system is present another volumetric pump with higher maximum flow rate 

both for redundancy and stack operations.  The pumped water is heated up through 

an external electrical heater in order to reach the desired operating temperature. 

The heat is transferred to the fluid with a plate heat exchanger and temperature is 

kept almost constant thanks to a PID controller. To keep temperature and pressure, 

main thermodynamics parameters, as desired, several devices are inserted into the 

system: 

- Back pressure controller, anode and cathode side; 

- Mass flow meter for demineralized water; 

- Level physical indicators, one for each separator; 

- Temperature transducer; 

- Pressure transducer; 

- Valves; 

- Conductivity probe. 
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- A general control system for the test bench was developed in LabVIEW 

(National instruments, LabVIEW 2009). It was interfaced with the power 

supply, instruments and hood and allowed the system variables, voltage 

and current to be controlled. It collects and stores data that can be viewed 

in an easy to read format. The LabVIEW system comprised of a front panel 

and a block diagram as shown in Figure 2.4. 

 

Figure 2.4 Software interface 

The front panel displays the values of the variables in real time and the data 

collected from the system. The water can be supplied to the anode or cathode side 

and most PEM electrolyzers operate with a water anode feed because water is 

consumed at this side. In test bench considered the water is supplied both anode 

and cathode side, to analyse the industrial behaviour of PEM electrolyzer. 

2.1.2. Novelty and comparison with other test stations 

In the literature there are few documents that go into details of the balance of plant 

for the low temperature electrolysers.  

In a recently published document by JRC, EU harmonised protocols for 

testing of low temperature water electrolysers, a similar plant of AEW is put in 

evidence as a comprehensive reference for the electrolysis test stations.[58] 
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Figure 2.5 Scheme of AEMW electrolyser with the position of monitoring devices 

Figure 2.5 shows a scheme with the location of the instrument measuring 

points for an AEM water electrolysis experimental set-up suggested by the JRC. In 

comparison with the test rig that is designed for this thesis, although this report 

refers to a more recent work , our test bench is equipped with all of the necessary 

monitoring devices. In addition to the devices presented by JRC, our test bench 

benefits from the presence of additional sensors for pressure and temperature in 

different points, additional conductivity meter for the liquid at the exit of 

cathode/anode, gas analyzers, mass spectrometers and additional doubled piping, 

pumps and sensors in order to be able to test the electrolytic cells up to the 

dimension of short stacks. Furthermore, suggested parameters by JRC to be 

measured consist in Current [A], Temperature [°C], Cell/stack voltage [V], 

Pressure [kPa], Water Flow rate [L.min-1], Gas Flow rate [L.min-1], Gas 

concentration [%] which are all measured in our test bench with the suggested 

accuracy. 
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Figure 2.6 an example of PEM water electrolysis laboratory setup (A) Schematic 

diagram. (B) Photograph of a plant 

Bessarbov et al have studied a considerable number of different PEM plants 

with their relative BoP and as a result they identified the main units for the PEM 

plant.[59] Among the main units the power supply, liquid-gas separation, water 

purification, gas treatment and process monitoring are the most important ones to 

be present in a PEM electrolysis plant. In comparison, our laboratory scale plant 

does not need a gas treatment unit as the produced hydrogen is not used afterwards. 

Bessarbov et al state that the laboratory scale electrolysis plant -e.g. the one 

brought in Figure 2.6- should be placed in a specific environment for effective 

operation. it is necessary to continuously provide water of adequate purity and to 

supply that water to the cell/stack to feed the reaction but also to remove the excess 

heat produced by internal dissipation during operation at nonzero current density. 

Another factor is adequate control of operating temperature and pressure. Using 

two different water circulation loops facilitates gas removal and isothermal 

operating conditions. In comparison with the proposed condition, our plant has the 

mentioned necessary units and specifications and also includes more controls and 

sensors. 

Regarding our newly constructed test bench, one of the most important 

novelties is the focus on its flexibility. Critical control and measurement devices 

such as mass flow meters, recirculation pump, backpressure controller and valves 

and piping system have been chosen in a way that permits the testing of electrolytic 

devices from ambient temperature to 150C and up to 30Bar of pressure resistant to 

both Alkaline and PEM liquid recirculation. In case, some devices are doubled to 

have the capacity of supplying both the single cells and stacks. An example is the 
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deionized water recirculation pump. Because of the flexibility of the measurement 

devices, we have the possibility of performing different studies. All of these studies 

are possible on different kinds of cells (PEM or alkaline), at different power levels 

(from single cell to short stack) in different T and P conditions and at different 

points of V and I, and in an automated mode (both for testing and data acquisition): 

-Possibility of study of water consumption, because of the presence of liquid level 

on the tanks (digital value on the software) 

-Possibility of study of Hydrogen (and oxygen) production quantity as the flow 

meter is present 

-Possibility of studying the degradation of the membrane based on the conductivity 

sensor 

-Possibility of study on crossover, the percentage and amount of hydrogen in 

oxygen and oxygen in hydrogen : there are both gas analyzer and the mass 

spectrometer available for use 

-possibility of performing the EIS and Study the effect of different physical 

variables on parameters coming from the electrochemical impedance 

spectroscopy, such as double layer capacitance, resistances,…. 

-Study of clamping pressure of the cell housing using different types of pressure 

papers. 

-Study on efficiencies of the cell/ stack such as a study on the mapping of effect of 

number of cells on the voltage of the stack, … 

-Study on different geometries of the cell/stack (no limit on the geometry in this 

test bench) 

These mentioned examples are only to show the vast possibility of performing 

experiments on this test bench. 

2.1.3. Electrochemical cell  

Electrochemical measurements were made on a 25 cm2 cell. The MEA was bought 

from QuinTech and composed by Nafion® 117 membrane, anode catalyst layer 

with 2 mg Ir/cm2 and cathode catalyst layer made of advanced carbon with 1 mg 

Pt/cm2. It is reported in Figure 2.7. 
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Figure 2.7 MEA composed by Nafion 117 

It was sandwiched between Ti mesh GDL of 180 µm thickness on the anode side 

and Freudenberg H23C6 carbon paper GDL with MPL of 250 µm on the cathode 

side. These are reported respectively in Figure 2.8. 

 

Figure 2.8 left :Titanium GDL – right:H23C6 Carbon paper GDL 

The housing was bought from Fuel Cell Technologies, USA. The anode BP of 

8.47mm thickness is a Titanium Block and the cathode BP is a Graphite Block of 

12.45mm thickness, both with pyro-sealed triple serpentine flow pattern printed on 

them. The current collectors are made of gold plated copper and are equipped with 

high current connectors. Their thickness is of 0.6 mm. Moreover, they are electrical 

isolated from End Plates through a layer of Teflon coated with fiber-glass tape. 

The End Plates are made by aluminum alloy and the thickness is about 18.65 mm. 

The function is to keep together all the components using 8-bolt patterns. The 

entire structure equipped with BPs and current collectors for anode and cathode 

side is reported in Figure 2.9. 
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Figure 2.9 Housing composed by: Anode side with Titanium BP and current 

collector and Cathode side with Graphite BP and current collector 

 

Figure 2.10 Temperature controller installed for control on cell housing 

The entire housing is equipped with a Love Controls 16A Series, which is a 

microprocessor based temperature/process control. The controller is reported in 

Figure 2.10. It uses a PID in order to keep constant the operating temperature of 

the cell. It is constituted by two heater cartridge that are inserted in the housing. 

2.1.4. Preparation of setup 

Testing of single cells aims to characterize the performance and the durability of 

the materials and components under experimental conditions that can give relevant 

information about their behaviour when inserted in electrolyzer systems. To 

characterize the performances of the electrolytic cell and the test bench a 

preparation is necessary. Preparation consists of a procedure that must be 

performed for both the cell and the test bench.  For the cell, all the components are 
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washed and then assembled. As regards the test bench, however, the PID must be 

set, and a thermocouple calibration must be performed. Some tests are conducted 

on the housing to avoid the increases of degradation effects. In this context, the 

right sealant has to be chosen and pressure paper technique was used. 

2.1.4.1. Pressure paper technique 

To prevent gas and water escaping during high pressure operation, uniform and 

homogeneous compressive forces on the sealants are essential and above all that 

the surface is smooth and free of defects. For this reason, it is important to 

understand what the correct technique is to close the entire structure. The structure, 

in fact, must be closed with bolts, which must be properly tightened. A high or an 

excessive compression means a big force on all the materials constituting the cell, 

with the creation of a mechanical degradation over time. To verify the pressure 

distribution inside the cell the pressure paper techniques was used. It consists of 

different pressure sensitive film (Prescale, Fujifilm) which are placed between the 

BPs and the Gasket with a pressure that must be maintained for two minutes. Some 

tests were conducted on the cell and different types of pressure papers were used, 

from the less to the most sensitive, and they were: LOW (LW), SUPER LOW 

(LLW) and ULTRA SUPER LOW (LLLW). These are two-sheet type, one is 

coated with a layer of micro-encapsulated color forming material and the other 

with a layer of the color developing material. These must be put in contact and 

when pressure is applied, the micro-capsules are broken and the color forming 

material reacts with color developing one to make red color. Looking at the red 

color is possible to check the pressure distribution. In fact, if the color density is 

high it means the pressure is high, vice-versa if the color density is low the pressure 

applied is low. So, the pressure paper was compared with the pressure chart, given 

by supplier, in order to understand the value of pressure applied, considering the 

temperature and humidity condition. An application of pressure paper in housing 

with correct sealants is reported in Figure 2.11. In these the pressure paper 

application before and after those bolts are tightened, are shown. 
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Figure 2.11 left: Pressure distribution inside the electrolytic cell before the 

closing – right: Pressure distribution inside the electrolytic cell after the closing 

In this case, the "star" mode to close the cell, also defined as alternating, is 

analysed. The cell is tested with 6Nm, 10Nm applied on the bolts. The test results 

made in different type of pressure paper and the results are reported in Figure 2.12 

and Figure 2.13. 

 

Figure 2.12 Pressure distribution analysis on 7.5x7.5cm2 area: (a) LW pressure 

paper with 6 Nm applied, (b) LW pressure paper with 10 Nm applied, (c) LLW 
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pressure paper with 6 Nm applied, (d) LLW pressure paper with 10 Nm applied, 

(e) LLLW pressure paper with 6 Nm 

 

Figure 2.13 Pressure distribution analysis on 5x5cm2 area: (a) LW pressure 

paper with 10 Nm applied, (b) LW pressure paper with 13.5 Nm applied, (c) 

LLLW pressure paper with 6 Nm applied, (d) LLLW pressure paper with 10 Nm 

applied 

The results show that with this procedure the pressure exerted on the 

components is homogeneous and not too high. 

2.1.4.2. Cell assembly 

2.1.4.2.1. Ultrasonic cleaning  

Before the cell assembling was needed to do a correct cleaning of the main 

elements composing the internal part of electrolyzer.  In this sense, the elements to 

clean are: Gasket, GDL and BPs. The methods to clean them can be different but, 
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in the case of electrolyzer the Ultrasonic Cleaning was chosen. The reason is that 

the normal cleaning in which the water is sprayed on the material is not as effective 

as the ultrasonic cleaner. An ultrasonic cleaner is composed by several parts. The 

system is closed through a lid. Opening the lid, the first part that is seen is the 

stainless steel tank, in this the items that must be cleaned are placed. It also has 

transducers, which are made of piezoceramic materials, and are placed on the side 

or bottom of the tank. The transducers react when hit by an electrical charge and 

due to the energy applied to them, their size and shape change. These changes 

cause the vibration of tank with consequent cavitation bubbles formed in the 

cleaning bath. However, the bubbles are formed only if the current applied to 

transducers has a frequency between 40 kHz and 59 kHz. The used ultrasonic 

cleaner is reported in Figure 2.14. 

 

Figure 2.14 Ultrasonic Cleaner used in cell preparation. 

The formed bubbles have a great action on the contaminants present on the 

surface. In fact, they tend to implode removing contaminants from objects in the 

tank. Even if the bubbles are small, their implosions are extremely powerful. In 

fact, they hit the contaminants making the formation of grains and later the 

deposition in the bottom of the tank.  Another element that promotes the removing 

of contaminants is the temperature. This can be set in order to facilitate the 

elimination due to the fact that degases the tank. The cleaning procedure is made 

setting the temperature equal to ambient temperature (25◦C) and the current 

frequency to 59 kHz. The procedure was made for 5 minutes and repeated until the 

elements were cleaned. The result was very good, because the elements were 

cleaned, and the surface was free of contaminants. In Figure 2.15 an example of 

cleaning process is reported. 
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Figure 2.15 Cleaning process of GDLs and Sealant 

2.1.4.2.2. Assembly procedure 

To prevent gas and water escaping during high pressure operation, the correct 

configuration of sealants must be chosen. In this sense, different configurations 

were tested in order to find the correct one. Different types of materials were used, 

like silicon sealants and Teflon coated with glass fiber. The better solution was 

represented by two silicone sealants of 180 µm. Also, other type of sealants was 

used to make tests but the results are not good. In fact, the leakage of water and 

gases occurred and the values obtained were different from the expected one. The 

procedure consists into cut the sealants with the same dimensions of housing and 

after a cleaning in ultrasonic cleaner. The cut procedure is reported in Figure 2.16. 

 

Figure 2.16 Cutting procedure of sealants 
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The procedure must be repeated until the quantity of sealants needed is 

reached. At the end of the cleaning phase, after choosing the correct sealants and 

checking that the force applied to the bolts is correct, the installation of the 

membrane (MEA) with the relative GDLs was foreseen both for the anode and the 

cathode side. However, the chosen method to make the installation was the 

"layered" method. It consists, into insert the different elements one by one on the 

chosen flow field plate. In this case, the chosen flow field plate was the anode side, 

due to the fact that Titanium GDL was used and so to avoid its movement, it was 

better to place the other elements on its. Moreover, the bolts can be inserted from 

cathode end plates and they are a guide to avoid the movement of all elements 

constituting the cell. Therefore, the first step consists of inserting the sealant on the 

anode side as it is possible to see in Figure 2.17. 

     

Figure 2.17 left: Assembly procedure in which sealant is placed on anode side – 

right: Assembly procedure in which Titanium GDL is placed on anode side 

As said, the sealants have different dimensions and the chosen depends on 

an appropriate calculation that must be done in order to have the correct thickness 

of sealants which must be congruent with MEA thickness. Later, the GDL of anode 

was inserted, as reported in Figure 2.17. 

The MEA was placed above it as is possible to see in Figure 2.18. 
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Figure 2.18 left: Assembly procedure in which MEA is placed above Titanium 

GDL _ right: Assembly procedure in which H23C6 GDL is placed above MEA 

For the installation of the MEA, an appropriate humidification, spraying 

demineralized water over the surface, is important to ensure that it adheres well to 

the structure. The GDL for cathode side was after installed over the MEA, as in 

Figure 2.18. 

Placing these elements, the flow field plate, also humidified, was placed 

above them and the structure was closed by means of End Plates and with the help 

of 8 bolts, as said. The last procedure is reported in Figure 2.19. 

      

Figure 2.19 left: Final procedure with closure of housing – right: Housing closed 

and correctly tightened 

The bolts must be properly tightened, because, as said, incorrect compression 

of the cell leads to degradative effects on the cell. After closing, the cell was placed 

on the experimental bench and connected with the latter. In this sense, there are 2 
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tubes per anode side and 2 tubes per cathode side, two for inlet and two for outlet. 

The cables necessary to supply the electrical power were also attached to the cell. 

Finally, the cell heating systems were also installed, in order to reach the desired 

temperature and maintaining it in steady-state condition for carrying out the tests, 

as it is possible to see in Figure 2.20. 

      

Figure 2.20 left: Housing placed on Test Bench with inserted cartridge - right: 

Housing placed on Test Bench with power supply connected 

Obviously, the connection of thermocouple must be done in order to have the 

correct visualization of temperature from software interface that permits to 

understand when the system reaches the correct value or when the system is too 

heated. 

2.1.4.3. Thermocouples and temperature Controller setup 

After the first step of cell assembling, the temperature controller is set in order to 

have a right control of cell temperature.  The setting is made on the Controller Love 

16A that is reported in Figure 2.21. 
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Figure 2.21  left: Temperature controller – right: Instrument used for the 

thermocouple calibration 

The device presents different characteristics like Self-Tune PID or Fuzzy 

Logic. It is used in order to avoid the temperature oscillations that can occur in the 

system. Two temperature levels are set, the Set Point 1 (SP1) and Set Point 2 (SP2). 

These are used to maintain the cell temperature in the range of the values 

imposed. The system reads the cell temperature through a thermocouple that is 

connected both to controller and to cell. In this sense, the response of system 

changes if the thermocouple changes. So, the type of thermocouple used must be 

specified. In Input type the right thermocouple is selected. In the controller type K 

thermocouple is set, considering that in the system type K thermocouples are 

installed. However, in controller must be defined the Output selection. Different 

type of tuning can be chosen, like SELF, PID or On-Off. In this case, SELF control 

is chosen since it is able to evaluate the process and select the PID values to 

maintain the correct control. However, it is coupled with a LEARN command. 

When this is activated the learning process start to operate in order to find 

automatically the best PID. An important parameter that can be imposed is 

DAMPING factor. It varies from 1 to 7. Low values have a fast response, high 

value have a slower response. The correct value for right functioning of system has 

been found in 3. The value is shown in the system in ◦C and with one decimal digit. 

Thermocouple calibration: thermocouples are important elements of test 

bench. The thermocouples are temperature transducers that in the system are useful 

to have a correct measurement of cell temperature. As said, in the system type K 

thermocouples are installed. The type K thermocouple operates in the temperature 

range -200°C and +1350°C. However, thermocouples read the cell temperature and 
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is subsequently reconverted into a current signal.  This  current  signal is  elaborated 

by the PLC and sent the values on software of test bench (LabView), that is 

programmed to analyze all the current signal in 4-20mA setting. Therefore, it is 

necessary to know the minimum value and the full scale of the instrument. Based 

on this, by means of the Martel PTC-8001 instrument, a thermocouple calibrator, 

it is possible to perform a calibration in order to have an affordable instrument 

through which measure the cell temperature. It is brought in Figure 2.21. 

The procedure aims to find the minimum value and the full-scale value of the 

thermocouple. The procedure was conducted and repeated until the values were 

found. This consists in setting different value of temperature and to find the correct 

value of minimum and maximum. So, the lowest value is set in order to have a 

signal of 4mA and the higher value is set in order to have a signal of 20mA. In 

Figure 2.22 an example of calibration made on test bench is reported. 

 

Figure 2.22 Calibration of thermocouple on test bench 

2.2. Experimental result validation 

The tests, as mentioned, were carried out on an electrochemical bench in which the 

electrolytic cell -of the PEM type- was installed. The general procedure consists in 

filling the 10-liter tank with demineralized water, then the system is pressurized 

through the nitrogen line, which also has the purpose of washing the circuits. 

Finally, the compressed air line opens, in order to have the correct functioning of 

the pneumatic valves. Before switching on the system, it is advisable to check all 
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the control systems, such as valves, back pressure controllers and emergency 

auxiliary systems. On the software side, the parameters to be controlled are set in 

order to carry out the tests. In this case, the preliminary experimental 

measurements consist of polarization tests. However, before carrying out the tests, 

the MEA must be hydrated and subsequently activated, in fact these are used to 

ensure that the cell operates in the correct way by ensuring that the voltage 

stabilizes. Hydration is a step that is carried out on the MEA and consists in 

circulating the water in the electrolyzer at least for 4 hours. Hydration plays an 

important role on the proton conductivity, which allows reaching high efficiency 

values of the electrochemical reactions. It was performed considering a current 

value of 0 A and the ambient temperature. The activation of the MEA, on the other 

hand, is the next step after hydration necessary to ensure that the voltage stabilizes. 

This was done considering 10 minutes time-steps in which the current density was 

made to rise from 0.5 to 1.5 A/cm2 and fall from 1.5 to 0.5 repeatedly. The 

activation procedure is reported in Figure 2.23. 

 

Figure 2.23 Activation procedure performed on the cell 

Following the instructions of the membrane producer and in order to double 

check the stability of the test results after the hydration and activation stages, it is 

possible to keep the voltage as a constant value for a specific period of time to see 

the results of voltage change in time. For this reason the stabilization process was 

conducted considering a constant value of current density equal to 0.8 A/cm2 and 

the result is reported in Figure 2.24. 



Experimental 

52 

 

Figure 2.24 Stabilization procedure performed on the cell 

2.2.1. Polarization 

After hydration and activation, the polarization curve can be performed. The main 

objective of the polarization curve measurement is to carry out an electrochemical 

characterization of MEA. In this sense, the change in the cell voltage generated by 

the variation in the supplied current under steady-state conditions was analyzed, 

and in particular at a constant cell temperature and a gases constant  outlet pressure. 

The polarization measurements were made through the coupling of power supply 

and the user interface by setting the main parameters: current, pressure, 

temperature for each step. A step consists of a defined interval of time in which is 

measured the voltage keeping constant all the other parameters. These procedures 

were done until the voltage reaches the steady-state condition, so the time-step is 

also an important parameter for the measurements. The chosen timestep is 120s, 

that is higher than the timestep chosen by Malkow et al. [60] In fact, it was 

experimentally checked that the cell voltage is stabilized after this time. All tests 

were conducted fixing pressure, temperature and time-step and varying the input 

current from 0 to 37 A and from 37 to 0 A. An example of steps is reported in the 

Table 2.1. 

Table 2.1 Step set on LabView 

Step Current [A] Pressure [bar] Temperature [°C] Timestep [s] 

1 0,1 5 65 120 

2 0,2 5 65 120 
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3 0,3 5 65 120 

4 0,4 5 65 120 

. . . . . . . . . . . . 120 

49 37 5 65 120 

50 36 5 65 120 

51 35 5 65 120 

. . . . . . . . . . . . . . . 

99 0,2 5 65 120 

100 0,1 5 65 120 

This procedure of ascending and descending the current was made in order 

to stabilize the voltage curve. If there is a difference between the two curves 

obtained it means that a hysteresis is present and it provides information on thermal 

equilibrium during the measurements, as it is possible to see in Figure 2.25 

Hysteresis occurred in a test with T=40°C and p=5 barg. 

 

Figure 2.25 Hysteresis occurred in a test with T=40°C and p=5 barg 

Since the output values of measurements were obtained in a .txt file a further 

data processing in Excel environment was needed in order to extrapolate the 

polarization curve. 

Generally the tests are conducted considering two types of configurations, 

one with anode inlet valve opened and cathode inlet valve opened variably and one 

with anode inlet valve opened and cathode inlet valve closed. 
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Table 2. Different cathode configurations 

configuration Anode 

valve 

Cathode 

valve 

Details 

Type 1  open open Type 1.1: cathode valve completely 

open 

Type 1.2: cathode valve partially open 

to account for different variables such 

as the different pressure drops in 

cathode and anode side of the test rig 

and electrolyser  

Type 2 open closed This configuration is similar to the 

dead end mode in the fuel cells 

In the current subsection, the Polarization results are reported according to 

the two configurations. In the next subsection, the Hydrogen production results are 

reported, relatively to the second configuration. 

The results of first configuration are shown in the Figure 2.26, Figure 2.27, 

Figure 2.28, Figure 2.29. In Figure 2.26 the influence of the operating temperature 

at constant pressure equal to 2.5barg is represented. In this sense, the higher the 

temperature the lower the polarization curve. 

 

Figure 2.26 Polarisation curves in different temperatures with fixed pressure 

equal to 2.5barg 

Looking at the figure some variations in voltage are present. Generally, the 

automatic back pressure controllers installed in the system are more precious to 
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control higher pressures such as 10 or 15barg. For the pressures below 3 bars the 

manual valves are used. The oscillations in graphs are a normal behaviour of the 

system response and the obtained result are discrete. Furthermore, the main 

parameters that can influence the polarization curve are analyzed and no problems 

occurred during the tests. So, further investigation can be conducted to understand 

the nature of high value of polarization and in this way, justify the behaviour. Also 

Figure 2.27 shows the influence of the operating temperature at constant pressure, 

with the operating pressure set to 5barg. In Figure 2.26 and Figure 2.27 the 

influence of temperature for different operating pressures, considering anode inlet 

valve completely opened and cathode inlet valve partially opened is represented. 

 

Figure 2.27 Polarization curves in different temperatures with fixed pressure 

equal to 5barg 

Instead, in Figure 2.28 and Figure 2.29 the influence of pressure at the higher 

operating temperature equal to 75◦C is represented. 
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Figure 2.28 Polarization curves in different pressure with fixed temperature equal 

to 60°C 

 

Figure 2.29 Polarization curves in different pressure with fixed temperature equal 

to 75°C 

Analyzing the graphs, as expected, the higher the pressure the higher the 

polarization curve. However, the pressure is an important parameter, since the 

hydrogen produced is already pressurized avoiding the high cost connected with 

the later pressurization of hydrogen. As can be seen from Figure 2.29, differently 

from other Figures, the polarization curves present flatter profiles. The reason 

behind this is due to the fact that temperature is higher and the response of the 

system results better. In this sense, the temperature control is optimal. 

Another configuration is tested, substituting the main components MEA, 

GDLs and sealants with new ones of the type discussed in the experimental section 
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and closing the cathode inlet valve completely.  In Figure 2.30 and Figure 2.31 the 

pressure influences on the polarization curves for two defined operating 

temperatures, equal to 40◦C, 60◦C and 80◦, in the new configuration are 

represented. In the Figures 5.5 and 5.6 are shown the results of closed cathode 

configuration for low (40°C) and medium (60°C) temperatures. Instead, in  Figure 

2.32 the high temperature (80°C) tests are reported. 

 

Figure 2.30 Polarization curves in different pressure with fixed temperature equal 

to 40°C with closed cathode 

 

Figure 2.31 Polarization curves in different pressure with fixed temperature equal 

to 60°C with closed cathode 
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Figure 2.32 Polarization curves in different pressure with fixed temperature equal 

to 80°C with closed cathode 

Analyzing these graphs, as before, the main oscillations are in low and 

medium temperature tests. As said, further investigations are required because the 

main analysis conducted on the parameters that influence the polarization curve 

trend are good and the reasons of this behaviour can be different and mainly due to 

the system response. However, in this case, the polarization curves are a little bit 

higher than the first configuration. The behaviour must be investigated in order to 

find the reason. In fact, with this configuration the cathode valve is closed, and 

cooling of the cathode side does not occur. It means that temperature should be a 

little bit higher with consequent lower polarization curve. So, temperature should 

be controlled in well manner avoiding the variation and the relative oscillations. 

2.2.2. Hydrogen production rate 

One of the most important experimental results that can be extracted from the Test 

Bench is the produced H2 during the electrolysis process. Using these values, the 

process efficiency can be calculated and compared to the values available in 

literature. To correctly measure the Hydrogen production, the chosen configuration 

is the one with the cathode inlet valve closed. The reason way is that the hydrogen 

flow meter is placed at the outlet of the hydrogen separator and so, in the case of 

the cathode inlet valve opened, the outlet gaseous mixture of the separator has a 

great content of water vapor (and nitrogen). Therefore, the quantity measured by 

the flow meter do not reflect the real hydrogen quantity.  For this reason, it is 

chosen the configuration with cathode closed inlet valve to have an H2 richer outlet 

mixture to better measure the H2 flow and subsequently, the produced H2. All the 
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considerations on the outlet mixtures are seen through the help of a mass 

spectrometer that is occasionally connected to the outlet of the hydrogen separator, 

in order to analyze the outlet gas mixture. In Figure 2.33, Figure 2.34 and Figure 

2.35 the hydrogen production trends with the respective theoretical trends are 

presented. The graphs report only second half of experiment from higher to lower 

current values (1.5-0A/cm2) due to the fact that in the first part of the curve the 

system is still in stabilization process. 

 

Figure 2.33 Hydrogen production graph for fixed temperature equal to 40°C and 

fixed pressure equal to 2.5barg 

 

Figure 2.34 Hydrogen production graph for fixed temperature equal to 60°C and 

fixed pressure equal to 2.5barg 

As can be seen from Figure 2.34 the Experimental values presents some 

oscillations that are connected to the working principle of the Back Pressure 

Controller. In fact, as mentioned, the system is pressurized thanks to the injection 
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of N2 and kept constant through the Back pressure controllers, placed downstream 

each separator but upstream each flow meter. Generally, the pressure tends to 

increase due to the physics behind the production of gas. To control this at certain 

value, the controllers open and release the mixture of gas at the outlet of the 

separators creating the oscillations that are present on the Figure. The Theoretical 

one, instead, is calculated according to Faraday Law, for this reason, it is constant 

for a fixed current value. 

 

Figure 2.35 Hydrogen production graph for fixed temperature equal to 80°C and 

fixed pressure equal to 2.5barg 

In Figure 2.33, Figure 2.34 and Figure 2.35 the hydrogen production at 

p=2.5barg for three different temperatures (40◦C, 60◦C, 80◦C) is represented. Some 

oscillations are present in the graphs due to physics of Back Pressure Controller. 

The reason is that the system has been pressurized with Nitrogen and at each time 

in which the imposed pressure was overcame, the system released the gases. The 

released quantity was different for each timestep considered and so, the oscillations 

appeared. In Table 2.3, the integral values of hydrogen production, found with 

experimental and theoretical approaches are represented. 

Table 2.3 Hydrogen production quantity 

  T [°C] Experimental Quantity [NL] Theoretical Quantity [NL] 

40 9,887,516,667 9,945,583,836 

60 9,930,709,722 9,945,583,836 

80 9,242,655,556 9,945,583,836 
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As reported in 2.4, the theoretical quantity can be calculated using the 

Faraday Law and this does not depend on temperature and pressure. Looking at the 

Table 2.3, it is possible to see that the theoretical value is equal for the three 

temperatures. Since time-step chosen to calculate the theoretical hydrogen quantity 

is equal, also the theoretical value is equal. It depends only on current defined for 

each time-step. Analyzing the 80◦C experimental integral values, it is lower than 

the theoretical one, but this behaviour is due to the lack of registered values 

between 1000 and 2000 seconds. However, looking at the theoretical integral 

values and experimental integral values, for the three temperatures, appears that 

the Faradaic Efficiency is close to unit. 

A second verification has been done using the mass spectrometer: 

To measure the composition of the gases it is possible to use a mass 

spectrometer. The Hiden HPR-20 QIC R&D (Hiden analytical, Warrington, United 

Kingdom) is designed for continuous analysis of gases and vapors at pressures near 

atmosphere. It has a mass range of 200 AMU and a detection capability from 100% 

to less than 5 ppb. It is a Bench-top triple filter quadrupole mass spectrometer gas 

analysis system that has a very fast response of less than 300 ms response time for 

to permanent gases and vapors. A picture of the mass spectrometer (without the 

turbo pump) is presented in Figure 2.36. 

 

Figure 2.36 Hiden mass spectrometer overview[61] 
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In the current experiment mainly the void pump of the mass spectrometer is used 

to create void in the sample in order to see if the glass ceramic sealant is healthy 

or not. In case that the glass ceramic sealant has cracks, the void cannot be created 

by the mass spectrometer and the void pressure level on the monitor remain at high 

amounts. This means that there is no void created inside the sample and the piping 

and the glass ceramic sealant is not functioning. 

A schematic of mass spectrometer void is presented in Figure 2.37. 

 

Figure 2.37 Vacuum Schematic of the mass spectrometer [61] 

G1 is the penning gauge, VR1 is the QIC inlet bypass control valve, P1 is the 60l/s 

turbo drag pump, P2 is the backing and bypass scroll pump and MS UHV housing 

shows the mass spectrometer chamber. 

The supplied software package for quantitative gas and vapor analysis can 

provide real time continuous analysis of up to 32 species with concentrations 

measured in the range 0.1PPM to 100%. It also has automated calibration system 

and a mass spectral library with intelligent scan feature. Moreover, it can support 

multi stream of gases. 

In the present case the analysis of cathode gas output has been done with the 

mass spectrometer at the start of each series of experiments when the new cells are 

put in the housing for the tests , and the test results showed a production of more 

than 99% H2 on the cathode side. 
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Chapter 3. Modelling 

3.1. 0D MATLAB model 

Analytical models is a satisfactory tool to understand the effect of the main 

variables on electrolyzer performance. It works on the basis of simplified 

considerations to simulate a reasonably accurate polarization curve. Models permit 

the prediction of the electrolyzer behaviour as a function of operating conditions 

using simple empirical equations. A summary of the equations used to calculate 

the electrolyzer voltage is presented. [25][62] 

3.1.1. Theoretical basis 

3.1.1.1. voltage  

A model of a PEM electrolyzer cell was developed including electrochemical 

mechanism at the anode, cathode and in the membrane. The theoretical model has 

the aim to express the relationship present between the electrolytic cell voltage and 

cell current and after this model is implemented on MATLAB. Generally, the 

Voltage is expressed through Equation 3.1. [63] 

𝑉𝑐(𝑇, 𝑝) = 𝑂𝐶𝑉(𝑇, 𝑝) + 𝜂act (𝑖) + 𝜂ohm (𝑖) + 𝜂diff (𝑖) 3.1 

Where: 

• OCV is the open circuit voltage measured in V; 

• ηact is the activation overpotential measured in V. 

• ηohm is the ohmic overpotential measured in V. 

• ηdiff is the diffusion overpotential measured in V. 

3.1.1.1.1. Open circuit voltage  

An electrolyzer OCV is typically determined using the Nernst equation, or by 

evaluating the Gibb’s Free Energy. The OCV is expressed through Equation 3.2. 

[63] 

OCV =  
ΔG

2 ∗ F
 3.2 
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Where: F is the Faraday constant, equal to 96485 C/mol;  

ΔG is the Gibbs free energy and it is described by the Equation 3.3[63] . 

ΔG = ΔG∗ + R ∗ Tcell ∗  ln (
pH2√pO2
PH2O

) 3.3 

And ΔG∗ is calculated through Equation 3.4. [63]  

ΔG∗ = [HH2(Tcat) +
1

2
HO2(Tan) − HH2O(Tan)]

− Tcell [SH2(Tcat) +
1

2
SO2(Tan) − SH2O(Tan)] 

3.4 

In which: 

· Tcell is temperature of the cell in K; 

· H is the enthalpy in J/kg, described by: 

H(T) = ajT +
4

5
bjT

4
5 +

2

3
cjT

3
2 +

4

7
djT

7
4 3.5 

S is the entropy in J/ (kg K), described by:  

S(T) = ajlnT + 4bjT
1
4 + 2cjT

1
2 +

4

3
dj − T

3
4 − RlnP 3.6 

These two equations are valid in the range between 300 and 4000 K. The 

values of the previous unknows are reported in the following table. [63] 

Table 3.1 formula parameters 

 Substances aj bj cj dj 

j=1 Water 180 -85.4 15.6 -0.858 

j=2 Hydrogen 79.5 -26.3 4.23 -0.197 

j=3 Oxygen 10.3 5.4 -0.18 0 

The pressure PH2O, pH2, pO2 are calculated through Equation 3.7, Equation 

3.9 and Equation 3.10 and x is expressed through Equation 3.8.. [52]  

PH2O = 10
x 3.7 

x =  −2.1794 + 0.02953 ∗ (Tcell − 273.15) −  9.1837

∗ 10−5 ∗ (Tcell − 273.15)
2  + 1.4454 ∗ 10−7

∗ (Tcell − 273.15)
3 

3.8 
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pH2 =  0.5 ∗ (
(PH2)

e
(1.653 ∗

i

Tcell
1.334)

− PH2O) 3.9 

pO2 = (
(PO2)

e
(4.192∗

i

Tcell
1.334)

− PH2O) 3.10 

3.1.1.1.2. Activation overpotential  

The activation overvoltage, ηact is the voltage loss attributed to driving the 

electrochemical reaction and is necessary to overcome the molecular bonds. [20] 

Thanks to the equation of current density of Butler-Volmer Equation 3.11 

i = i0 ∗ [exp (
α1 ∗ F

R ∗ Tcell
∗ ηact) − exp (−

α2 ∗ F

R ∗ Tcell
∗ ηact)] 3.11 

and considering the same value of α, it is possible to obtain the value of ηact, 

through Equation 3.11. It is evaluated as in the Equation 3.12. [44]: 

ηact =
R ∗ Tcell
αj ∗ F

arcsinh (
i

2i0j
) 3.12 

Where: 

• j indicates the anode and cathode side; 

• R is the universal constant of gases in J/ (mol K); 

• T is the temperature in K; 

• αj is the transfer coefficient; 

• i0 is the exchange current density in A/cm2 expressed through the 

Equation 4.13. [20][64][65] In this case the Equation 3.13 is a 

modification of the real equation, in order to take into account only 

the effect of the materials. So, the equation is written as function of 

pressure ratio and temperature. 

𝑖0 = 𝑖0, ref ⋅ (
𝑃

𝑃ref 

)
𝛾

⋅ exp [−
𝐸𝑎
𝑅
⋅ (
1

𝑇
−
1

𝑇ref 

)] 3.13 

in which i0,ref is the exchange current density considered at reference temperature, 

Tref , Ea is the activation energy and R is the universal gas constant. 
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However, some authors use different equations to evaluate the Activation 

Overvolt- age, like Equation 3.14 

𝜂𝑎𝑐𝑡 =
𝑅 ⋅ 𝑇

2 ⋅ 𝛼𝑗 ⋅ 𝐹 ⋅
⋅ sinh−1 ⋅ (

𝑖

2 ⋅ 𝑖0𝑗
) 3.14 

It is a similar expression to Equation 3.12 but with a factor of 2 coupled to 

the charge transfer coefficient. The reason is that the Butler-Volmer equation 

appears not consensual. [20] 

In this model, the Equation 3.12 is used. 

3.1.1.1.3. Diffusion overpotential 

The diffusion overpotential ηdiff , or concentration overpotential, considers the 

mass transport limitations that occurs at high current densities. The losses due to 

mass transfer are caused by flow restriction to the catalyst sites such as current 

collector and separator plate morphology as well as gas bubbles formed from the 

reaction products. In the cases of water electrolysis, the electrochemical reaction 

needs water to be supplied to the reaction site, and hydrogen and oxygen to be 

removed. If hydrogen and oxygen are not removed quickly, their concentration will 

increase, and the kinetics will become slowly. [3] The value of ηdiff is calculated 

through Equation 3.15. 

ηdiff =
R ∗ Tcell
Z ∗ F

∗ log (1 −
i

il
) 3.15 

Where: 

• zr is the number of electrons, that in case of cathode is equal to 2 and for 

anode is equal to 4. 

• il is the limiting current density in A/cm2. 

The limiting current density is a parameter connected to the concentration 

over- potential at the electrodes, it is significant just at high load values. It changes 

if thermodynamics change, like temperature and pressure. However, the diffusion 

overpotential cannot be considered until lower operating current densities, like 1.6 

A/cm2. So, for this reason, in this model these losses can be neglected and 

significant errors in polarization curve are not found. [25] 
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3.1.1.1.4. Ohmic overpotential 

The Ohmic overpotential ηohm is typically modelled using a standard Ohm’s Law 

and it is related to the materials resistance to the protons flux. It is described by the 

following equation and there are different equations for each part of the cell. In the 

case of the membrane, the Ohmic contribute is found through the Equation 3.16.  

ηohm = ASR*i 3.16 

Where ASR is the area specific resistance and I is the current density. But, 

considering the total resistance, the Ohmic overpotential is found through Equation 

3.17. [44] 

ηohm = Rtot*I 3.17 

in which: 

• I is the current in A. 

• Rtot is the total resistance of the cell (catalyst and anode side), in Ω 

and it is obtained considering the Equation 3.18. [79] 

Rtot = Rel + Rpl + Rmem 3.18 

Applying Ohm’s law to the electrode and the flow field plate, the Equation 

3.19 is obtained. [63] 

𝑅𝑒𝑙,𝑝𝑙 = 𝜌𝑒𝑓𝑓 ⋅
𝑙

𝐴
 3.19 

• A is the cross-section of the conductor in cm2. 

• l is the length of the electrons path in cm. 

• ρeff is the is the effective resistivity of the electrode. 

The value of l and ρeff are found through Equations 3.20 and 3.21. [63] 

𝑙 =
𝜔𝑠 + 𝜔𝑐
4

𝜌𝑒𝑓𝑓 =
𝜌𝑒𝑙

(1 − 𝜖)1.5

 

3.20 

3.21 

in which: 

• ωs and ωc are the channel support width and the channel width, 

respectively, in cm. 

• ϵ is the porosity of electrode. 
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So, the average resistance in the electrodes are reported in Equations 3.22 

and 3.23. [30][63] 

𝑅𝑒𝑙,𝑎𝑛 = 𝜌𝑒𝑓𝑓 ⋅
𝜔𝑠,𝑎𝑛+𝜔𝑐,𝑎𝑛

4⋅𝐿⋅𝛿𝑒𝑙,𝑎𝑛⋅𝑛𝑒𝑙,𝑎𝑛
  3.22 

 

𝑅el,cath = 𝜌𝑒𝑓𝑓 ⋅
𝜔𝑠, cath + 𝜔𝑐, cath 

4 ⋅ 𝐿 ⋅ 𝛿el,cath ⋅ 𝑛𝑒𝑙, cath 

 3.23 

Where:  

• L is MEA length in cm. 

• δel,an and δel,an are anode and cathode thickness in cm. 

• 𝑛𝑒𝑙,𝑎𝑛 and 𝑛𝑒𝑙, cath are anode and cathode channel support quantities. 

The total resistance of electrode is found and it is reported in Equation 3.24. 

[63] 

Rel =
ρeff
8 ∗ L

∗ [
(ωs,an +ωc,an)

δel,an ∗ nel,an 
+
(ωs,cath +ωc,cath)

δel,cath ∗ nel,cath 
]    3.24 

The resistance of the flow field plate is found and it is reported in Equation 3.25.  

Rpl = (RPS,an + RPS,cath) + (RPR,an + RPR,cath) 3.25 

Each resistance in Equation 3.25 can be calculated through Equation 3.26 and 3.27. 

RPS,an = ρpl,an ∗
hc,an

ωs,an
2

∗ L
    ,   Rps,cat = ρpl,cath ∗

hc,cath
ωs,cath
2

∗ L
 3.26 

RPR,an = ρpl,an ∗
hp,an

A
       ,      RPR,cath = ρpl,cath ∗

hp,cath

A
 

3.27 

Where: 

• ρpl,an and ρpl,cath are the anode and cathode electrode resistivities 

in Ωcm. 

• hc,an and hc,cath are anode and cathode channel height in cm. 

• hp,an and hp,cath are the distances from the outside border of the 

plate to the channel surface of anode and cathode side in cm [30]. 

The dominant contribution to ηohm is the ionic loss, caused by resistance to 

the ion flow through the membrane. [45] The Equation 3.28 permits to find the 

resistance of membrane.  
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Rmem =
δmem
σmem

 3.28 

in which: 

• δmem is the membrane thicknes in cm. 

• σmem is the membrane conductivity in S/cm, calculated through 

Equation 3.29. [63] 

σmem = (0.005139 ∗ λ − 0.00326)exp [1268 ∗ (
1

303
−

1

Tcell
)] 3.29 

with λ that is the degree of humidification of membrane expressed in 

molH2O/molSO3− . 

3.1.1.2. mass flow in the cell 

Another model as developed to establish the water mass flow inside the cell. In the 

anode side of the cell, four moles of oxygen are generated for each electron. So, it 

is possible to define the molar flow rate of oxygen generated using the Faraday’s 

law. [66] The Equation 3.30 express the molar flow rate.  

NO2,angen =
I

4 ∗ F
 

3.30 

And according to the same law, it is possible to calculate the molar flow rate 

of water consumed considering that for each electron are consumed two moles of 

water. It is expressed in Equation 3.31.  

NH2Oancons =
I

2 ∗ F
 

3.31 

Instead, in the cathode chamber, hydrogen is generated by electrochemical 

reaction. And similarly to the equation used in the anode side is possible to 

calculate the quantity of hydrogen generated through Equation 3.32.  

NH2cathgen
=

I

2 ∗ F
 

3.32 

The net water passing through the membrane is expressed through the Equation 

3.33. [52] 

NH2Omem = NH2Odiff + NH2Oeod − NH2Ope 3.33 

In which there are some terms that are: 

• NH2Odiff is the molar flow rate referred to the diffusion 

contribution. 

•  NH2O is molar flow rate due to the electro-osmotic drag. 
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• NH2Ope is the molar flow rate due to pressure gradients between 

anode side and cathode side. 

3.1.1.2.1. Water diffusion 

NH2Odiff is the term due to the diffusion and it can be described by the Fick’s Law. 

And it is: 

NH2Odiff = A ∗
Dw
L
∗ (CH2Omemcath

− CH2Omeman) 
3.34 

In which: 

• A is the area of membrane in cm2; 

• Dw is the membrane water diffusion coefficient in m2/s; 

• L is the membrane thickness in cm; 

• CH2Omemcath
is the water concentration at the electrolyte and cathode 

interface in mol/l; 

• CH2Omeman  is the water concentration at the electrolyte and anode interface 

in mol/l. 

The last two terms are calculated through Equations 3.35 and 3.36. [52] 

CH2Omemcath
= CH2Ochcath + δelcath ∗

ṅH2Ocath
Deffcath,H2−H2O

 3.35 

CH2Omeman = CH2Ochan − δelan ∗
ṅH2Oan

Deffan,O2−H2O
 3.36 

Where δel,cath and δel,an are the thickness of cathode and anode side in cm, 

n˙H2Ocath and n˙ H2Oan    are the molar flow rate of water in cathode and anode 

side in mol/(s.cm2) and they can be calculated through Equations 3.37 and 3.38.  

ṅH2O,an = Deffan,O2−H2O
∗
(CH2Ochan − CH2Omeman  )

δelan
 3.37 

ṅH2O,cath = Deffcath,H2−H2O
∗
( CH2Omemcath

− CH2Ochcath
)

δelcath
 

3.38 

the value of CH2Och,cath and CH2Och,an are the concentration of liquid 

water inside the channel of cathode and anode side in mol/l, calculated through 

Equations 3.39 and 3.40.  

CH2Ochcath
=
ρH2O(Tcath)

MH2O
 3.39 
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CH2Ochan =
ρH2O(Tan)

MH2O
 3.40 

in which there is the value of water molar mass MH2O in g/mol and the value 

of water density in kg/m3 calculated through 3.41.  

ρH2O =
A

B1+(1−
Tc
C
)
D 3.41 

A, B, C and D are experimental parameters, and the values are reported in Table 

3.2. [52] 

Table 3.2 Table of experimental parameters for water density 

A B C D Tmin [K] Tmax [K] 

0.14395 0.0112 649.727 0.05107 273 685 

 

The effective binary diffusion coefficients are calculated as- cm2/s- 

Equations 3.42 and 3.43. :  

Deff,O2−H2O = DO2−H2O ∗ ε ∗ (
ε − εp

1 − ε
)
α

 3.42 

Deff,H2−H2O = DH2−H2O ∗ ε ∗ (
ε − εp

1 − ε
)
α

 
3.43 

in which ϵ is the porosity, ϵp is the percolation threshold and α is an empirical 

coefficient. The binary diffusion coefficient depends on thermodynamic 

conditions, pressure and temperature, of two gases and it is calculated through 

Equations 3.44 and 3.45. [63] 

DO2−H2O =

(

 
 
a ∗

(

 
T

√TcH2 ∗ TcO2)

 

b

∗ (pcH2 ∗ pcO2)

1
3

∗ (TcH2 ∗ TcO2)

5
12
∗ ((

1

MO2
+

1

MH2
)

1
2

)

)

 
 
∗
1

P
 

3.44 
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DH2−H2O =

(

 
 
a ∗

(

 
Tc

√TcH2 ∗ TcO2)

 

b

∗ (pcH2 ∗ pcO2)

1
3

∗ (TcH2 ∗ TcO2)

5
12
∗ ((

1

MO2
+

1

MH2
)

1
2

)

)

 
 
∗
1

P
 

3.45 

Where a and b are fixed dimensionless coefficients reported in table of 

parameters, Tc is the critical temperature in K defined for the two species and Pc 

is the critical pressure in atm defined for the two species. 

3.1.1.2.2. Electro-osmotic drag 

The molar flow rate due to the electro-osmotic drag is calculated through Equation 

3.46.  

NH2Oeod = nd ∗
I

F
 

3.46 

In which the term nd is defined as function of temperature of cell and 

calculated through Equation 3.47.  

nd = 0.0134 ∗ Tc + 0.03 3.47 

It represents the number of water molecules carried by each hydrogen 

ions.[67] 

3.1.1.2.3. Hydraulic pressure 

The molar flow rate due to pressure gradients is reported in Equation 3.48. [52] 

NH2Ope = Kdarcy ∗
A ∗ ρH2O

L ∗ μH2O ∗ MH2O
∗ ∆P 3.48 

in which: 

• Kdarcy is the membrane permeability to water in cm2. 

• µH2O is the viscosity in g/cm s 

3.1.2. Model parameters 

In the Table 3.3 are reported the main parameters used to build the polarization 

curve. [45] [63] 
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Table 3.3 Table of parameters 

Parameter Value Unit Reference 

A 25 cm2   

a 3.64*10^−4 - [63] 

b 2.334 - [63] 

Dw 1.28*10^−10 cm2/s [63] 

Tcell 313.15 K   

Tc,H2 33.3 K [63] 

Tc,O2 154.4 K [63] 

R 8.314 J/(molK)   

pH2 5 bar   

pO2 5 bar   

pc,H2 12.8 atm [63] 

pc,O2 49.7 atm [63] 

αan 2 - [63] 

αcath 0.5 - [63] 

i0,an 10^−7 ÷ 10^−12 A/cm2 [63] 

i0,cath 10^−1 ÷ 10^−5 A/cm2 [63] 

δmem 0.0584 cm   

λ 14÷25 molH2O/molSO3− [63] 

ϵ 0.3 - [45] 

ϵp 0.11 - [63] 

α 0.785 - [63] 

Kdarcy 1.58*10^-14 cm2 [63] 

μH2O 1.1*10^-2 gm/(cm.s) [63] 

ρel 10.6*10^-6 Ω cm [45] 
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ρpl,an 43.1*10^-6 Ω cm [45] 

ρpl,cath 16*10^-3 Ω cm [45] 

ωc,an 0.1 cm   

ωc,cath 0.1 cm   

ωs,an 0.1 cm   

ωs,cath 0.1 cm   

Ea,an 76 kJ/mol [52] 

Ea,cath 4.3 kJ/mol [52] 

δel,an 0.008 cm [45] 

δel,cath 0.008 cm [45] 

3.1.1. Model results 

The first curve obtained by the theoretical model with the help of MATLAB 

function is reported in Figure 3.1. 

 

Figure 3.1 Polarization curve of model 

The main contributions of voltage are reported in Figure 3.2. 
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Figure 3.2 Polarization curve with the main contributions 

However, as said, some parameters influence the polarization curve results. 

The main parameters having a great contribution in this sense are: temperature, 

pressure and exchange current densities. In Figure 3.3 it is possible to see the 

influence of temperature and how the polarization changes, while in Figure 3.4 the 

influence of pressure is reported. 

 

Figure 3.3 Influence of temperature on polarization curve of cell 
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Figure 3.4 Influence of pressure on polarization curve of cell 

As expected, the polarization curves increase when the cell operates at low 

temperatures or high pressure. It means worse results in terms of efficiency. [68] 

The exchange current densities are, however, unknown parameters, but their 

determination is very important: in fact, their values have a great influence on the 

final polarization curve. [63]In the Figure 3.5 the behaviour of polarization curve 

while changing the value of i0,an is reported. The result is that a decreasing value 

of i0,an tends to translate the curve to higher value of V. 

 

Figure 3.5 Influence of i0,an on polarization curve of cell 
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The same thing happens changing the value of i0,cath and it is possible to 

see this behaviour in the Figure 3.6 

 

Figure 3.6 Influence of i0,cath on polarization curve of cell 

3.2. Multiphase model 

During the last half century several multiphase flow models have been employed 

in the industrial sector to predict the motion of the multiphase flows involved in 

production processes. As definition a multiphase flow is referred to a fluid flow in 

which more than one phase is present. Thus, the flow is composed by more than 

one uniform quantity of matter that can be separated mechanically from a non-

homogeneous mixture. 

3.2.1. Motivation and novelty 

The need for a more precious model to predict the behaviour of the electrolytic cell 

was the initial motivation to start the multiphase modelling. Based on the literature 

review, electrolysis process creates a large number of relatively small bubbles at 

electrodes interface. In this case, bubble dynamics has significant impact on the 

fluid flow and the performance of electrolyser. An example of this effect is the 

overpotential related to the presence of bubbles. Besides, the possibility of 

modelling electrochemistry, transport of diluted species, free and porous media 

flow, heat transfer in porous media and biphasic bubbly flow physics at the same 

time , gives us a much more reliable and real results compared with previous 

simpler models. 
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Considering the lack of a precious 3D model that predicts the behaviour of 

the electrolytic cell with our specific geometry, creating a multiphase model gives 

us full understanding of the processes happening at the level of the cell. 

More specifically it is possible to analyze the difference between the Voltage, 

temperature distribution, hydrogen and oxygen concentration in this new model 

and compare it with the traditional ones. 

3.2.2. General models and instabilities 

The models that can be used to describe the behaviour of the phases and their 

interaction with the boundaries of the system can be classified in two macro 

classes: Disperse and Separated flow models. The first class is characterized by an 

inter-phasal momentum transfer much greater than the momentum transfer 

between each fluid and the environment. This class is usually divided into two 

subclasses: homogeneous and bubbly flow. In the first subclass of the Disperse 

flow models, the dispersed phase is the gaseous one and it is distributed as an 

infinite number of infinitesimally small particles, it is transported by the 

continuous phase, the liquid on. The i-th phase velocity coincides with the liquid 

phase velocity and the flow is considered as single phase. In this model the relative 

motion between the phases, that is usually modelled through the slip velocity, is 

not considered. The second sub class, bubbly flow, instead considers the slip 

velocity different from zero, this is one of the two most important differences 

between the two Dispersed flow sub models. The second difference is linked to the 

particle/droplet/bubble dimension, although in bubbly flow model the particle size 

of the dispersed phase is much smaller respect to pipe/duct dimension, it is not 

infinitesimally dispersed and smaller. [69] The second macro class, Separated 

Flow Models, is characterized by considering a finite interphase transport rate and 

thereby allowing the two phases to have different velocities independent one from 

the other. As the first, also the second class can be divided into two additional 

subclasses: annular or film flow and fully separated flow. In the first subclass the 

dimension of droplets/bubbles is relevant to be treated as dispersed phase that 

interacts with the external boundaries. Thus, the phases can be regarded as partially 

separated and their phases motion is evaluated via two transport equations. The 

second subclass consists of two single phase streams in which each phase is 

considered separately through two sets of conservation equations. The above-

mentioned difference between the models subclasses are reported in Table 3.4 

Despite the large differentiation of the models employed for different applications 

and operating conditions, there are some instabilities that lead to multiphase 
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transitions, in particular Disperse to Separated transitions [D → S] and the opposite 

one [S → D]. The first [D → S] is mainly due to two effects: turbulent mixing and 

wave perturbations. Both destroy the dispersed phase nature, in fact the turbulent 

mixing can cause coalescence and wave perturbation can create phase separation 

due to the internal instability caused by gravitational-induced relative motion 

(Jackson Instability). The second [S → D] multiphase instability is related to the 

Kelvin-Helmotz waves [70], these waves form at the interphasial boundary and 

make the interface unstable. Kelvin-Helmotz waves are driven by Rayleigh-Taylor 

instability that is linked to buoyancy effects and Bernoulli instability thus, related 

to pressure gradients created by the change in the slip velocity. [69] [70]  

Table 3.4 Multiphase models main difference. 

Multiphase Models 

Disperse Flow Models Separated Flow Models 

Homogeneous Flow uΦl = uΦg Annular/Film flow 
uΦl ≠ uΦg 

Bubbly Flow uΦl = uΦg + uslip Fully Separated 

Since electrolysis process creates a large number of relatively small bubbles 

at electrodes interface, the study of Multiphase flow has gained interest due to the 

significant impact of bubble dynamics interaction with fluid flow. Moreover, the 

role of gas flow in water displacement in porous media needs to be studied more 

in depth to give a more thorough explanation on how gas and water interact in 

capillaries. Among the earliest works studying two-phase flows, the article of 

Bretherton [71] and Nicklin [72] can be considered as two milestones. Both articles 

deal with bubble motion in vertical pipes. The first takes into account also bubble 

motion through capillarities while the second focuses on “energy loss due to slip” 

associated with two-phase gas-liquid flow. 

In PEMEC microchannels, there are usually four types of two-phase flow 

regimes, in particular dispersed bubbly, plug, slug, churn and annular.[73] In the 

dispersed bubbly flow the dispersed phase is represented by the gas phase while 

the continuous one is represented by liquid water. Usually, the condition that 

declare this type of flow is related to the comparison between the bubble diameter 

(db) and the equivalent hydraulic diameter of the channel (dch), thus, if db < dch 

the flow is considered dispersed bubbly else it is considered plug (db > dch). When 

the gas bubble diameter is far larger than channel equivalent diameter (db  dch) the 

type of flow is called slug flow.[74] Slug and churn flow are characterized by an 

elongated profile due to coalescence phenomena; in these types of flows can 



Modelling 

80 

happen that bubbles break off creating a triple layer bubble/liquid/bubble in the 

channel with a thin film of liquid on the wall side with the last that can dry out if 

the bubbles are too long. The annular flow instead is characterized by bubble 

diameter almost equal to the channel diameter so only a thin film of liquid is present 

in the channel in the annular region. 

 

Figure 3.7 Flow regimes [75] 

Also Hui Liu et al. [76] observed four distinct flow regimes performing 

experiments in vertical capillaries of circular and square cross section: bubbly, 

slug-bubbly, Taylor, and churn. A fifth regime, the annular flow regime, was found 

at excessively high gas fluxes and low liquid velocities. They demonstrated that 

when the ratio UG/UT P < 0.5, so when the ratio between the gas velocity and the 

two phase velocity approaches a value of unity, it indicates an homogeneous flow 

while for UG/UT P ≤ 0.5 indicates significant deviation from homogeneous flow. 

Moreover, they found a correlation for predicting bubble rise velocity in vertical-

capillary two-phase flow and a correlation for estimating the liquid slug length. 

Despite the wide variety of combinations of phases and flow regimes 

encountered in multiphase flows, they are all governed by the same fundamental 

conservation laws of mass, momentum and energy. In order to evaluate the impact 

of multiphase flow in PEM water electrolysis bubbly flow will be considered since 

the typical water inlet velocities inside the PEM electrolyzer channels are typical 

of bubbly flow regime [77] even if other parameters may affect the type of regime 

such as the current density, geometry, pressure, temperature and different flow 

fields [78] that can cause coalescence forming slugs. Different authors studied how 

each two-phase flow regime can have different transport properties, for example 

Muhao Zhang et al.[79] studied the phenomenon of bubbly to slug flow regime 

transition correlating void fraction with rising bubble velocity. Their two-phase 
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flow correlation was then validated with experimental measurements in a vertical 

air-water upward/downward flow experimental facility. Ishii published one of the 

first and most widely used two-phase flow models [80], which was later used to 

draw a flow-regime map that predicts the flow regime as a function of the 

individual gas and liquid velocities. 

To better understand the dynamics of the multiphase regime it is appropriate 

to make a small reference to the growth and nucleation of bubbles. According to 

Andrea Angulo and colleagues [81] bubbles nucleate at electrode microcracks due 

to the increasing in chemical potential of the dissolved gas molecules created by 

the electrochemical processes. Thus, considering homogeneous nucleation, the 

bubbles attached at the electrode surface grow until they reach their critical radius, 

which coincides with the maximum of the Gibbs Free Energy. Bubbles growth is 

related to the sum of the interfacial and volumetric energy, the critical radius is 

found at the maximum of the sum the two contributions as can be seen from the 

Figure (1.9)[78] After reaching the critical radius, bubble detaches from the surface 

 

Figure 3.8 Bubble Growth [78] 

of the gas-evolving electrode due to the work of the resultant forces acting 

on the bubble, these forces can be treated with different approaches. Syed Sahil 

Hossain et al.[82] discussed about Marangoni effect due to surface tension 

gradients and capillary effects while J.C. Garcia-Navarro et al. [83] proposed a 

force balance model for the single bubble detachment and ascertained that the 

bubble detaches when the forces normal to the electrode are at equilibrium so the 

only forces that act on the bubble are caused by the fluid flow that tend to detach 

and drag them away. 
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Garcia Navarro et al. [83] investigated gas permeation water within a PTL 

and found that water exerts a shear stress proportional to its kinetic energy on the 

gas flowing through the PTL. 

3.2.3. Bubbles’ impact on PEM electrolysis 

Since a large amount of gas bubbles are produced during the water electrolysis, an 

ineffective removal may lead to pore blockage and catalyst layer deactivation due 

to coverage phenomena that will impede the transport of liquid water from the flow 

fields to the catalyst layer. This may lead to a reduced number of reaction sites and 

poor performance with a subsequent increase in the power injection and energy 

consumption [84] due to bubble attachment that creates an additional resistance 

and so a higher overpotential.[85] 

Several publications have asserted bubble overpotential and the subsequent 

role of the multiphase flow, Amin Nouri-Khorasani et al. found that the 

overpotential due to bubbles is mainly related to temperature, pressure, current 

density and bubble diameter [86]. Specifically, bubble diameter and current density 

slightly affects the overpotential but strongly reduces bubbles lifetime, while 

pressure and temperature affect the overpotential differently, as the pressure 

increases, the overpotential decreases while the overpotential increases as the 

temperature increases. Ito and colleagues [87] found that the two-phase flow 

affects mass transport mechanism especially if the multiphase flow is slug or 

annular. They also found that higher gas content in the multiphase mixture imply 

higher pressure drop supposing the flow as laminar and serpentine anodic channels. 

Chung Hyuk Lee et al.[88] analysed the relative impact of mass transport losses 

identifying its major contributes. They assessed that during operation the losses 

due to oxygen starvation and accumulation in PTLs, potentially dominates the 

other contributes especially if the PTL pores have larger dimension respect to 

bubbles. Higher pore dimension means higher growth possibility forming slugs. 

Ito et al. debated that bubble induced overpotentials only appear in the anode, the 

O2-evolving electrode, thus water circulation in the cathode does not significantly 

affect cell operation [87]. Nagai [89] found that void fraction between electrodes 

decrease the electrolysis efficiency. The last was treated as function of current, but 

does not go deep into detail regarding bubble evolution. Aldas et al. [90] developed 

a two-phase flow model which solves transport equation for both liquid and 

gaseous phases and compared with experimental results of void fraction to validate 

and improve the mathematical model. The local void fraction was measured thanks 

electrical resistivity measurements correlated to the presence of bubbles in the 
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system. In this context a comprehensive study of Yan et al.[91] identified over 46 

void fraction correlations available in literature and they classified these correlation 

into five categories i.e. drift flux model, slip ratio correlation, Kb correlation, 

Lockhart-Martinelli parameter based correlations and general correlations. Ito et 

al[87] based their work off the works of Mishima and Ishii model for round tubes 

[92] and measured a flow regime map of a PEM electrolyzer, where they assessed 

the effect of different flow fields on the pressure drop. Ito et al. [87] found that 

there is a relationship between circulating water in the channel and the electrolysis 

performance. They observed that when the two-phase flow at the anode is slug or 

annular, mass transport of water for the anode reaction is almost prevented and the 

concentration overvoltage increases especially at higher current density. Roy and 

colleagues [93] studied electrode activation and Ohmic losses at various operating 

pressure, from ambient up to 700 atm. They found that the gas production and so 

also void fraction increases at high operating current density, due to presence of 

more gas bubbles. The increased void fraction affects the voltage due to the ‘bubble 

voltage loss’. Ito and colleagues [94] found a source of overpotential linked to pore 

structure of the anode current collector. The results of the polarization curves 

revealed that produced gas bubbles hinder the water supply to the electrode limiting 

the reactions in the anodic compartment. Moreover, they also found that an 

enhancement in the contact between the porous transport layer and the electrode 

reduces both the contact resistance and the activation overpotential. In the context 

of PTL Grigoriev et al.[95] reviewed the effect of the PTL properties on the PEM 

electrolyzer since microstructure of porous titanium plates used as das diffusion 

layers in PEM water electrolysis cells plays a significant role on the overall cell 

efficiency and requires an optimization in terms of porosity and mean pore size 

value operation. They hypothesized that large pores are inhabited by gas and small 

pores are inhabited by liquid; mass transport limitations are found to depend on 

small pores. According to Grigoriev and colleagues, pore size has two effects: large 

pores are necessary for good mass transport while small pores are required for good 

conductivity. They also ascertained that neither the gas permeability nor the 

porosity affects the performance. Dedigama et al. [96] modelled through EIS the 

mass transport losses due to bubbles. The low frequency arc was validated through 

experiments that showed an increasing size of oxygen bubbles and increasing 

regularity of their occurrence in anode membrane electrode interface increasing 

current density. From their study the size of the bubbles decreases significantly 

increasing flow rates of water due to the fact that bubbles are discharged from the 

electrode surface when their diameter reaches the critical radius. Vogt [97] 

assessed that the size of gas bubbles at the moment of detachment from the 
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electrode, is the most essential quantity in estimating heat and mass transfer rates 

at gas-evolving electrodes. Thus, he developed an intrinsic relationship between 

gas departure and the electrode shielding by bubbles. The last is a function of 

current density and surface properties of the electrode. Vogt also discovered that 

the average bubble diameters across different gas evolving electrodes lies between 

50 and 100 µm. Ito and colleagues [98] found that bubble diameter reduces 

increasing mass flow rate in the compartments promoting the production efficiency 

and so reducing the overpotential caused by bubbles. Moreover, they fund that 

pressure does not affect the bubble diameter. Vogt et al. [99] found that the 

fractional bubble coverage is not only dependent on the current density, but also 

on temperature and pressure and indirectly by the break-off diameter, by the 

diffusion coefficient and the supersaturation with dissolved gas reflecting the mass 

transfer conditions. Figure 3.9 shows qualitatively the multi-phase interaction and 

the obstruction problems. H. Vogt and R.J. Blazer [99] found 

 

Figure 3.9 Gas transport in porous transport layers and its effects on gas 

permeation in time [83]  
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a relationship between current density and bubble coverage taking into 

account different parameters such as temperature, time, Reynolds number and gas 

evolution efficiency. Bubble coverage is a helpful parameter to describe the surface 

area covered by adhering bubbles, a higher value of bubble coverage implies higher 

mass transport overpotential also at low current densities. For this reason, bubble 

coverage problem has been investigated also by Quian and colleagues[85], they 

identified a linear relationship between bubble coverage and bubble resistivity ratio 

during electrolysis, the higher the bubble coverage the higher the resistivity 

induced by bubbles. It was seen that the bubbles moving up the flow field channels 

grew in size with increasing current density indicating increase in gas void fraction 

and a transition from bubbly to slug flow was also observed at higher current 

densities. However, the opposite was observed with increasing water flow rate. 

Transition from bubbly to slug flow enhances mass transport in the electrolyzer. 

Dedigama et al. [96] measured current density through optical in the channels 

of a PEM electrolyzer. They found that current density increased up the channel 

and the highest current density was observed at the segment closest to the exit. The 

difference between the current densities observed across each segment decreased 

with increasing water flow rate. The size of bubbles increased with increasing 

operating potential as expected due to greater gas generation at higher potentials. 

Furthermore, it was observed that the size of the bubbles increased along the 

channel forming Taylor bubbles toward the exit of the channel that explains the 

improved performance of the segments closer to the exit. Two-phase flow 

observations indicate that the size of gas bubbles increase with increasing current 

but decrease with increasing water flow rate due to decrease in gas void fraction. 

They also found that larger bubbles create a greater turbulence in the liquid water 

when rising the channel that sweeps smaller bubbles off the electrode surface, 

increasing the mass transport of the cell as can be seen in Figure 3.10. Furthermore, 

bigger bubbles moving up a channel have a higher tendency to coalescence with 

smaller bubbles removing them from the electrode surface, which results in 

increased mass transport. 

Under a thermo-fluid dynamic point of view the presence of bubbles in gas 

evolving electrodes can induce a transition from quasi-steady flow to a pseudo-

turbulent one, especially if the gas production rate is high and the bubble dimension 

is relatively small. [100] Nie and Chen [101] modelled the two-phase laminar flow 

through the anode of a PEM electrolyzer using a CFD-based model. They assessed 

the velocity and pressure drop on the basis of oxygen generation. When the oxygen 

generation is relatively low, the velocity profiles resulted similar to each other for 



Modelling 

86 

different locations along the y-coordinate of the channels while velocity 

distribution was non-uniform. Otherwise, when the mass flow rate of oxygen 

generation increases, a locally minimum velocity magnitude is observed for the 

velocity profiles near the outlet port section. Considering the pressure drop over 

the flow field it becomes higher as the flow rate of oxygen increases. Since the 

volume fraction of oxygen is not uniform within the studied flow field plate, in the 

regions with higher oxygen volume fraction a reverse flow in some channels can 

occur. 

 

Figure 3.10 Bubble induced turbulence [96] 

Cheng Lin-Liu and colleagues investigated gas evolving electrodes two-

phase flow systems to find that the flow field can be transformed from laminar to 

turbulent due to bubble evolution.[102] Moreover in the most of the cases the 

cooling in PEM system is achieved by feeding the cell with an excess of water, so 

under nominal conditions the flow may become turbulent as in the study of Olesen 

et al. [103] The turbulence created in the flow field may depend on different 

parameters such as bubble radius, inlet velocity, temperature and flow field 

geometry; Alhassan Salami Tijani et al. [104] studied three different flow field 

patterns of a PEM Bipolar plate with a pseudo turbulent flow (Re=4000). They 

found through simulations that the parallel flow pattern minimized the internal 

turbulence while the serpentine one increased the internal turbulence especially due 
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to the higher velocity magnitude that can be caused by the missing manifold. In 

this context, the knowledge of the characteristics of bubbly flows is important to 

model the system through computational fluid dynamics methods that allow to 

solve multi-dimensional systems. As the computer power increases each year, the 

use of advanced models should be able to account for effects as turbulence or 

strong interaction between phases and multi-dimensionality. Fritz et al. [105] 

derived a new mass transport model due to considering also that the production of 

the oxygen gas phase creates additional flow restrictions respect to the 

conventional one limiting the water needed to sustain the reactions at catalyst layer. 

The new model is based on two additional parameters that are the ratio between 

the molar flow rate of produced oxygen and supplied water and another parameter 

based on the mean pore diameter and the critical film thickness. 

Several bubbly turbulent models can be employed to solve the multi-physics 

PEM electrolyzer systems and their availability depend on the commercial 

Software utilized. For the purpose of this thesis work, COMSOL Multiphysics 

software was used to model together the different physics involved. Thus, 

according to the CFD module user guide, to enhance the contemporary study of the 

different modules, it is appropriate to treat the multiphase flow at the channels as 

a dispersed bubbly flow since bubbles are created at the porous electrodes and are 

transported by the flow. The relative bubble velocity is described with an equation 

that balances drag and pressure gradient and bubbles motion, through the flow 

field, is ruled by a balance between the buoyancy/gravity forces and the 

hydrodynamic forces.[106] Under the dispersed bubbly flow physics section, the 

most part of the models belong to RANS pattern. The models present in the section 

are: Algebraic, L-VEL, k −ε_, k − ω, Spallart-Almaras, SST, Low Reynolds k − ε  

and v2-f. The model chosen for this work is k − ω because, it not only matches all 

the aforementioned requirements but also it is the best in terms of trade-off between 

accuracy and computational time. The CFD model will be discussed in detail in the 

next sub-Chapter together with the chemical species transport, permeation, 

electrochemistry and thermal models. 

3.2.4. Modelling assumptions 

In the context of this work, the model has been focused directly on the electrolytic 

cell, used for the experiments, and indirectly on the test bench through boundary 

conditions. 
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The model was implemented in Comsol Multiphysics environment and was 

developed both for 2D and 3D geometry. The model is composed by general 

assumptions, mathematical formulation, computational domain, geometry and 

mesh, boundary conditions, numerical implementation and calculation procedure. 

The different sections will be analyzed in the next paragraphs.To derive a closed 

form of expressions for the electrolytic cell model, the following assumptions are 

made: 

• All gases in the simulation are treated as ideal. For a real gas to be 

considered as an ideal gas oftentimes the temperature needs to be high and the 

pressure low. This is a reasonable assumption given the compressibility factor of 

oxygen and hydrogen is approximately equal to that of an ideal gas at the pressures 

and temperatures used to in this simulation. 

• When the Butler-Volmer equation was used for concentration dependent 

kinetics, it was assumed that the kinetics had the reaction order of unity with 

respect to all species. 

• The reactions are assumed to take place at electrode/membrane interfaces 

and so local currents has been considered generated at interfaces. 

• The simulation was performed at steady-state conditions. 

• The pores are considered isotropic since all the parameters are constant in 

all directions including the diffusivity, thermal conductivity and permeability. 

• The electroosmotic drag coefficient is assumed to be constant dependant on 

temperature. 

3.2.5. Mathematical formulation 

In this section the mathematical formulation that is used inside the Comsol model 

is brought. It is noteworthy that some of these formulas have already been 

mentioned in a similar or a simpler way in the theoretical basis for MATLAB 

model, but they are brought here in the form that they have been implemented in 

the Multiphysics environment for the sake of complicity and clarity. 

3.2.5.1. Charge transport and conservation 

Charge transport and conservation are defined in electrodes and electrolyte by 

imposing Ohm’s Law in combination with the charge balance for electrons and 

ions: 
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∇𝑖𝑠 = 0
𝑖𝑔 = −𝜎𝑠𝑒𝑞∇𝜙𝑠

∇𝑖𝑙 = 0
𝑖𝑙 = −𝜎𝑙∇𝜙𝑙

 

3.49 

3.50 

3.51 

3.52 

 

The parameter is represents the electronic current density while il represents 

the ionic one. 𝜎𝑙is the conductivity of the electrolyte and 𝜎𝑠𝑒𝑞 is the equilibrium 

electrical conductance. the φs and φl are the electronic and ionic potential that are 

also the two unknowns of the selected physics interface. The overall Voltage of the 

cell Vc is evaluated as in the equation : 

𝑉𝑐(𝑇, 𝑝) = 𝑂𝐶𝑉(𝑇, 𝑝) + 𝜂𝑎𝑐𝑡,𝑎𝑛(𝑖) + 𝜂𝑎𝑐𝑡,𝑐𝑎𝑡(𝑖) + 𝜂ohm (𝑖)

+ 𝜂𝑑𝑖𝑓𝑓,𝑎𝑛(𝑖) + 𝜂diff 𝑓,𝑐𝑎𝑡(𝑖) 
3.53 

In order to find the dependent variables, φs and φl, the conductivity of the 

electrolyte was evaluated as:  

𝜎𝑙 =
𝐹2𝐶𝐻+𝐷𝐻+

𝑅𝑇
 3.54 

• F = 96485.3329 [C/mol], Faraday Constant. 

• CH+ [mol/m3], H+ concentration in the membrane. 

• DH+ [m2/s], H+ Diffusivity. 

• R = 8.3145 [J/mol K ], Ideal Gas Constant. 

• T [K], Absolute Operating Temperature. 

The CH+ value was referred to the work of Ferrero et al. [107] while DH+ 

value was obtained from the fitting procedure. The electrical conductance σseq was 

obtained by solving the equivalent circuit of the cell as indicated from Marangio et 

al.[108]. In their study, they considered several contact resistances between the 

inner components as showed in equations bellow. The overall resistance of the cell, 

Rtot, was considered the most important indicator to evaluate the ohmic contribute. 

Rtot = Req,an + Req,cath 

And the components are : 
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𝑅𝐸𝑆,𝑎𝑛 = 𝜌𝑒𝑙,𝑎𝑛
𝛿𝑒𝑙,𝑎𝑛
𝜔𝑠,𝑎𝑛
2

𝐿
𝑅𝐸𝑆, cath = 𝜌𝑒𝑙,𝑐𝑎𝑡ℎ

𝛿𝑒𝑙,𝑐𝑎𝑡ℎ
𝜔𝑠,𝑐 cath 

2
𝐿

𝑅𝐸𝐶,𝑎𝑛 = 𝜌𝑒𝑙,𝑎𝑛
𝛿𝑒𝑙,𝑎𝑛
𝜔𝑐, an 𝐿

𝑅𝐸𝐶, cath = 𝜌𝑒𝑙,𝑐𝑎𝑡ℎ
𝛿𝑒𝑙,𝑐𝑎𝑡ℎ
𝜔𝑐, cath 𝐿

𝑅𝐸𝐷,𝑎𝑛 = 𝜌𝑒𝑙,𝑎𝑛
𝜔𝑐,𝑎𝑛
4

𝐿𝛿𝑒𝑙,𝑎𝑛

𝑅𝐸𝐷, cath = 𝜌𝑒𝑙,𝑐𝑎𝑡ℎ
𝜔𝑐, cath 

4
𝐿𝛿𝑐𝑙,𝑐𝑎𝑡ℎ

𝑅𝑃𝑆,𝑎𝑛 = 𝜌𝑝𝑙,𝑎𝑛
ℎ𝑐,𝑎𝑛
𝜔𝑠, 𝑎𝑛
2

𝐿
𝑅𝑝𝑠,𝑐𝑎𝑡 = 𝜌𝑝𝑙, cath 

ℎ𝑐,𝑐𝑎𝑡ℎ
𝜔𝑠,𝑐𝑎𝑡ℎ
2

𝐿

𝑅𝑃𝑅,𝑎𝑛 = 𝜌𝑝𝑙,𝑎𝑛
ℎ𝑝,𝑎𝑛
𝐴

𝑅𝑃𝑅, cath = 𝜌𝑝𝑙,𝑐𝑎𝑡ℎ
ℎ𝑝,𝑐𝑎𝑡ℎ
𝐴

 
3.55 

 

In which: 

• ρel,an and ρel,cath are the anode and cathode material resistivity in 

ωcm. 

• ωs, an and ωs, cath are the anode and cathode channel support width 

in cm. 

• ωc, an and ωc, cath are the anode and cathode channel width in cm. 

• δel,an and δel,cath are the anode and cathode thickness in cm. 

• ρpl,an and ρpl,cath are the anode and cathode electrode resistivity 

expressed in ohm.cm.  

• hc,an and hp,cath are the anode and cathode channel height in cm. 

• L is the Membrane Electrode Assembly (MEA) length in cm. 

The kinetic electrode type was set on Butler-Volmer Equation as reported so 

the homonymous equation was utilized. In this case a pre-exponential factor was 

implemented to include different conditions respect to the reference one, the 

corrected Butler-Volmer Kinetic Equations are reported bellow: 

𝑖loc,an = 𝑖0,𝑎𝑛 (
𝐶𝑂2
𝐶𝑂2, ref 

)

𝑘𝑂2

[exp (
𝛼𝑎𝑛𝐹

𝑅𝑇
𝜂𝑎𝑐𝑡,𝑎𝑛) − exp (−

𝛼𝑎𝑛𝐹

𝑅𝑇
𝜂𝑎𝑐𝑡,𝑎𝑛)]

𝑖loc, cat = 𝑖0,𝑐𝑎𝑡 (
𝐶𝐻2
𝐶𝐻2,𝑟𝑒𝑓

)

𝑘𝐻2

[exp (
𝛼𝑐𝑎𝑡𝐹

𝑅𝑇
𝜂𝑎𝑐𝑡,𝑐𝑎𝑡) − exp (−

𝛼𝑐𝑎𝑡𝐹

𝑅𝑇
𝜂𝑎𝑐𝑡,𝑐𝑎𝑡)]

 3.56 

Where: 
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• CO2 and CH2 are the Oxygen and Hydrogen concentrations at 

electrode/membrane interface expressed in [mol/m3] 

• CO2,ref and CH2,ref are the Oxygen and Hydrogen reference 

concentrations at electrode/membrane interface expressed in 

[mol/m3] 

• kO2and kH2 are empirical parameters set to 0.5 and 0.25 according 

to Marangio et al. [108], αi is i-th transfer coefficient. 

• i0,i is the i-th exchange current density expressed in [A/cm2]. 

• ηact,i is the i-th activation overvoltage. It represents the voltage 

spent to activate the electro-chemical reaction by increasing its rate 

of reaction and it is expressed in [V ]. 

The activation overvoltage was evaluated through the following expression: 

ηact = φs − φl − Eeq 

Where: 

• φs is the Electronic Potential [V ].  

• φl is the Ionic Potential [V ]. 

• Eeq is the Equilibrium Potential [V ]; 

The equation is applied to both the electrodes and the Equilibrium Potential 

was calculated considering the equation  

𝐸𝑅𝐸𝑉 =
Δ�̅�𝑟(𝑇, 𝑝0)

𝑧𝑟𝐹
+
�̅�𝑇

𝑧𝑟𝐹
ln [

∏  
𝑝
𝑖 (
𝑝𝑖
𝑝0
)
−𝜈𝑖

∏  𝑟𝑖 (
𝑝𝑖
𝑝0
)
−𝜈𝑖
] 3.57 

Which is applied to the two semi reactions: 

Where: 

• ∆¯gr(T,p0) is the Gibbs Free Energy variation at Standard 

Conditions expressed in [kJ/kgmol ]. 

𝐸𝑒𝑞,𝑎𝑛 =
Δ�̅�𝑟(𝑇, 𝑝0)

𝑧𝑟𝐹
+
�̅�𝑇

𝑧𝑟𝐹
ln (

𝑝𝑂2
0.5

𝑝𝐻2O
)

𝐸𝑒𝑞,𝑐𝑎𝑡 =
Δ�̅�𝑟(𝑇, 𝑝0)

𝑧𝑟𝐹
+
�̅�𝑇

𝑧𝑟𝐹
ln (𝐻2)

 

3.58 

3.59 
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• zr is the number of e− exchanged in the electrochemical half-

reactions. 

• F = 96485.3329 [C/mol ]. 

• •R¯ = 8.3145 [J/Kmol ]. 

• T is the Absolute Temperature [K]. 

The values of the Gibbs Free Energy variations were obtained from the 

following relationship: 

∆g0 = g0products − g0reactants 

3.2.5.2. Mass and momentum conservation  

Mass and momentum conservation was used to describe the flow in open regions. 

Navier Stokes Equations are written below: 

𝜌(𝑢 ⋅ ∇𝑢) = ∇ ⋅ [−𝑝𝐼 + 𝜇(∇𝑢 + (∇𝑢)𝑇)] 3.60 

In the porous regions Brinkman Equations were utilized: 

𝜌

휀
((𝑢 ⋅ ∇)

𝑢

휀
) = ∇ ⋅ [−𝑝𝐼 +

𝜇

휀
(∇𝑢 + (∇𝑢)𝑇) −

2𝜇

3휀
(∇ ⋅ 𝑢)𝐼]

− (
𝜇

𝑘
+
𝑄

휀2
) 𝑢 

3.61 

Where: 

ρ is the density, u is the velocity vector, P is the pressure, µ is the viscosity, ε is the 

porosity and k is the Thermal Conductivity. 

The equations are solved together with the continuity equation: 

 ρ ∇.u = Q 3.62 

The term Q is the mass volumetric source, and it was set equal to zero. 

3.2.5.3. Transport of diluted species in porous media 

Transport of Diluted Species (TDS) physics provides a predefined environment for 

studying the evolution of chemical species transported by diffusion and convection 

as well as migration due to an electric field. The physics interface assumes that all 

the species are diluted so their concentration is small compared to a solvent fluid 

or solid. The gases, both oxygen and hydrogen, are considered diluted in water. 
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The TDS interface supports the simulations of chemical species transport by 

convection, migration, and diffusion utilising Fick’s Law to govern the diffusion 

of the solutes, dilute mixtures and solutions. Steady state conditions Fick’s Law is 

reported below: 

∇ · Ji + u · ∇ci = Ri 3.63 

Where: 

- Ji is the Diffusive Flux vector of the i-th specie. 

- u is the mass averaged velocity. 

- ci is the concentration of the i-th specie. 

The diffusive mass flux vector is expressed as follow: 

Ji = −Di∇ci 3.64 

 Where: 

Ji, is the Diffusive mass flux, ∇ci, is the concentration gradient, and Di denotes the 

diffusion coefficient of the i-th specie. Since the mixtures considered are H2O/O2 

and H2O/H2 the value of Di coincides with the binary diffusion coefficients of the 

mixtures: 

𝐷𝑖 =
𝑎

𝑝
(

𝑇

√𝑇𝑐,𝑎 ⋅ 𝑇𝑐,𝑏
)

𝑏

⋅ (𝑝𝑐,𝑎 ⋅ 𝑝𝑐,𝑏)
1
3 ⋅ (𝑇𝑐,𝑎 ⋅ 𝑇𝑐,𝑏)

5/12
⋅ (
1

𝑀𝑎
+
1

𝑀𝑏
)

1
2
 3.65 

Where: 

· a and b are dimensionless empirical coefficients.  

· p [atm] is the pressure. 

· Tc,i and pc,i [K],[atm] are the critical temperatures and critical 

pressures. 

3.2.5.4. Water transport model in the membrane 

Since Proton Exchange membrane is the most sensible component of the system, 

its capability to be a semipermeable polymer makes the water transport 

phenomenon one of the most relevant for the economy of the process as already 

discussed before. Water transport phenomenon can be considered mainly driven 

by three different physics: Diffusion, Electroosmotic-drag and Hydraulic pressure. 

The equation of water balance across the membrane is the following: 
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�̇�H2O,𝑚𝑒𝑚 = �̇�H2O, diff + �̇�H2O,𝑒o − �̇�H2O,hp 3.66 

The term N˙H2O,diff is the molar flow rate due to Diffusion and is expressed as: 

�̇�𝐻2𝑂, diff =
𝐴

𝛿mem 

∫  
𝐶𝑤

cathode 

𝐶𝑤 anode 

𝐷𝑤𝑑𝑦 3.67 

And the water diffusion coefficient can be evaluated with the following 

experimental formula: 

𝐷𝑤 = 1.25 ⋅ 10
−10𝑒

(2416⋅(
1
303−

1
𝑇))

 
3.68 

�̇�H2O,𝑒ois the Electroosmotic drag term, it represents the moles per second of water 

molecules which are dragged by each mole of hydrogen ions through the 

membrane. It is proportional to the osmotic drag coefficient and to the hydrogen 

ions. 

 �̇�H2O,е𝑜 =
𝑛𝑑𝐼

𝐹
 

Where: 

• nd = 0.025Pc − 1.9073i + 0.0189Tm − 2.7892, Electroosmotic drag 

Coefficient, represents the ratio between H2O and H+ moles. Pc is 

the critical pressure, Tm membrane thickness (cm), and i is the 

current density. [63][30] 

• I [A] is the local current. 

• F = 96485 is Faraday Constant. 

�̇�H2O,hp is the water transport term due to pressure. It is generated when there is a 

gradient between anode porous layer and cathode porous layer. For the purpose f 

this work it was modelled with Darcy Permeability Model: 

�̇�H2O,ℎ𝑝 = 𝑘Darcy 

𝐴𝜌H2O

𝛿mem 𝜇H2O𝑀H2O
Δ𝑝 

Where: 

• kDarcy [m2], is the Darcy Constant. 

• A [m2], is the Active area. 

• ρH2O [kg/m3],  is the density of water 

• µH2O [Pa s], is the cinematic viscosity. 

• ∆p [Pa], is the pressure difference. 

• MH2O [kg/mol], is the water molar mass. 
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3.2.5.5. Heat Transfer and Energy Conservation 

Temperature of the electrolyzer is influenced by the heat of reaction both in the 

anodic and in the cathodic side as discussed in chapter 2. The equation used for the 

thermal analysis is the Energy Conservation Equation: 

∇ ⋅ (𝜌𝑐𝑝𝑢𝑇) = −∇ ⋅ (𝑘𝑒𝑞∇𝑇) + 𝑄𝑣 3.69 

In a solid domain keq is the thermal conductivity of the material. Since in the 

porous electrodes not all the volume is solid, a keq expression that considers the 

porosity of the material is used: 

𝑘𝑒𝑞 = 𝑘𝑠 ⋅ (1 − 휀) + 𝑘𝑓 ⋅ 휀 3.70 

Where: 

• Ks , thermal conductivity of the solid domain. 

• kf,thermal conductivity of the fluid domain. 

• ε , porosity. 

• Qv , heat source term. 

The heat source term is obtained by overlapping the three main heat source/sinks 

phenomena: 

1-Heat due to irreversibility during the redox reactions, respectively: 

𝑄𝑡ℎ,𝑅𝑎𝑛 =
𝑇Δ𝑆𝑅,𝑎𝑛
2𝐹

⋅ 𝑖𝑙𝑜𝑐,𝑎𝑛

𝑄𝑡ℎ,𝑅𝑐𝑎𝑡 =
𝑇Δ𝑆𝑅,𝑐𝑎𝑡
2𝐹

⋅ 𝑖𝑙𝑜𝑐,𝑐𝑎𝑡

 

The values of Entropy were evaluated with experimental formula: 

𝑆(𝑇) = 𝑎𝑗ln 𝑇 + 4𝑏𝑗𝑇
1
4 + 2𝑐𝑗𝑇

1
2 +

4

3
𝑑𝑗 − 𝑇

3
4𝑅ln 𝑃 

These two equations are valid in the range between 300 and 4000 K. The values of 

the previous unknows are reported in the Table 3.5. 

2-Heat due to Activation of the reactions: 

𝑄𝑡ℎ,𝑎𝑐𝑡𝑎𝑛 = 𝜂𝑎𝑐𝑡,𝑎𝑛 ⋅ 𝑖𝑙𝑜𝑐,𝑎𝑛
𝑄𝑡ℎ,𝑎𝑐𝑡𝑐𝑎𝑡 = 𝜂𝑎𝑐𝑡,𝑐𝑎𝑡 ⋅ 𝑖𝑙𝑜𝑐,𝑐𝑎𝑡

 

Since the reactions sites are located at electrode/membrane interfaces by 

hypothesis, ηact,an and ηact,cat are Activation Overvoltages while iloc,cat and iloc,an are 

the Local Current Densities at the respective interfaces. 
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3-Heat due to Joule effect, thus, to heat generated by the passage of current in a 

conductor: 

𝑄joule = −(𝑖𝑠∇ ⋅ 𝜙𝑠 + 𝑖𝑙∇ ⋅ 𝜙𝑙) 3.71 

It is worth to point out that there is a strong interaction between the electrokinetic 

and thermal phenomena due to the electric resistivity dependance on temperature. 

Considering the formula, is and il are the ionic and electronic current densities 

while φs,φl are the electronic and ionic potential. 

Table 3.5 Experimental parameters for Equation 3.71 

j Substance aj bj cj dj 

1 Water 180 -85.4 15.6 -0.858 

2 Hydrogen 79.5 -26.3 4.23 -0.197 

3 Oxygen 10.3 5.4 -0.18 0 

 

3.2.5.6. Multi-phase flow transport model 

This section is devoted to two-phase flow mathematical model formulation of the 

anodic compartment. The flow can change from laminar to turbulent throughout 

the length of the cell. Thus, it is necessary to establish Reynolds Number for each 

phase the formulation used is the Blasius Equation as suggested from H. Ito et al. 

and others : [109] [110] [111] 

𝑅𝑒𝑖 =
𝐺𝑖𝐷𝑒𝑞
𝜇𝑖

 3.72 

The term Deq represents the hydraulic equivalent diameter for a 

rectangular/square duct, can be expressed as : [83] 

𝐷𝑒𝑞 =
4𝐿𝐵

2(𝐿 + 𝐵)
 3.73 

Where L is the channel thickness, B is the channel height, Gi is the Mass 

flow rate over the surface of the i-th phase and µi is the viscosity of the i-th phase. 

The two-phase fluid/gas transport model for gas bubbles/water flow in the 

microchannels, was modelled with Navier-Stokes Bubbly Turbulent Flow 

Equations. This model pattern was chosen to take into account the interaction 

between the fluid flow and gas bubbles, in fact the eddies created in the channels 
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are responsible of additional momentum transfer to the fluid flow. The fluid layers 

experience additional shear stresses thus the velocity, in its more general form, can 

be expressed as: 

𝑢 = 𝑈 + �̃� 

The term U is the average value of the velocity and u˜ is the oscillating 

component around the average. Thus, to solve the Navier Stokes Equations and 

model eddies at ‘Kolmogorov scale’ a turbulent model is necessary. The turbulent 

model selected for the simulation was the k − ω model for 

compressible/incompressible flows. This model belongs to the family of RANS 

models and considers two additional equations respect to the usual Navier-Stokes 

set of equations: the Turbulent Kinetic Energy (k) Equation and the Specific 

Dissipation Rate Equation (ω). Another important remark about this model, is 

related to the formulation of the eddy viscosity µt, it considers both of k and ω. 

Compressibility effects were neglected both for gas and fluid flow and Continuity 

equation was applied to ensure the mass conservation. Below are reported the 

equations for the turbulent bubbly flow: 

𝜙𝑙𝜌𝑙(∇ ⋅ 𝑢𝑙)𝑢𝑙 = ∇ ⋅ [−𝜌𝐼 + 𝐾] + 𝜙𝑙𝜌𝑙𝑔 + 𝐹

∇ ⋅ (𝜙𝑙𝜌𝑙𝑢𝑙 + 𝜙𝑔𝜌𝑔𝑢𝑔) = 0

𝐾 = 𝜙𝑙(𝜇𝑙 + 𝜇𝑡) (∇𝑢𝑙 + ∇𝑢𝑡
𝑇 −

2

3
(∇𝑢𝑙𝐼) −

2

3
𝜙𝑙𝜌𝑙𝐾𝐼

∇ ⋅ 𝑁𝜙𝑔𝜌𝑔 = −𝑚𝑔𝑙
𝑢𝑙 = 𝑢

𝑢𝑔 = 𝑢𝑙 + 𝑢𝑠𝑙𝑖𝑝 − 𝜇𝑡
∇𝜙𝑔
𝜌𝑙𝜙𝑔

𝜌𝑙(∇ ⋅ 𝑢𝑙)𝑘 = ∇ ⋅ [(𝜇𝑙 + 𝜇𝑡𝜎𝑘 
∗)∇𝑘] + 𝑃𝑘 − 𝛽0 

∗𝜌𝑙𝜔𝑘

𝜌𝑙(∇ ⋅ 𝑢𝑙)𝜔 = ∇ ⋅ [𝜇𝑙 + 𝜇𝑡𝜎𝜔∇𝜔] + 𝛼
𝜔

𝑘
− 𝜌𝑙𝛽0𝜔

2 + 𝛼𝑘𝑠𝑘
𝜔

𝑘

𝜇𝑡 = 𝜌𝑙
𝑘

𝜔
= −𝑐𝑘𝜙𝑔∇𝑝 ⋅ 𝑢𝑠𝑙𝑖𝑝

𝑃𝑘 = 𝜇𝑡 [∇𝜇𝑙: (∇𝜇𝑙 + (∇𝜇𝑙)
𝑇 −

2

3
∇𝜇𝑙

2)] −
2

3
𝜌𝑙𝑘∇ ⋅ 𝑢𝑙

𝑘 =
1

2
(�̃�2 + �̃�2 + �̃�2)

 3.74 

Where : 

• 𝜌𝑙 is the liquid-phase density 

• 𝑢𝑙 is the liquid-phase velocity 
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• 𝑝 is the pressure 

• Φ𝑙 is the volume fraction of the liquid phase 

• 𝑔 is the gravity acceleration 

• 𝑘 is the turbulent kinetic energy 

• 𝜇𝑡 is the eddy viscosity 

• 𝜌𝑔 is the gas-phase density 

• Φ𝑔 is the gas phase volume fraction 

• 𝑢𝑔 is the gas-phase velocity 

• 𝑢𝑠𝑙𝑖𝑝 is the slip velocity. For the evaluation, is assumed that the pressure 

forces on a bubble are balanced by the drag force. 

• The Turbulence model parameters for the RANS model are: 

▪ 𝛼 = 
13

25
 

▪ 𝜎𝑘 =
1

2
 

▪ 𝜎𝜔 =
1

2
 

▪ 𝛽0 =
9

125
 

▪ 𝑘𝑣 = 0.41 

▪ 𝐵 = 5.2 

▪ 𝜎𝑡 = 1 

▪ 𝐶𝑘 = 0.505 

▪ 𝛼𝜔 = 0.46 

The slip velocity selected was based on Pressure-Drag Balance model and 

the drag coefficient was established in view of Hadamard and Rybdczynski work, 

thus Small Spherical Bubbles were considered. The parameter φi, that represents 

the volume fraction of the i-th phase, was solved together with the Turbulent 

kinetic Energy k and Dissipation rate ω on the whole segregated step, while 

pressure and velocity field were solved in another segregated step. The initial 

values for the simulation were set the same of the previous model, except for the 

values of k and ω. The reason is related to the fact that the new turbulent model 

formulation was substituted with the Mass and Momentum Conservation laminar 

single phase flow discussed before. 

3.2.5.7. Potential increment due to bubbles 

The potential rise across the cell was modelled to better understand the impact of 

the bubbles. The potential is made up by the sum of activation, ohmic and 

concentration overvoltage. The effects of the bubbles need to be considered in all 
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the overpotential components. Andrea Angulo et al. [81] suggest that nucleation 

and growth of the bubbles, attached on the electrode surface, affects the activation 

overpotential due to the decrease in the electrocatalytic area needed for the redox 

reactions. Furthermore, block the passage of the ions with a consequent creation of 

an additional contact resistance, increasing the ohmic overvoltage. Regarding the 

diffusion overpotential, bubbles attached to the electrodes can also absorb the 

gaseous products decreasing supersaturation levels on the electrolyte. Amin Nouri-

Khourasani et al. [86] studied the coverage impact of the bubbles as bubble 

overvoltage source. The formulation is reported in the following equation: 

𝜂bubbles = −
𝑅𝑇

𝛼𝑎𝐹
log (1 − 𝜉𝑏) 3.75 

Where: 

• R is the universal gas constant. 

• T is the absolute temperature. 

• F is the Faraday constant 

• αa is the anodic transfer coefficient. 

• ξb is the fraction of the electrode covered by the bubbles 

The Turbulent Bubbly Flow k−ω Model is used as input for the ’Transport 

of Diluted Species’ section in substitution of the previous ’Free and Porous Media 

Model’. Some differences arise comparing the new multiphysics model with 

previous one. The presence of bubbles influences the local current density at 

electrode interface. Aubras et al[112] modelled this influence as reported in the 

following equation: 

𝑖𝑙𝑜𝑐,𝑎𝑛 = 𝑖0,𝑎𝑛 [exp (
𝛼𝑎𝑛𝐹

𝑅𝑇
𝜂𝑎𝑐𝑡,𝑎𝑛)

𝜆

𝜆𝑠𝑎𝑡
− exp (−

𝛼𝑎𝑛𝐹

𝑅𝑇
𝜂𝑎𝑐𝑡,𝑎𝑛)] 3.76 

The local current is reduced a priori as the ratio 
𝜆

𝜆𝑠𝑎𝑡
≤ 1 . The parameter λ 

represents the humidification coefficient of the membrane, it is an important 

parameter used to determine the ionic conductivity of the membrane thus it can be 

used to estimate the Ohmic Overvoltage. The other parameter λsat is 

humidification coefficient considering saturation conditions, in fact in order to 

simulate mass transfer, critical saturation processes were considered. The 

humidification coefficient was estimated as follows: 
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𝜆 = 0.3 + 10.8 (
𝐶H2O

CH2O,sat
) − 16(

CH2O

CH2O,sat
)

2

+ 14.1 (
CH2O

CH2O,sat
)

2

 3.77 

The saturation concentration was calculated considering the following equations: 

𝐶H2O,sat =
𝑃sat (𝑇)

𝑅𝑇
 3.78 

Where Psat(T) was treated with the following experimental formula: 

𝑃𝑠𝑎𝑡(𝑇) = exp (23.1964 − (
3816

𝑇
− 46.15)) [𝑃𝑎] 3.79 

3.2.6. Geometry 

The geometry was obtained entirely in the Comsol Multiphysics environment with 

real scale proportions, in order to faithfully reproduce the dimensions of the cell, 

the channels and the components required for the simulation. Figure 3.11 shows a 

3D representation of the system analyzed. 

 

Figure 3.11 3D Geometry 

 

Figure 3.12 reports a larger magnification of the channels which faithfully 

replicates the triple serpentine pattern of the real bipolar plates. 
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Figure 3.12 Channel geometric pattern 

As can be seen from the Figure 3.11 the components considered for the 

simulation are the two bipolar plates, anodic and cathodic channels, anode GDL, 

anode catalyst layer, cathode GDL with its relative catalyst layer and obviously the 

Nafion membrane. The simulation was also carried out in 2D dimension, Figure 

3.13 shows the 2-D geometry used for the simulations. Also, in this case the 

dimensions faithfully reproduce the real ones. It consists of Anodic and Cathodic 

Bipolar plates made of Titanium (Anodic) and Graphite (Cathodic), Anode 

Electrode, PEM Electrolyte and Cathode Electrode. 

 

Figure 3.13 Channel geometric pattern. 

The 2-D geometry is simpler respect to the 3-D one. It consists of rectangular 

blocks, as can be seen from the exploded geometry shown in Figure 3.14. 
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Figure 3.14 Exploded geometry in 2D. 

3.2.6.1. 2-D Mesh 

For the 2-D case, a cartesian grid block-structured mesh was used. It is 

characterized by different domains as can be seen from Figure 3.15. 

 

Figure 3.15 2D block-structured Mesh. 

Figure 3.16  reports a larger magnification of the mesh utilized. As can be 

noticed, the mesh density increases going towards the electrode/electrolyte 

interfaces from both sides. This is due to the fact that the electrochemical reactions 

occur in these regions so finer mesh is needed to better represent the phenomena 

involved. The size of the elements and the growth factor were chosen considering 

a trade-off between accuracy and computational time. 
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Figure 3.16 Magnification of 2D block-structured Mesh. 

3.2.6.2. 3-D Mesh 

The 3-D mesh was implemented with Comsol MultiPhysics adaptive mesher to 

better match the optimum value between accuracy and computational time. Figure 

3.17 shows the mesh used for the 3-D geometry: 

 

Figure 3.17 3-D Free tetrahedral mesh. 

As can be seen from the Figure 3.18, also in this case, the density of elements 

that compose the mesh is higher going toward the inner part of the cell, especially 

in MEA neighbourhood and in the corners of the triple serpentine flow field. 
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Figure 3.18 Higher magnification of 3-D Free tetrahedral mesh with a focus on 

the membrane electrolyte assembly and channels. 

3.2.6.3. Mesh II 

Since a new physics is involved in the treatment, an updated mesh is needed to 

model the system. The new mesh was obtained by the automated mesh of 

COMSOL Multiphysics software. In this case a physics-controlled mesh was used 

in order to enhance convergence. In this regard the boundary conditions and the 

physics were set before meshing to facilitate the mesh creation. The mesh used 

presents tetrahedral core cells with a predefined base size and is characterized by 

having an increasing growth rate from the solid walls to the centre. A prism layer 

mesh was used near the walls to solve viscous and buffer layers. 

 

Figure 3.19 Magnification of 2D Mesh. 
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from the mesh plot that the anode channel mesh results finer respect to the 

cathode side due to the selected physics interface is observable. 

3.2.7. Boundary conditions 

In order to assign the proper boundary conditions (BCs) to the relative boundaries, 

in the first part of the paragraph some intuitive 2-D and 3-D representation are 

reported, as can be seen in Figure 3.20 and Figure 3.21. 

 

Figure 3.20 3-D Boundary numeration. 

 

Figure 3.21  2-D Boundary numeration. 
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In the following table the boundary conditions utilized for the simulation both for 

2-D and 3-D models are shown: 

 

Table 3.6 Boundary Conditions for both 2-D and 3-D models. 

Boundary Conditions 

Type Formulation Boundar

y 

Electric Potential 𝜙𝑠 = 𝑉cell  4 

Electric Ground 𝜙𝑠 = 0 1 

Insulated Boundaries −𝑖𝑠 ⋅ 𝑛 = 0 all others 

Insulated Boundaries −𝑖𝑙 ⋅ 𝑛 = 0 all others 

Interface t − 𝑖𝑠 ⋅ 𝑛 = −𝑖tot  5,6 

Interface −𝑖𝑙 ⋅ 𝑛 = −𝑖tot  5,6 

Interface 𝑖tot =∑  

𝑗

𝑖𝑙𝑜𝑐,𝑗 
5,6 

H2O Concentration 
𝐶𝐻2𝑂,𝑎𝑛,𝑖𝑛 =

𝜌𝐻2𝑂(𝑇𝑎𝑛,𝑖𝑛)

𝑀𝐻2𝑂
 

7 

O2 Concentration 
𝐶𝑂2,𝑎𝑛,𝑖𝑛 =

𝜌𝑂2(𝑇𝑎𝑛,𝑖𝑛)

𝑀𝑂2
 

7 

H2O Concentration 
𝐶𝐻2𝑂,𝑐𝑎𝑡,𝑖𝑛 =

𝜌𝐻2𝑂(𝑇cat,in )

𝑀𝐻2𝑂
 

8 

H2 Concentration 
𝐶𝐻2,𝑐𝑎𝑡,𝑖𝑛 =

𝜌𝐻2(𝑇cat ,𝑖𝑛)

𝑀𝑂2
 

8 

Pure Convective 

Outflow 

−𝑛 ⋅ 𝐷𝑖∇𝐶𝑖 = 0 2,3 

Mass Flow Inlet −𝑑𝑐∫ 𝜌(𝑢 ⋅ 𝑛)𝑑𝐴 = �̇�𝐻2𝑂,𝑎𝑛 ⋅ 𝑀𝐻2𝑂 7 

Outlet Pressure 𝑝 = 𝑝𝑎𝑛,𝑜𝑢𝑡 3 

Mass Flow Inlet −𝑑𝑐∫ 𝜌(𝑢 ⋅ 𝑛)𝑑𝐴 = �̇�𝐻2𝑂,𝑐𝑎𝑡 ⋅ 𝑀𝐻2𝑂 8 
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Outlet Pressure 𝑝 = 𝑝cat,out  2 

Interface 𝑢 = −
𝑛

𝜌
∑  

𝑗

∑ 

𝑖

(𝑅𝑖,𝑗𝑀𝑖

+ �̇�𝐻2𝑂,𝑗𝑀𝐻2𝑂) 

5,6 

No slip U=0 9,10 

Symmetry −𝑛 ⋅ (𝑘∇𝑇) = 0 1,4 

Fixed Temperature 𝑇 = 𝑇𝑎𝑛,𝑖𝑛 7 

Fixed Temperature 𝑇 = 𝑇cat , out  8 

Pure Convection −𝑛 ⋅ (𝑘∇𝑇) = 0 2,3 

Heat Source −𝑛 ⋅ (𝑘∇𝑇) = 𝑄𝑡ℎ,𝑅𝑎𝑛 + 𝑄𝑡ℎ,𝐴𝑐𝑡𝑎𝑛 5 

Heat Source −𝑛 ⋅ (𝑘∇𝑇) = 𝑄𝑡ℎ,𝑅cat 
+ 𝑄𝑡ℎ,𝐴𝑐𝑡𝑐𝑎𝑡 6 

Thermal Insulation −𝑛 ⋅ (𝑘∇𝑇) = 0 all others 

It is apparent from both Figure 3.20 and Figure 3.21 that the boundary 

condition were enumerated as follow: 1 is referred to the surface outer surface of 

the cathodic BP, 4 is referred to the surface outer surface of the anodic BP, 2 is 

referred to the outlet of the cathodic channels, 3 is referred to the outlet of the 

anodic channels, 5 is referred to the interface anode/membrane, 6 is referred to the 

interface cathode/membrane, 7 is referred to the inlet of the anodic channels, 8 is 

referred to the inlet of the cathodic channels, 9 is referred to the surface inner 

surface of the cathodic BP and 10 is referred to the surface outer surface of the 

anodic BP. 

3.2.8. Multi-Phase Flow Boundary Conditions 

Below are reported the Boundary Conditions used for the Turbulent Bubbly Flow 

Model in the anodic compartment: 

Table 3.7 Boundary Conditions Multi-phase flow only 

Boundary Conditions 

Type Formulation Boundary 

Water velocity Field 10 
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Water velocity Field 𝑢𝑙 ⋅ 𝑛 = 0

𝑢𝑙, tang = 𝑢𝑙 − (𝑢𝑙 ⋅ 𝑛)𝑛

𝜔 =
𝜌𝑙𝑘

𝜅𝑣𝛿𝑤
+𝑢𝑙

[−𝑝 ⋅ 𝐼 + 𝐾]𝑛 = −𝑝0𝑛
∇𝜔 ⋅ 𝑛 = 0
∇𝑘 ⋅ 𝑛 = 0
𝑢𝑙 = 𝑢0

𝑢0 = ∥∥𝑢𝑟𝑒𝑓∥∥

𝑘 =
3

2
(𝑢𝑟𝑒𝑓, ⋅ 𝐼𝑡)

2

𝜔 =
𝑘 
0.5

((𝛽0 ∗)
0.25)𝐿𝑇  

𝑁𝜙𝑔𝜌𝑔 =
𝑗𝑀𝑂2
𝑧 ⋅ 𝐹

𝜔 =
𝜌𝑙𝑘

𝜅𝑣𝛿𝑤
+𝑢𝑙

 

10 

Specific Dissipation Rate 10 

Pressure 3 

Specific Dissipation Rate 3 

Turbulent Kinetic Energy 3 

Water Velocity Field 7 

Water Velocity Field 7 

Turbulent Kinetic Energy 7 

Specific Dissipation Rate 7 

Gas Flux 5 

Specific Dissipation rate 5 

The channel walls were also considered as no-slip walls for both the two 

phases and no gas flux walls. The Electrode/Electrolyte Interface was considered 

as gas flux wall with no-slip condition for the liquid phase. All the remaining 

boundary conditions were set as the previous model. During the simulation, 

roughness effects were not considered, and the mixing length parameter were set 

to a default value. The turbulent parameters were also set to its own default values 

in order to enhance stability of the solution. 

3.2.9. Results  

3.2.9.1. Parameter list  

Initial parameters list used for the 2D models are brought in the table bellow: 

Table 3.8 parameters list 

Parameters 

Name SI Unit Details 

S 1E6 1/m Active Surface 

L 0.05 m Cell length 



Multiphase model 

109 

m_w 5.0926 mol/s Molar flow 

k_el 1.3 W/(m·K) k Electrodes 

k_mem 0.16 W/(m·K) k Nafion 

rho_mem 1980 kg/m3 ρ Nafion 

Cp_mem 1300 J/(kg·K) cpNafion 

h_an 2.5E-4 m Anode width 

h_cat 2.5E-4 m Cathode width 

h_m 1.954E-4 m Nafion width 

h_c 0.002 m Channel width 

eta 0.3 Electrode porosity 

eta_p 0.11 Percolation threshold. 

rho_an 5E-5 Ω·m ρel Anode 

rho_cat 5E-5 Ω·m ρel Cathode 

i0a 1.6 A/m2 Exch. Current Density 

A 0.025 m2 MEA area 

V_cell 1.7 V Cell Voltage 

p_an 5E5 Pa Anode Pressure 

p_cat 5E5 Pa Cathode Pressure 

T_an 314.7 K Anode Initial T 

i0c 2800 A/m2 Cath. exch. current 

nd 2.165 Electro osm. Coeff 

F 96485 C/mol Faraday Constant 

M_O2 0.032 kg/mol O2 Molar Mass 

M_H2 0.002 kg/mol H2 Molar Mass 

M_H2O 0.018 kg/mol H2O Molar Mass 

y_O2 0.2451 Initial Mol. Frac. 
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y_H2 0.64934 Initial Mol. Frac. 

y_H2Ocat 0.35066 Initial mol. frac. 

y_H2Oan 0.7549 Initial mol. frac. 

w_H2 0.17064 Initial Mass frac. 

w_O2 0.36596 Initial Mass frac. 

w_H2O_cat 0.82936 Initial mass frac. 

w_H2O_an 0.63404 Initial mass frac. 

K_darcy 7.14E-20 m2 Darcy Constant 

p_ref 1E5 Pa Reference Pressure 

alpha_an 2 Anode exch. coef. 

alpha_cat 0.5 Cathode exch. coef. 

C_ioniH 1000 mol/m3 H+ Concentration 

D_ioniH 1.73E-9 m2/s H+ Diffusivity 

a_H2O 32.2 J/(mol·K) H2O Coefficients 

b_H2O 0.0019 kg·m2/(s2·K2·mol) 
 

d_H2O 1.06E-5 kg·m2/(s2·K3·mol) 
 

e_H2O -3.6E-9 kg·m2/(s2·K3·mol) 
 

dens_an 992.57 kg/m3 Anode Density 

dens_cat 992.66 kg/m3 Cathode Density 

C_O2_ch 4.4759 mol/m3 Initial mol. conc. 

C_H2_ch 33.303 mol/m3 Initial mol. conc. 

R 8.314 J/(mol·K) Ideal Gas Costant 

R_an 1.4333E-5 Ω Anode Resistance 

R_cat 1.4333E-5 Ω Cathode Resistance 

R_m 0.0030819 Ω Nafion resistance 

T_cat 314.48 K Cathode Initial T 
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a_H2 27.1 J/(mol·K) H2 Coefficients 

b_H2 0.0093 kg·m2/(s2·K2·mol) 
 

d_H2 -1.38E-5 kg·m2/(s2·K3·mol) 
 

e_H2 7.65E-9 kg·m2/(s2·K3·mol) 
 

a_O2 28.1 J/(mol·K) O2 Coefficients 

b_O2 0 kg·m2/(s2·K2·mol) 
 

d_O2 1.75E-5 kg·m2/(s2·K3·mol) 
 

e_O2 -1.07E-8 kg·m2/(s2·K3·mol)   

3.2.9.2. 2D Single-phase Laminar flow model 

Several operating conditions can be found in PEM applications as reported the 

second chapter under the operating conditions, thus, to derive the characteristic 

curve the standard test temperature of 60[◦C] was selected and a pressure of 

p=10[bar] was set both for the two compartments. The voltage was increased from 

OCV to 2.25[V] and the current was measured with a Domain Probe on both the 

electrodes. Figure 3.22 reports the corresponding polarization curve. Other probes 

were inserted in the critical points of the system to measure the desired parameters 

such as Concentrations of both reactants and products, local currents and water 

flows. The last simulation results are crucial to understand water consumption 

related to predefined operating conditions, since it is considered by many authors 

the "Achilles heel" of the electrolysis technology.[113] A plethora of interesting 

results can be analysed to better understand the phenomena involved, two of these 

are certainly voltage and current density distribution both in the electrodes and in 

the membrane as can be seen from Figure 3.23. 
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Figure 3.22 Polarization Curve at T = 60[◦C] and p = 10[barg]. 

The electrodes voltage results constant in the in both x and y directions across 

the electrodes while the electrolyte voltage distributions present different values 

along x-direction. One of the most important results is that it is reversed at OCV 

due to Nernstian physics. When the applied voltage across the terminals of cell 

increases respect to the OCV value, the Electric Field Vector at Electrolyte change 

direction and aligns with the Electric Field Induced by the external bias.  Figure 

3.24 shows that the concentration distributions present the same shape for different 

values of Voltage. One reason is related to the fact that the pressure distributions 

remain almost the same in both compartments. To better analyse the two 

distributions, it is better to explore concentrations evolution with line graphs, in the 

critical points of the system, such as Anode/Electrolyte interface and 

Cathode/Electrolyte interface. The behaviour of the oxygen concentration is 

strongly dependent on the local current density in the porous Anode, on the 

stoichiometric coefficient and on the height of the channel. The O2 molar 

concentration increases with the increase of the height of the channel as can be 

seen from Figure 3.25. In particular, the higher the applied voltage as well the 

height the higher the increase in the concentration. The increment is due to the 

increase of the local current at the interface as is shown in Figure 3.26. 
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Figure 3.23 Voltage and Current Density 2-D snapshots from Multiphysics 

Simulation for different input voltages expressed respectively in in [V ] and in 

[A/cm2]. Figure (a) and (b) is obtained selecting OCV condition from the 

parametric study while the pairs (c)-(d), (e)-(f), (g)-(h) snapshots are extracted 

selecting respectively 1.6, 1.9 and 2.25 Volts. 
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Figure 3.24 CO2 and CH2 2-D snapshots from Multiphysics Simulation for 

different input voltages expressed in in [mol/m3]. Figure (a) and (b) shows the 

complete distribution of the two species along the cell with an input voltage of 2 

[V] while the pairs (c)-(d) ,(e)-(f) and (g)-(h) show the top part of the channel at 

respectively 1.7, 1.9 and 2.1 Volts. 
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Figure 3.25 CO2 evolution along the y-direction. 

 

Figure 3.26  iloc,an behaviour along y-direction at anode/membrane interface. 

Figure 3.27 shows the H2O Concentration Distribution in the Anodic 

Compartment. It easy to understand that the water concentration distribution field 

is the "dual" respect to the O2 one thanks to the fact that H2O and O2 are reactants 

and products of the same half-reaction. 
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Figure 3.27 CH2O,an 2-D snapshots from Multiphysics Simulation expressed in in 

[mol/m3]. Figure (a) shows the entire profile at V=2[V] while (b),(c),(d) show the 

top part of the anodic channel respectively at V=1.7, 1.9 and 2.1 [V] 

 

Figure 3.28 CH2O,an behaviour along y-direction at anode/membrane interface. 

The shape of the concentration field of water is influenced by the voltage 

through the influence of the local current density. Moreover, it is influenced by the 

stoichiometric coefficient and the height of the channel. Regarding the cathodic 
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side, Figure 3.29 shows a parametric plot of Hydrogen concentration along the y-

coordinate at the Electrode/Electrolyte interface. 

 

Figure 3.29 CH2 behaviour along y-direction at anode/membrane interface. 

 

Figure 3.30  |iloc,cat| behaviour along y-direction at anode/membrane interface. 

As can be seen from the Figure 3.29 Hydrogen concentration increases with 

both voltage and height increase. Also, in this case they are the same of the oxygen. 

In Figure 3.29 is reported the graph of the absolute value of the local current density 

at the Cathode/Electrolyte Interface. A further check of the value obtained for the 

products O2 and H2 is reported in the final part of the chapter. An additional 

simulation result, useful to understand water management, is linked to water 

distribution in the cathodic compartment. Obviously, the cathode water is not 

involved in the half-reaction, it is used only to keep the cell at the desired 
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temperature. Figure 3.31 shows water concentration distribution for different 

operating conditions. 

 

Figure 3.31 CH2O,cat distribution in [mol/m3] along the cathodic channel. 

 

Figure 3.32 CH2O,cat distribution in at Electrode/Electrolyte interface. 

The screenshots reported in Figure 3.31 shows that water concentration at 

cathode side increases even if it is not involved in the reaction. It increases both 

with the height of the channel and with the applied voltage as shown in Figure 3.32, 



Multiphase model 

119 

this is due to the water transport across the membrane, water crosses the membrane 

from anodic compartment to the cathodic one and due to electroosmotic drag, 

diffusion and pressure phenomena. In order to properly simulate the operating 

conditions of the system, the hydraulic pressure contribute was not taken into 

account since both anodic and cathodic operating pressure was set to the constant 

value of 10 bar (pan=pcat=10 [bar]). 

 

Figure 3.33 Electroosmotic drag contribute to membrane total flow. 

 

Figure 3.34 Diffusion contribute to membrane total flow. 

Considering the diffusion contribute, it assumes higher values near the 

cathode/electrolyte interface, in the mid-higher part due to the higher concentration 

gradient. 



Modelling 

120 

Since the electro-osmotic contribute is proportional to the local current, most 

of the membrane total flow is represented by this contribute. Figure 3.33 and Figure 

3.34 report the integral values of the two water transport contributes across the 

membrane for different cell voltage values. Both the contributions are dependent 

on the anodic local current even if their dependence has different nature. In 

particular, the electroosmotic one is directly linked to the current while the 

diffusion one is indirectly linked to the current since the molar water concentration 

at the anode side undergoes the splitting reaction. 

 

Figure 3.35 2-D water Distribution in the membrane expressed in [mol/s]. Figure 

(a), (b) and (c) represent water distribution respectively at 1.7, 1.9 and 2.1 [V ] 

while figure (d) show a larger magnification of figure (c). 

Is apparent from both Figure 3.33 and Figure 3.34 that the main contribute 

to the overall flow in the membrane is the electroosmotic one due to its direct 

dependence on the current. In fact, it is one order of magnitude higher than the 

diffusion one. In Figure 3.35 is reported the overall water distribution inside the 

membrane. Figure 3.35 shows an interesting behaviour of water flow rate in the 

membrane. It is linked to the presence of some waves; these seem to condensate 

toward the cathodic interface increasing the applied voltage. One of the most 

important thermodynamic parameters involved in the system is the temperature, it 

plays a crucial role for the correct operation of the electrolyzer. 
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Figure 3.36 2-D Temperature distribution in the membrane expressed in [◦C]. 

Figure (a), (b) and (c) represent temperature distribution respectively at 1.5, 1.7 

and 1.9 [V ] while figure (d) shows a larger magnification of figure (c). 

 

Figure 3.37 Temperature Gradients at both membrane/electrolyte interfaces. 

Figure 3.36 shows the temperature distribution for different values of applied 

voltage. As can be observed, the cathodic part results hotter respect to the anode 

side, this is mainly due lower water flow in the cathodic compartment respect to 

the anodic one but also to the overall heat source. In the Anodic compartment the 

water flow is able to keep the Temperature almost constant except for the porous 

anode, due to the presence of the reaction sites. Figure 3.37 exhibits the 



Modelling 

122 

temperature gradients that the mixtures undergo crossing the channels. It is 

apparent that the cathodic part has a higher temperature gradient since the water 

flow rate in the cathodic compartment is lower respect to the anodic one. In the 

following graphs the Temperature profiles at Anode/Electrolyte Interface and 

Cathode/Electrolyte Interface are reported: 

 

Figure 3.38 Temperature profiles at membrane/electrolyte interface. Figure (a) 

shows the anodic part while figure (b) shows the cathodic one 

Figure 3.38 shows the temperature profiles of the mixtures at the interfaces, 

further validating the temperature gradients behaviour while also showing the 

dependence on the vertical coordinate. Finally, to attest the feasibility of the model, 

it is appropriate to understand the limiting current since it is a performance 

indicator for gas-evolving electrochemical devices. The limiting current of the 

model was investigated considering the impact of the diffusion processes in the 

voltage rise. It was observed that additional onset of voltage appears due to 

transport phenomena. Figure 3.39 shows the complete polarization curve, as can 

be observed the maximum allowable current is around [A/cm2]. 
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Figure 3.39 Polarization until ilim = 9.84 [A/cm2]. 

3.2.9.3. 3D Single-phase Laminar flow model 

The need of a 3-D model is significant to understand the differences with the other 

ones due to the change in geometry, especially regarding the hydrogen production 

compartment. Thus, in this subsection, the main results extracted from the 3-D 

model are discussed and analyzed. 

 

Figure 3.40 Polarization 3-D. 

It is worth to say that the main goal of the model is to extract the polarization 

curve, so for computational reasons, the 3-D model was not implemented as the 

previous models and some parameters were set as constant values. Figure 3.40 

reports the characteristic Polarization curve is reported considering a constant 

temperature of 60 [◦C] and constant pressure of 10 [bar]. Figure 3.41 shows voltage 
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distribution of the entire cell at OCV condition while Figure 3.41 and Figure 3.42 

show voltage and current density distributions for different values of voltage. 

 

Figure 3.41 Screenshots of the voltage distribution in the entire cell at OCV. 

Figure (a), (b), (c) and (d) show voltage distributions in the cell at 1.6, 1.9, 2.1 

and 2.4 [V]. The first legend is referred to the electrolyte potential while the 

second to the overall cell. 

 

Figure 3.42 Screenshots of the current magnitude distribution in the entire cell. 

Figure(a), (b), (c) and (d) show current distributions in the cell at 1.5, 1.7, 1.7 

and 1.9 [V ]. The first legend is referred to the electrolyte current density while 

the second to the overall cell. 
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Regarding Hydrogen distribution, Figure 3.43 shows 3-D distribution of 

hydrogen both in the porous electrodes and channels. As can be observed, 

hydrogen production increases with the z-coordinate (height) increase while it is 

constant along the other two directions. Considering the maximum numerical 

values of hydrogen concentration, they are thicker in the higher part of the porous 

electrode. Also, the final part of channel presents high values of hydrogen 

concentration showing the increase of concentration along the triple serpentine. 

Figure 3.44 shows hydrogen distributions for different values of cell voltage along 

xz plane. 

 

Figure 3.43 3-D H2 distribution in the cathodic compartment at 1.8 [V ]. 

Figure 3.45 shows the parametric plot of H2 concentration at the 

cathode/membrane interface versus the z-coordinate (height). Through this figure, 

the influence of the triple serpentine flow field pattern can be caught: hydrogen 

concentration presents some ripples related to the presence of the characteristic 

curves of the serpentine that cannot be caught with the previous 2-D simulations. 
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Figure 3.44 Screenshots of H2 distribution in the cathodic compartment. Figure 

(a), (b), (c) and (d) show H2 distributions in [mol/m3] with cell voltage set to 1.5, 

1.7, 1.9 and 2.1 [V ]. 

 

Figure 3.45 H2 distribution in the cathode/electrolyte interface for different 

values of cell voltage. 

3.2.9.4. 2D Multi-phase Turbulent Flow Model 

In this subsection the main results of the multi-phase approach are discussed. 

Bubbles’ impact in electrochemical process is a relevant phenomenon that must be 
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carefully taken under consideration. During this treatment, bubbles influence will 

be considered through the gaseous volume fraction. The first important result 

needed to validate the choice of the k − ω Turbulent Model is reported in Figure 

3.46, it shows the surface plot of Reynolds Number for both phases along the 

Anodic channel: 

 

Figure 3.46 Reynolds Number distribution in the anodic channel. Figure (a) 

shows Re number for the liquid phase (H2O) while Figure (b) shows Re number 

for the gaseous one (O2). 

The liquid phase presents high Re values for the most part of the channel while the 

gaseous phase presents lower values. Thus, as suggested by Ito et al [87] the flow 

can be considered as "TL", turbulent for liquid phase and laminar for the gas phase. 

 

Figure 3.47 Inlet Velocity profiles in the anodic channel inlet. Figure (a) shows 

the liquid phase velocity (H2O) while Figure (b) shows the gaseous one (O2). 
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The Reynolds values confirm the choice of the turbulent model to solve the 

Navier-Stokes Equations since the fluid flow is the pseudo-turbulent region, 2000 

< Re < 3000. Figure 3.47 reports the surface plots of the velocity distributions in 

the inlet and outlet part of the channel for both O2 and H2O. Figure 3.47 shows the 

influence of the gaseous phase in the channel. Near the channel inlet, next to the 

interface with the electrolyte, there is a zone in which the velocity direction is 

reversed indicating the presence of a little vortex. The interaction between fluid 

flow and bubbles, transfer momentum to the fluid flow creating oscillations on the 

velocity average values. 

 

Figure 3.48 Turbulent Kinetic Energy distribution both in the anodic channel inlet 

(a) and outlet (b) neighbourhood expressed in [m2/s2]. 

 

Figure 3.49 Polarization Curve at T = 60 [◦C] and p = 10 [bar]. 

The 2-D distributions reported in Figure 3.48 confirm that the fluctuations 

are very high in the eddy neighbourhood. It is observable, from Figure (a) and (b), 

that the exit velocity assumes the highest values for both phases, one possible 
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reason can be the boundary conditions utilised for the simulation combined with 

shrinkage of the section. In this case there is no presence of eddies but some 

fluctuating components in the velocity field are still present. These are located near 

the top right corner, as can be seen from the Turbulent Kinetic Energy 2-D plot 

showed in Figure 3.48. To better understand the simulation results, it is useful to 

report the polarization curve of the corresponding simulation, Figure 3.49 shows 

the characteristic curve. The conditions in which the data are extracted from the 

software were set the same to the previous case, to better compare the two models. 

 

Figure 3.50 O2 Volume fraction in the anodic channel. Figure (a) shows the 

complete volume fraction distribution at V = 2 [V ], while Figure (b), (C) and (d) 

show O2 Volume fraction in th top part of the anodic compartment respectively at 

1.6, 2.1, 2.25 

Another interesting result that can be discussed in the new model is the 

Volume fraction trends of the gaseous phase, O2. It is the major indicator of the 

presence of the dissolved bubbles in the channel. As can be seen from Figure 3.50, 

the highest values are located near the electrode/electrolyte interface, the place in 

which the electrochemical reactions take place. The volume fraction increases both 

with the increase of the applied voltage and height of the channel. 
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Figure 3.51 Voltage and Current Density 2-D snapshots from Multiphysics 

Simulation for different input voltages expressed respectively in in [V ] and in 

[A/cm2]. Figure (a) and (b) is obtained selecting OCV condition from the 

parametric study while the pairs (c)-(d), (e)-(f), (g)-(h) snapshots are extracted 

selecting respectively 1.6, 1.9 and 2.25 Volts. 
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Figure 3.52 CO2 and CH2 2-D snapshots from Multiphysics Simulation for 

different input voltages expressed in in [mol/m3]. Figure (a) and (b) shows the 

complete distribution of the two species along the cell with an input voltage of 2 

[V ] while the pairs (c)-(d) ,(e)-(f) and (g)-(h) show the top part of the channel at 

respectively 1.6, 1.9 and 2.1 Volts. 
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Figure 3.51 reports voltage and current 2-D distributions in the electrodes. 

The same considerations discussed in the previous section can be extended also to 

this case, even if there are some differences with respect to the previous 2-D model 

results. As can be seen from Figure 3.51, the values of current results almost the 

same due to the overlapping of the two characteristic curves that is inevitable since 

the two curves were fitted on the same experimental measurements. 

Figure 3.52 shows that the concentration distributions for both of the two 

gaseous phases. Also in this case, the shape is the same for different applied 

voltages in the cell, even if there are some differences respect to the results through 

the single phase model reported in Figure 3.23. Comparing the two distributions, 

both the shape and the values, the last appears to be different due to the influence 

of the bubbles in the anodic channel that tend to decrease the amount of reactions 

at membrane interface. The difference in the two distributions is also linked to the 

different velocity fields, in fact it is one important factor for the momentum transfer 

during reactions. Figure 3.53 shows the O2 concentration at the interface for 

different values of voltage. Comparing the new profiles with those obtained in the 

previous simulation, shown in Figure 3.24, can be observed that O2 molar 

concentration presents two peaks at the inlet and outlet of the anodic channel. 

Moreover, the numerical values obtained are lower respect to the case of Figure 

3.24 due to the presence of the above-mentioned differences linked both to the 

velocity profiles of liquid and gaseous phase, shown in Figure 3.47, but also to the 

Local current at the anodic interface. The last is decreased due to the bubble 

presence as can be shown in Figure 3.55. 
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Figure 3.53 CO2 evolution along the y-direction for different values of voltage. 
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Figure 3.54 CO2 evolution along the y-direction of different values of voltage. 

Obviously, also in this case, the H2O concentration decreases since it is the 

dual specie respect to the O2, Figure 3.54 shows the H2O trends at 

anode/membrane interface. Regarding H2 side, it seems indirectly affected by the 

presence of bubbles in the anodic compartment. Although the shape is almost equal 

to those showed both in Figure 3.23 and Figure 3.28, the values are decreased by 

more than 15%. The main reason can be linked to the fact that the bubbles presence 

decreases the local current at cathode in absolute value as well, as is shown in 

Figure 3.57. 

 

Figure 3.55 iloc,an behaviour along y-direction at anode/membrane interface. 
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Figure 3.56 CH2 evolution along the y-direction for different values of voltage. 

Another interesting results that can be discussed regards the cathodic water 

behaviour at the interface. As can be seen from Figure 3.58 and Figure 3.31, the 

H2O concentration is almost the same even if is present a little reduction due to the 

decrease in water transport across the membrane. 

 

Figure 3.57 |iloc,cat| behaviour along y-direction at anode/membrane interface. 
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Figure 3.58 CH2O behaviour along y-direction at anode/membrane interface for 

different values of applied voltage. 

 

Figure 3.59 CH2O behaviour along y-direction at anode/membrane interface for 

different values of applied voltage. 

As discussed above, water transport across the membrane is reduced since 

Diffusion contribute is indirectly affected by the presence of bubbles, due to the 

reduction of H2O concentrations at both interfaces. In general, this reduction does 

not affect the overall contribute due to the bigger weight of the Electroosmotic drag 

contribute that results practically the same due to the same currents involved. 
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Figure 3.60 CH2O behaviour along y-direction at anode/membrane interface for 

different values of applied voltage. 

 

Figure 3.61 2-D water Distribution in the membrane expressed in [mol/s]. Figure 

(a), (b), (c) and (d) represent water distribution respectively at 1.35, 1.7, 1.9 and 

2.1 [V ] . 

Figure 3.59 and Figure 3.60 show the two contributes while Figure 3.61 

shows the 2-D concentration distribution of water in the membrane. Comparing the 
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new water distribution with the previous one, shown in Figure 3.34, there are some 

similar aspects such as the quantity of water inside the membrane and the wavy 

distribution, even if, the last aspect appears to be sharper respect to the previous 

simulation. Also in this case, one of the most results useful to understand the 

thermodynamic behaviour of the system is the temperature because it plays a 

crucial role for the correct operation of the electrolyzer. The temperature profile at 

the interface of the membrane and electrolyte is another indication for a better 

analysis. As it can be seen , the temperature in the cathodic part is higher than the 

anodic one as it is shown in Figure 3.62. 

 

Figure 3.62 Temperature profiles at membrane/electrolyte interface. Figure (a) 

shows the profiles referred to the anodic part while figure (b) shows the cathodic 

ones one. 
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Figure 3.63 2-D Temperature distribution in the membrane expressed in [◦C]. 

Figure(a), (b) and (c) represent temperature distribution respectively at 1.5, 1.7 

and 1.9 [V] while figure (d) shows a larger magnification of figure (c). 

 

Figure 3.64 Temperature profiles at membrane/electrolyte interface. Figure (a) 

shows the profiles referred to the anodic part while figure (b) shows the cathodic 

ones one. 
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Figure 3.63 shows the temperature distribution for different values of applied 

voltage. As can be observed, also in this simulation, the cathodic part results hotter 

respect to the anode side due to the presence of less water in the compartment. 

Considering Figure 3.35 the temperature distributions results almost 1 [◦C] lower 

respect to the previous case due to the lower local current densities involved. Figure 

3.64 shows the temperature gradients in both the electrode/membrane interfaces. 

The higher gradient is in the cathodic interface since the flow rate crossing the 

channel was set with a lower value respect to the anodic one thus the cooling power 

is lower. 

 

Figure 3.65 Bubble Overpotential. 

The goal of the new model is not only related to the analysis of the multi-

phase flow itself but also to understand the consequences of the bubble formation. 

As above mentioned, the bubbles obstruct the pores creating an additional 

overpotential [86]. The parametric plot shown in Figure 3.65 reports the 

overpotential vs the y-coordinate for different values of applied voltages. Figure 

3.67 shows the Bubble Overpotential integral value along the Electrode/Electrolyte 

interface versus the applied voltage. A further result, useful to understand the 

impact of bubbles related to the reduction of the useful electro-active area needed 

for the splitting reaction is linked to bubble electrode coverage. Figure 3.66 shows 

the behaviour of bubble volume fraction at electrode for different applied voltages. 
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Figure 3.66 Electrode Bubble Coverage. 

 

Figure 3.67 Bubble Overpotential. 

As can be seen, the shape of the overpotential at electrode is similar to the 

volume fraction, testifying the strict dependence. The results showed in Figure 

3.65, Figure 3.67 and Figure 3.66 were extracted starting from the Gas Volume 

fraction and applying the formulas presented in section 3.2.5.7. A key result useful 

to attest the limits of the Multiphase Model is linked to the maximum current 

density that the model is able to withstand. In order to find the limiting current, 

another simulation was carried out pushing the input voltage to its highest possible 
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value. The expectations for the maximum limiting current were linked to the 

gaseous volume fraction behaviour. 

 

Figure 3.68 Polarization curve until ilim = 8.13 [A/cm2] . 

 

Figure 3.69 O2 volume fraction at ilim = 8.13 [A/cm2] in the top part of the 

channel. 

Since the bubble overpotential is function of the volume fraction, as showed 

in equations in the section 3.2.5.7. [86] the maximum allowable current is found 

through the condition ηbubble →− ∞, that is true if the bubble volume fraction 

approaches the value 1. Figure 3.68Figure 3.68 Polarization curve until ilim = 8.13 

[A/cm2] . and Figure 3.69 show the polarization curve pushed until ilim=8.13 

[A/cm2] and O2 volume fraction distribution in the top part of the channel at 

ilim=8.13 [A/cm2]. Comparing the limiting current obtained with this Multi-phase 

approach with the limiting one obtained with the Single phase approach, can be 

seen that the limiting current results lower thanks to the presence of bubbles that 
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decrease the concentration of O2 in the bulk flow of the anodic compartment. The 

parameters used for the Multi-Phase Model were set as the Single-Phase one, that 

are shown in Table 3.8 parameters list, even if additional parameters were utilised 

such as: the bubble diameter that was set to the value of 60 [µm] and the turbulent 

kinetic parameters that were set to their default values. 

It is also interesting to have a comparison of the same results with the use of 

turbulent interface of RANS k-w, used for value of Reynolds number between 2000 

and 3000. 

 

 

Figure 3.70 Velocity distribution of liquid (left) and gas (right) phase. 

In Figure 3.70 the speed of the two phases in the anodic domain, gas phase 

and liquid one is shown. 

 

Figure 3.71 Vortex formation 
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As presented in Figure 3.71 there is a zone at the channel intake, near the 

electrolyte contact, where the velocity direction is reversed, suggesting the 

existence of a small vortex, which is due to the turbulences created by the bubbles 

on the fluid flow.  

An important result of the Multiphase model is the fraction of volume 

occupied by the bubbles, since it is fundamental to understand the size of the 

bubbles and their impact on the electrodes. 

The bubble electrode coverage is important in understanding the influence of 

bubbles on the lowering of the usable electro-active area required for the splitting 

process. The behaviour of bubble volume fraction at electrode for various applied 

voltages is shown: 

 

Figure 3.72 Volume fraction in function of the height 

The bubbles, clog the pores, resulting in an extra overpotential. Figure 3.73 

shows a plot of the overpotential in function of the length of the anodic channel. 
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Figure 3.73 Overpotential due to bubble formation 

 

Figure 3.74 Bubble overpotential in function of the applied voltage 

The integral value of the Bubble Overpotential at the Electrode/Electrolyte 

contact vs the applied voltage is shown in Figure 3.74.  

3.2.9.5. 3D Single Phase Turbulent Flow Model 

In this section, a comparison between 3D turbulent model and 3D laminar model 

seen above is reported. The turbulent model used in this section is again the RANS 

k-w. First, a brief report on the turbulent variables is presented. 
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Figure 3.75 Turbulent kinetic energy distribution 

Turbulent kinetic energy is simply defined as a mean variation in kinetic 

energy per unit mass. The root mean square (RMS) fluctuation in the magnitude of 

the flow velocity is defined as this quantity. The total turbulent kinetic energy is 

just the sum of the variations in each velocity component since flow velocity is a 

vector. If the flow was purely laminar along all three orthogonal directions, then 

the turbulent kinetic energy would be zero, meaning all kinetic energy would be 

accounted for in laminar flow. 

 

Figure 3.76 Specific dissipation rate distribution 

Turbulent flow is made up of eddies of varying sizes, and the size range 

expands as the Reynolds number rises. Interactional forces between the eddies 
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cause kinetic energy to cascade down from big to tiny eddies. The energy of the 

eddies dissipates into heat at a very tiny scale owing to viscous forces. The energy 

dissipation rate is a parameter that determines how much energy is wasted in a 

turbulent flow due to viscous forces. 

 

Figure 3.77 Turbulent dynamic viscosity distribution 

When the flow is laminar, the sole mechanism for diffusion inside the flow 

is molecular movements. The metric to quantify this phenomenon is viscosity, 

which is a diffusion coefficient. 

When the flow becomes turbulent, however, the diffusion process is not only 

done by molecular movements, but also by eddies motions, which are much 

enhanced. As a result, while utilizing eddy viscosity models to describe turbulence, 

we must add turbulent viscosity to the molecular viscosity to increase the diffusion 

coefficient. Both momentum and heat transfer equations will be affected by this 

coefficient. 

3.2.9.6. Differences with laminar model 

First difference that can be evaluated from the comparison with the laminar model 

are the velocity and vorticity magnitude distribution in the anodic channels, where 

the turbulent RANS model is applied. 
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Figure 3.78 Velocity magnitude distribution in turbulent flow model 

 

Figure 3.79 Velocity magnitude distribution in laminar flow model 

From the comparison between Figure 3.78 and Figure 3.79 it can be noticed 

that the velocity magnitude is more relevant in the turbulent configuration, 

especially in proximity of the outlet channels. This is due to the higher amount of 

kinetic energy in the turbulent flow model and the increase of diffusion processes, 

caused by the turbulent dynamic viscosity. 
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Figure 3.80 Vorticity magnitude distribution in turbulent flow model 

 

Figure 3.81 Vorticity magnitude distribution in laminar flow model 

A comparison of vorticity is reported in Figure 3.80 and Figure 3.81. The 

vorticity field is twice the rotation rate of fluid particles and is the curl of the 

velocity field. The vorticity field is a vector field, and vortex lines are calculated 

using a tangency condition identical to the one used to calculate streamlines in the 

fluid velocity field. 

Vortex lines are transported by the flow and cannot finish inside the fluid, 

limiting their topology. Vorticity is most often seen near solid borders, where it 

spreads into the flow due to viscosity. It can be seen that vorticity is two orders of 

magnitude higher in the RANS model in comparison with the laminar one, 

especially in corners and edges. 
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Regarding concentration, the first difference that can be seen with the laminar 

model is the oxygen concentration at anode. 

 

Figure 3.82 Oxygen concentration in turbulent flow model 

 

 

Figure 3.83 Oxygen concentration in turbulent flow model, inlet closeup 
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Figure 3.84 Oxygen concentration in laminar flow model 

The turbulent concentration of oxygen has a different distribution in the 

anodic channel from the laminar flow one: is more uniform and presents different 

values of concentration at the anode inlet (Figure 3.83) caused by the turbulent 

flow and increase of velocity. 

Overall, the concentration of O2 is higher trough the anodic channel, respect 

to the laminar model, even if at the interface with the electrolyte (Figure 3.85) the 

concentration has the same trend, when in function of the channel height. 

 

Figure 3.85 Oxygen concentration at interface, in function of arch length 

A similar trend can be observed for the water concentration in the anodic channel: 
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Figure 3.86 Water concentration at anode, turbulent flow model 

 

Figure 3.87 Water concentration at anode, turbulent flow model, inlet closeup 

Again, at the anode inlet more spread value of water are evidenced. 
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Figure 3.88 Water concentration at anode, laminar flow model 

Respect to the laminar flow model, as for the oxygen concentration, the 

turbulent flow one has a more uniform water concentration, except for the inlet, 

where the presence of turbulences and vorticity is higher. However, the most 

interesting value is the difference in the concentration of hydrogen: 

 

Figure 3.89 Hydrogen concentration at cathode/membrane interface, turbulent 

flow model 
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Figure 3.90 Hydrogen concentration at cathode/membrane interface, laminar 

flow model 

In the Turbulent configuration the hydrogen concentration is 30 % more. 

This can be due to the rise of turbulent kinetic energy at the electrode/electrolyte 

interface which speeds up the electrolysis reaction: 

 

Figure 3.91 Turbulent kinetic energy distribution at interface, in function of arch 

length 

3.2.9.7. 3D Laminar Flow Model Open/Closed Cathode 

Comparison 

In this subchapter the main differences between the open cathode configuration 

and closed cathode one are analysed. In the closed cathode configuration, as 
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discussed in the experimental part, the water cathode inlet is closed, to have higher 

temperature and better electrolysis performance. 

The expected results in the closed cathode model are: 

• Temperature increased, due to lack of water at cathode side 

• Mass flow of hydrogen increased, since high temperatures lower the 

potential needed to break the water molecule 

• Resistance decreases since an increase in temperature favours the 

molecular collisions between ions of the electrolyte. 

 First result reported is the difference in water concentration at cathode in the two 

models: 

 

Figure 3.92 Water concentration at cathode, closed cathode configuration 

 

Figure 3.93 Water concentration at cathode, open cathode configuration 
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Water concentration is zero at the cathode side, in closed cathode model. The 

temperature distribution is now shown: 

 

 

 

 

Figure 3.94 Temperature distribution in closed cathode configuration (left) and 

open (right). Value of voltages, from top to bottom, for each row: 1,27 - 1,6 - 2 - 

2,4 V 

As expected, the different water concentration at cathode side, whose use is 

to cool the cell, result in a higher cell temperature in closed cathode configuration, 
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with maximum average temperature difference of ∆𝑇 =  10 ° 𝐶 for higher values 

of voltage. At interfaces, the temperature is the sequent: 

 

 

Figure 3.95 Temperature at interfaces. Left column, closed cathode configuration, 

right column open one. Top row, temperature at anode/membrane interface, 

bottom cathode/membrane 

In Figure 3.95 the temperature trend can be observed clearer. From the plot 

comparison, a temperature difference of about ∆𝑇 = 4 ° 𝐶  at anode/electrolyte 

interface is shown, between the open and closed cathode configuration, while in 

the cathode/electrolyte one differences is of about ∆𝑇 = 7 ° 𝐶 for higher value of 

voltages. 
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Figure 3.96 Hydrogen concentration in closed cathode configuration (left) and 

open (right). Value of voltages, from top to bottom, for each row: 1,27 - 1,6 - 2 - 

2,4 V 

In Figure 3.96 the hydrogen concentration in cathode channels is shown. 

Overall, the concentration is higher in the closed cathode configuration, again as 

anticipated. A better view is proposed below analysing the concentration 

distribution at cathode/membrane interface in function of the z-coordinate, the 

height of the cathode channel: 
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Figure 3.97 Hydrogen concentration at electrode/electrolyte interface, closed 

cathode configuration 

 

Figure 3.98 Hydrogen concentration at electrode/electrolyte interface, open 

cathode configuration 

The hydrogen concentration is higher of values between 50 % and 60 % in 

closed cathode configuration since the temperature rises favours the electrolysis, 

fastening the breaking of the water molecule. 

Lastly, some differences can be noticed in the polarization curve as well: 
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Figure 3.99 Polarization curve, closed cathode configuration, T = 60 ° C, relative 

pressure = 0.5 bar 

 

Figure 3.100 Polarization curve, open cathode configuration, T = 60 ° C, relative 

pressure = 0.5 bar 

For same values of voltages input, higher current density is reached, this is 

due to the decrease in resistance mentioned above. 
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Chapter 4. Validation 

In this chapter the validation of the models in Matlab and Comsol with the 

experimental results from the test bench are discussed. 

4.1. Model Validation 

The theoretical model created was after compared with the experimental result 

came out from the test bench. The validation is performed by using the MATLAB 

and implementing a function that is able to minimize a certain cost function, 

namely the so-called Sum Squared Error (SSE) defined as: 

𝑆𝑆𝐸 =∑  

𝑛

𝑖=1

(𝑥𝑒𝑥𝑝,𝑖 − 𝑥𝑚𝑜𝑑,𝑖)
2
 4.1 

Where: 

• xexp is the reference value taken from experiments; 

• xmod is the value obtained by the model. 

The cost function minimization is performed at each iteration by varying 

some parameters in order to understand what are the main differences of the 

material constituting the PEM electrolyzer cell. In some studies, it was 

demonstrated that activation and ohmic overvoltages are influenced by 

temperature. Thus, for the fitting, key parameters able to show this influence, are 

chosen. The reference exchange current density and change transfer coefficients 

are the main parameters related to the activation overvoltage. The humidification 

factor is related to temperature in the ohmic overvoltage relationship. 

[52]Although, the charge transfer coefficients are influenced by temperature,  these 

are kept constant in order to investigate other parameters, like the pressure 

exponent coefficient. In conclusion, the parameters considered for the validation 

are: 

• Anode and cathode reference exchange current densities. 

• Anode and cathode pressure exponent parameter γ. 

• The humidification degree. 

The procedure consists of some iterations: 
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• Define the lower and upper bound in which the parameters must 

vary. 

• Define the relative standard deviation (RSD) as the difference 

between the potential of the model and the potential of experiment. 

• Insert the experimental values (like I, V and Tcell) as input. 

• Run the code. 

If the value of the SSE is small and close to 0, the procedure is finished 

whereas the value of this is higher than 0, it is needed to change the initial guess 

values and run again the code. The procedure is repeated until the SSE is close to 

0. The model is validated using the experimental data, considering the two 

configurations used for conducting the tests. 

4.1.1. Configuration 1 

Initially, the validation of first configuration is performed and curves at constant 

temperature and pressure are used. The first validation on experimental curves at 

constant pressure equal to 2.5bar it is performed 

 

Figure 4.1 Validation with polarization curve at constant temperature equal to 

40°C and at constant pressure equal to 2.5barg 

In the Figure 4.1 the validation of the model with experimental curve is 

reported. The experimental curve at constant temperature equal to 40°C is used. 

The validation is done changing the parameters. In this sense, the values of the key 

parameters are found and it is possible to see as they changes.  These are reported 

in the Table 4.1. 
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Table 4.1 Table of fitting parameters for polarization curve at constant 

temperature equal to 40°C and at constant pressure equal to 2.5barg 

Parameter Value Unit 

i0,ref,an 10−8 A/ cm2 

i0,ref,cath 2.5*10−1 A/cm2 

γan 0.5 - 

γcath 1 - 

λ 15 molH2O / molSO3− 

Generally, with validation and using the parameters obtained, the model 

polarization curve trend is very similar to experimental polarization curve. 

Obviously, the fitting can be continued to arrive in a better representation of the 

model curve. In the Figure 4.2 Validation with polarization curve at constant 

temperature equal to 60°C and at constant pressure equal to 2.5barg the validation 

of the model with experimental curve at constant temperature equal to 60°C is 

reported. 

 

Figure 4.2 Validation with polarization curve at constant temperature equal to 

60°C and at constant pressure equal to 2.5barg 

It is possible to see that with data fitting of model curve on experimental 

curve the curve shows very well the behaviour of experimental one. The fitted 

parameters analyzed are reported in Table 4.2. 
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Table 4.2 Table of fitting parameters for polarization curve at constant 

temperature equal to 60°C and at constant pressure equal to 2.5barg 

Parameter Value Unit 

i0,ref,an 9*10−8 A/ cm2 

i0,ref,cath 7.5*10−2 A/cm2 

γan 0.5 - 

γcath 0.5 - 

λ 15 molH2O / molSO3− 

The value shown are the best values obtained by the data fitting performed. 

The value of λ is in the range between 14 and 21. [63] After a validation on 

experimental curves at constant pressure equal to 5barg it is performed. In the 

Figure 4.3 Validation with polarization curve at constant temperature equal to 40°C 

and at constant pressure equal to 5barg the result of model validation for constant 

temperature equal to 40°C is reported. 

 

Figure 4.3 Validation with polarization curve at constant temperature equal to 

40°C and at constant pressure equal to 5barg 

The obtained parameters are reported in the Table 4.3 

Table 4.3 Table of fitting parameters for polarization curve at constant 

temperature equal to 40°C and at constant pressure equal to 5barg 

Parameter Value Unit 
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i0,ref,an 10−8 A/ cm2 

i0,ref,cath 5*10−1 A/cm2 

γan 0.75 - 

γcath 0.75 - 

λ 16 molH2O / molSO3− 

In the Figure 4.4 Validation with polarization curve at constant temperature 

equal to 60°C and at constant pressure equal to 5barg the validation of the model 

with experimental curve at constant temperature equal to 60°C is reported. 

 

Figure 4.4 Validation with polarization curve at constant temperature equal to 

60°C and at constant pressure equal to 5barg 

And the fitted parameters are reported in Table 4.4. 

Table 4.4 Table of fitting parameters for polarization curve at constant 

temperature equal to 60°C and at constant pressure equal to 5barg 

Parameter Value Unit 

i0,ref,an 7.5*10−9 A/ cm2 

i0,ref,cath 7.5*10−1 A/cm2 

γan 1 - 

γcath 0.75 - 

λ 16 molH2O / molSO3− 
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In the Figure 4.5 the validation of the model with experimental curve at 

constant temperature equal to 75°C is reported. 

 

Figure 4.5 Validation with polarization curve at constant temperature equal to 

75°C and at constant pressure equal to 5barg 

The fitted parameters obtained after validation are reported in Table 4.5. 

Table 4.5 Table of fitting parameters for polarization curve at constant 

temperature equal to 75°C and at constant pressure equal to 5barg 

Parameter Value Unit 

i0,ref,an 1.5*10−7 A/ cm2 

i0,ref,cath 5*10−1 A/cm2 

γan 0.5 - 

γcath 0.5 - 

λ 17 molH2O / molSO3− 

The last validation is made, for first configuration, using the curve with high 

pressure and high temperature.  In this sense, the experimental polarization curve 

at constant temperature equal to 75°C and at constant pressure equal to 15barg is 

used. In the Figure 4.6 the validation result is reported. 
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Figure 4.6 Validation with polarization curve at constant temperature equal to 

75°C and at constant pressure equal to 15barg 

The fitted parameters obtained after validation are reported in: 

Table 4.6 Table of fitting parameters for polarization curve at constant 

temperature equal to 75°C and at constant pressure equal to 15barg 

Parameter Value Unit 

i0,ref,an 2.5*10−7 A/ cm2 

i0,ref,cath 1.25*10−1 A/cm2 

γan 0.9 - 

γcath 0.8 - 

λ 17.5 molH2O / molSO3− 

4.1.2. Configuration 2 

From second configuration, the experimental results at different operating 

temperature and pressure are obtained. The performed validations are reported. In 

the  Figure 4.7 the validation of the model with experimental curve at constant 

temperature equal to 40°C and at constant pressure of 10barg is reported. 
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Figure 4.7 Validation with polarization curve at constant temperature equal to 

40°C and at constant pressure equal to 10barg 

The fitted parameters obtained after validation are reported in :  

Table 4.7 Table of fitting parameters for polarization curve at constant 

temperature equal to 40°C and at constant pressure equal to 10barg 

Parameter Value Unit 

i0,ref,an 7.5*10−7 A/ cm2 

i0,ref,cath 2.5*10−4 A/cm2 

γan 0.7 - 

γcath 0.5 - 

λ 16 molH2O / molSO3− 

In the Figure 4.8 the validation of the model with experimental curve at 

constant temperature equal to 40°C and at constant pressure of 15barg is reported. 
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Figure 4.8 Validation with polarization curve at constant temperature equal to 

40°C and at constant pressure equal to 15barg 

The fitted parameters obtained after validation are reported in:  

Table 4.8: Table of fitting parameters for polarization curve at constant 

temperature equal to 40°C and at constant pressure equal to 15barg 

Parameter Value Unit 

i0,ref,an 5*10−7 A/ cm2 

i0,ref,cath 5*10−4 A/cm2 

γan 0.5 - 

γcath 0.5 - 

λ 14.5 molH2O / molSO3− 

In the Figure 4.9 the validation of the model with experimental curve at 

constant temperature equal to 60°C and at constant pressure of 5barg is reported. 
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Figure 4.9 Validation with polarization curve at constant temperature equal to 

60°C and at constant pressure equal to 5barg 

The fitted parameters obtained after validation are reported in:  

Table 4.9 Table of fitting parameters for polarization curve at constant 

temperature equal to 60°C and at constant pressure equal to 5barg 

Parameter Value Unit 

i0,ref,an 5*10−7 A/ cm2 

i0,ref,cath 9*10−4 A/cm2 

γan 1 - 

γcath 1 - 

λ 14.5 molH2O / molSO3− 

In the Figure 4.10 the validation of the model with experimental curve at 

constant temperature equal to 60°C and at constant pressure of 5barg is reported. 



Model Validation 

171 

 

Figure 4.10 Validation with polarization curve at constant temperature equal to 

60°C and at constant pressure equal to 10barg 

The fitted parameters obtained after validation are reported in :  

Table 4.10 Table of fitting parameters for polarization curve at constant 

temperature equal to 60°C and at constant pressure equal to 10barg 

Parameter Value Unit 

i0,ref,an 5*10−7 A/ cm2 

i0,ref,cath 6.5*10−3 A/cm2 

γan 0.6 - 

γcath 0.5 - 

λ 13 molH2O / molSO3− 

In the Figure 4.11 the validation of the model with experimental curve at 

constant temperature equal to 80°C and at constant pressure of 2.5barg is reported. 



Validation 

172 

 

Figure 4.11 Validation with polarization curve at constant temperature equal to 

80°C and at constant pressure equal to 2.5barg 

The fitted parameters obtained after validation are reported in:  

Table 4.11 Table of fitting parameters for polarization curve at constant 

temperature equal to 80°C and at constant pressure equal to 2.5barg 

Parameter Value Unit 

αan 1.7 - 

i0,ref,an 5*10−7 A/ cm2 

i0,ref,cath 6.5*10−3 A/cm2 

γan 0.6 - 

γcath 0.5 - 

λ 13 molH2O / molSO3− 

In this last case, also the anode charge transfer coefficient is changed. This 

is due to the fact that the curve presents a trend very strange. It must be investigated 

but probably this trend is due to the birth of degradation mechanisms. 

In the Figure 4.12 the validation of the model with experimental curve at 

constant temperature equal to 80°C and at constant pressure of 15barg is reported. 
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Figure 4.12 Validation with polarization curve at constant temperature equal to 

80°C and at constant pressure equal to 15barg 

The fitted parameters obtained after validation are reported in :  

Table 4.12 Table of fitting parameters for polarization curve at constant 

temperature equal to 80°C and at constant pressure equal to 15barg 

Parameter Value Unit 

i0,ref,an 5*10−9 A/ cm2 

i0,ref,cath 2.5*10−2 A/cm2 

γan 0.5 - 

γcath 0.6 - 

λ 9 molH2O / molSO3− 

The only problem of this validation is the low humidification degree. 

Generally, this must have values included in the range 14-21. 

4.1.3. Chosen fitting parameters 

On the basis of the parameter values found, considering the opened valve cathode 

configuration, an analysis of the same parameters was carried out to find those 

suitable to ensure that the validation of the model at different temperatures can be 

carried out. In particular, the main parameters were changed due to the fact that 

these had to fit changing the temperature.  This means that the values found are 
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valid for three different temperature values, in this case 40, 60 and 75◦°C. By 

changing the temperature and keeping the parameters constant, the model fits the 

experimental curves found by means of the test bench. The model was therefore 

validated. In  Figure 4.13 the validated model curve are reported. 

 

Figure 4.13 Validation with experimental curves at different temperatures (40, 60, 

75◦C) and at constant pressure equal to 5barg 

In the Table 4.13 the fitted parameters are reported. 

Table 4.13 Table of fitting parameters for polarization curve at constant pressure 

equal to 5barg 

Parameter Value Unit 

i0,ref,an 1.5*10−8 A/ cm2 

i0,ref,cath 2.5*10−1 A/cm2 

γan 0.5 - 

γcath 1 - 

λ(T=40-60◦ C) 17 molH2O / molSO3− 

λ (T=75◦ C) 18 molH2O / molSO3− 

Looking at the Table 4.13, all the values are kept constant for the three curve. 

The only parameter changed is the humidification degree. In fact, in the case of 

75◦C curve, λ is different respect to 40 and 60◦C curves. The reason is due to the 

fact that the curves have a different slope. This difference depends on the Ohmic 
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resistance. In particular, the Ohmic resistance was found through Equation 4.28 

and this depends mainly on the membrane resistance which depends on the degree 

of humidification. An increase of λ tends to decrease the slope of the curve.  

However, also temperature is an important element, since an increase of 

temperature tends to decrease the polarization curves, but in this case, it is fixed at 

75◦. So, being at high temperature the curve results lower. To decrease the slope of 

the curve, the only value that can be changed is the degree of humidification. In 

conclusion, the difference of the degree of humidification is dictated by the high 

operating temperature. The same operation was done for the closed cathode valve 

configuration but only for the two curves at fixed pressure equal to 15 barg. The 

results are shown in Figure 4.14. 

 

Figure 4.14 Validation with experimental curves at different temperatures (40, 

80◦C) and at constant pressure equal to 15barg 

In the Table 4.14 the fitted parameters are reported. 

Table 4.14 Table of fitting parameters for polarization curve at constant pressure 

equal to 15barg 

Parameter Value Unit 

i0,ref,an 10−9 A/ cm2 

i0,ref,cath 5*10−2 A/cm2 

γan 0.75 - 

γcath 0.5 - 



Validation 

176 

λ(T=40-60◦ C) 13.5 molH2O / molSO3− 

λ (T=75◦ C) 19 molH2O / molSO3− 

In this case, the values are a little bit different due to strange behaviour of 

experimental polarization curves. The reference exchange current densities are 

similar to literature values but the humidification degree values are different. The 

reason is the slope of the curve, that as said, is influenced by λ. So, to fit the model 

according the experimental curve the value of 13.5 for 40◦C and 9 for 80◦ are fixed. 

But, according to Marangio et al. [30] the value must be in the range of 14-21 

molH2O / molSO3−. However, this configuration must be analyzed more in detail. 

4.2. Validation of Multiphysics models 

Experimental data are important to represent materials properties or performances 

so to understand if the model is well calibrated a comparison between the two is 

necessary. In this section, polarization curve obtained with the COMSOL models 

will be compared with experimental data. The goal of applying the procedure is to 

fit the Polarization curves, extracted from the simulation, to the experimental 

measurements through the help of fitting parameters. The curve fitting procedure 

is treated as a minimization problem. Thus, it is analysed considering the "Global 

least squares method", it consists in minimizing the sum of the squares of the 

residuals between raw data and simulation data. In mathematical terms: 

𝑅2 ≡∑  

𝑖

[𝑦𝑖 − 𝑓(𝑥𝑖 , 𝑎1, 𝑎2, … , 𝑎𝑛)]
2 4.2 

Where: 

• R2 is the square of the vertical residuals. 

• yi are the raw data points. 

• f(xi,a1,a2,...,an) are the points obtained with COMSOL software. 

• ai are the parameters used. 

The condition used in the minimization problem is: 

∂𝑅2

∂𝑎𝑖
= 0 

To better fit the simulation curves on the experimental ones and to understand 

the influence of pressure and temperature on the curves, the fitting parameters used 

were the two Exchange Current Coefficients, αan and αcat, the Protonic 
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Diffusivity, DH+ and the two Exchange Current Densities i0an and i0cat. The last 

two were treated with an Arrhenius type expression in order to consider the 

influence of temperature and pressure. The expression for the generic exchange 

current density is reported in the equation bellow: 

𝑖0 = 𝑖0𝑟𝑒𝑓 ⋅ (
𝑝

𝑝0
)
𝛾

⋅ 𝑒
−𝐸𝑎
𝑅𝑇

⋅(
1
𝑇
−
1

𝑇𝑟𝑒𝑓
)
 4.3 

From this formulation, the fitting parameters considered were both i0ref,an 

and i0ref,cat but also the two Activation Energies, Eaan and Eacat. γan and γcat were 

not considered as fitting parameters since the pressure was set constant for the 

fitting procedure. 

In comparison with the other graphs that are brought in sub-chapter 4.1 , the 

graphs in this part show the polarization model coming from multiphase 

Multiphysics model. 

 

Figure 4.15 Simulation and experimental polarization curves at 40[°C] and 5 

[barg]. 

Figure 4.15, Figure 4.16 and Figure 4.17 show the fitted model curves and 

the corresponding simulation for three different operating conditions for the Single 

phase 2-D model. 
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Figure 4.16 Simulation and experimental polarization curves at 60[°C] and 5 

[barg]. 

 

Figure 4.17 Simulation and experimental polarization curves at 75[°C] and 5 

[barg]. 
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Figure 4.18, Figure 4.19 and Figure 4.20 show the fitted model curves and 

the corresponding simulation for two different operating conditions for the Multi-

phase 2-D model. 

 

Figure 4.18 Simulation and experimental polarization curves at 40[°C] and 5 

[barg]. 
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Figure 4.19 Simulation and experimental polarization curves at 60[°C] and 5 

[barg]. 

 

Figure 4.20 Simulation and experimental polarization curves at 75[°C] and 5 

[barg]. 

The fitting parameters used to fit the model are reported in the following Table. 

Table 4.15 Fitted Single Phase 2-D Model parameters  

Fitting Parameters 

Parameter Value Unit 

i0ref,an 2.49 · 10−8 [A/cm2] 

i0ref,cat 0.0642 [A/cm2] 

αan 2 − 

αcat 0.5 − 

Eaan 76 [kJ/mol] 

Eacat 4.3 [kJ/mol] 

DH+(T = 40◦C) 1.43 · 10−9 [m2/s2] 

DH+(T= 60◦C) 1.68 · 10−9 [m2/s2] 
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DH+(T= 75◦C) 2.15 · 10−9 [m2/s2] 

 

Table 4.16 Fitted Multi-Phase 2-D Model parameters. 

Fitting Parameters 

Parameter Value Unit 

i0ref,an 2.29 · 10−8 [A/cm2] 

i0ref,cat 0.08036 [A/cm2] 

αan 2 − 

αcat 0.5 − 

Eaan 76 [kJ/mol] 

Eacat 4.3 [kJ/mol] 

DH+(T = 40◦C) 1.38 · 10−9 [m2/s2] 

DH+(T= 60◦C) 1.79 · 10−9 [m2/s2] 

DH+(T= 75◦C) 2.21 · 10−9 [m2/s2] 

Both Table 4.15 and Table 4.16 show the fitting parameters. The i0ref,an is 

quiet similar for both the two models testifying the effectiveness of the equation 

applied to model the bubble overpotential on anode side. Also i0ref,cat, DH+(T = 

40◦C) and DH+(T = 75◦C) results almost the same while a bigger difference can 

be seen in the values of DH+(T = 60◦C). 
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Chapter 5. EIS and ECM 

5.1. EIS basics 

The objective of the present chapter -electrochemical impedance spectroscopy and 

equivalent circuit modelling- is to investigate the performance of PEM electrolytic 

cell by carrying out electrochemical impedance spectroscopy measurements.  

The impedance spectroscopy technique is a powerful diagnostic method 

applied to electrochemical system for understanding and estimating its 

performance under different operating conditions. As the name mentions, it 

characterises the impedance of the system under investigation. Considering the 

analogy with electrical circuit, the impedance provides the measure of the 

opposition to current flow through the cell which derives from activation, ohmic 

and diffusion losses. Therefore, characterising impedance is an important task to 

characterise, control and enhance the cell behaviour. 

The methodology for the system’s characterization depicted in the flow chart 

is based on two steps, the experimental procedure and the model development. In 

the first step several tests under different operating conditions are performed. 

Accordingly, the main variables identified in potential, current density, 

temperature and pressure, which affect differently each process occurring within 

the cell, are varied. During operation at steady state condition, EIS tests are carried 

out and data are collected. Prior to the second step, data quality check is needed to 

remove wild points, data affected by inductive effects of cables and noise. Then, 

the equivalent circuit model (ECM) is chosen to simulate the impedance spectra 

trying to minimize the deviation between experimental results and fitting. The 

electrochemical parameters (double layer capacitance, polarization resistance, 

ohmic resistance) are estimated by CNLS analysis of the ECM model. To verify 

the validity of the results obtained from the impedance spectroscopy a comparison 

with the findings of the polarization curve is done. 
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The following section will describe the basic concepts of electrochemical 

impedance spectroscopy. The first part gives a brief description of the fundamental 

principles of EIS. Thereafter, data validation with Kramers-Kroning relations is 

discussed. The latter argument will focus on the modelling of the experimental 

impedance data and the parametrical identification with Complex Non-linear Least 

Squares analysis. 

5.1.1. Introduction to electrochemical characterization methods 

and EIS 

The polarization curve is the most used method for the characterization of PEM 

water electrolyser because it allows to estimate the effects of many parameters such 

as temperature, pressure, composition, relative humidity on the cell performance. 

In general, the polarization curve has three characteristic regions, as depicted in 

Figure 5.1, related to the major internal irreversibilities within the cell. 
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Figure 5.1 Experimental polarization curve of a PEM electrolyser [114] 

The shape of the polarization curve is dictated by the several loss 

mechanisms aforementioned. At low current density, it assumes a logarithmic 

behaviour due to charge-transfer phenomena at the anode and the cathode; 

moreover, the anodic overvoltage is outweighed with respect to the cathodic one 

because the kinetics of the OER is slower than that of the HER. With increasing 

current densities, the shape becomes linear because activation losses are less 

relevant with respect to ohmic losses. Meanwhile, at high current densities the mass 

transfer processes are dominant giving to the cell voltage a non-linear behaviour. 

The polarization curve enables the identification of the overall loss of the cell 

making difficult to separate the different contributions of the loss mechanisms to 

the cell performance. In contrast to the I-V curves, the electrochemical impedance 

spectroscopy (EIS) is a very promising technique to analyse complex 

electrochemical systems like PEM water electrolysers. 

Electrochemical impedance spectroscopy (EIS) is a powerful and non-

invasive in-situ diagnostic method for the characterization of electrochemical 

processes and devices. It is mainly used to study and evaluate the different 

phenomena in a separate way, taking advantage from the fact that the polarization 

losses occurring within the cell exhibit different characteristic time constants and 

frequency response. 

The measurement approach consists of applying a sinusoidal current 

(galvanostatic mode) or voltage (potentiostatic mode) of a certain amplitude and 

frequency superimposed on the normal operating DC current/voltage and 

measuring the amplitude and phase shift of the output voltage-in case of current 
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control mode- or current when a voltage control mode is applied. This procedure 

is repeated for a discrete quantity of frequency values over kHz-mHz range, 

thereby generating a characteristic impedance spectrum. The impedance or the 

admittance (inverse of impedance), for galvanostatic and potentiostatic modes 

respectively, is obtained by the ratio between the response (output) and the 

perturbation (input) according to 5.1 and 5.2 [115]. 

𝑍(𝑓) =
𝑈𝐴𝐶(𝑓)

𝐼𝐴𝐶(𝑓)
= |𝑍(𝑓)| ∗ 𝑒𝑖𝜃(𝑓) 5.1 

𝑌(𝑓) = 𝑍(𝑓)−1 =
𝐼𝐴𝐶(𝑓)

𝑈𝐴𝐶(𝑓)
= |𝑍(𝑓)|−1 ∗ 𝑒−𝑖𝜃(𝑓) 5.2 

Generally, the impedance spectrum can be presented in Nyquist and Bode 

plots, which are representations of the impedance as a function of frequency. 

Nyquist plot- where imaginary part is plotted against the real part- consists of two 

or more (depressed) semicircles representing the different processes taking place 

in the WE cell such as charge transfer, electronic and ionic conduction, diffusion 

and transport processes [115]. In particular, it is possible to identify three domains 

as in the polarization curve. 

 

Figure 5.2 Characteristic impedance spectrum [114]. 

In the Bode graph each semicircle of the Nyquist representation- 

characterized by a specific time constant- is represented by a peak of the phase 

angle as function of frequency.  When semicircles merge, it means that processes 

have time constants with same order of magnitude and this, translated to the Bode 

plot, is graphically shown by merging peaks as well, but these are still pronounced 
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and distinguishable even if merged. In these cases, the individuation and separation 

of the phenomena becomes challenging and troublesome.  

The Nyquist plot is the most used graphical representation of the impedance 

data since from a visual inspection it allows to individuate some important features- 

high frequency, mid frequency and low frequency features- directly correlated to 

the main sources of losses in the cell. The high frequency intercept with the real 

axis corresponds to the sum of the internal ohmic resistances, including the 

electrolyte, active material, current collectors and electrical contacts. Hence, it 

gives an insight of the ohmic losses within the cell. The arcs appearing in the mid-

frequency region- which can approximately be defined and usually it appears as 

two merged semicircles- are primarily due to the electrochemical processes 

occurring at the electrolyte/electrode interfaces inside the cell, which combine 

resistive and capacitive effects. These are OER at the anode and HER at the 

cathode, but mostly of the time the charge transfer reaction of the anode dominates 

due to its sluggish kinetics.  Finally, the low-frequency range reflects mainly mass 

transport limitations in the active material of the cell electrodes. 

It is important to point out that the impedance is defined for those systems 

that are compliant with the condition of causality, linearity and time-invariance. 

These are the conditions to get good impedances. Although PEM electrolysers, and 

in general electrochemical systems, are non-linear, the condition of linearity can 

be achieved if the amplitude of the perturbating signal is small enough to determine 

a linear response from the system under study [115]. As a consequence, the 

impedance data obtained are numerically validated through the use of the Kramers-

Kroning relations which describe the correlation between the real and imaginary 

parts of the impedance. More details will be discussed in the next sections. 

The analysis of the impedance spectrum is made by fitting the experimental 

data with a suitable equivalent electrical circuit (EEC) model composed of a 

combination of resistances, capacitors, inductors, Warburg elements and constant 

phase elements. These impedance elements are connected in parallel and/or in 

series to closely simulate the impedance spectrum and thus for describing the 

different processes characterized by different time constant.  

For PEM electrolyser a common ECM used for the fitting procedure is shown 

in the figure below. 
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Figure 5.3 General ECM to simulate the impedance spectrum of a PEMWE[115]. 

The resistor 𝑅Ω in series with the inductor 𝐿𝐶 represent the resistance of the 

electrolyte membrane and the inductance of cables/wires used in the test, 

respectively. Thereafter, the subsequent two impedance elements consist of an 

ideal capacitor 𝐶𝑑𝑙  in parallel with an ideal resistor 𝑅𝑐𝑡. These parallel connections 

account for the electrode/electrolyte interface at the anode and the cathode; the 

capacitance represents the double layer charging at the electrode interface whereas 

the resistance, commonly called charge-transfer resistance, accounts for the 

effective resistance for the electrode reaction.  

More elaborate models substitute the capacitance with constant phase 

element (CPE) to simulate the fractal and porous nature of the electrodes [115] and 

add a Warburg element to consider the diffusive processes occurring in both 

electrodes. 

Finally, the unknown values of the ECM, such as 𝑅𝑐𝑡 , 𝑅Ω, 𝐶𝑃𝐸, are evaluated 

by a Non-linear Least Squares (CNLS) analysis. The CNLS-fit of the impedance 

data is carried out with commercially available software. It is an iterative process 

so once those good initial values of the parameters are estimated, the software will 

adjust them until the goodness of the fit is satisfactory. When the fit looks 

inappropriate, i.e. the simulation of the impedance spectrum results poorly close to 

the experimental data, the reason may be the wrong choice of the ECM or incorrect 

estimation of the initial values. Therefore, in these cases the procedure should be 

repeated [116].  

5.1.2. Mathematical formulation 

In the EIS experiment, the electrochemical system considered is perturbed with an 

input signal 𝑥(𝑡)  and the response is measured as an output signal 𝑦(𝑡) . The 

conversion of the time domain input and output signals to gain a quantity, that is 

function of the frequency, is based on the Transfer Function (TF) method which 

involves the use of the Laplace Transforms. Under the hypotheses of steady-state 
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system, Laplace transforms are replaced with simple Fourier Transforms. In this 

case, the TF takes the form of the ratio of the response to the input signal obtained 

in the frequency domain and moreover it describes entirely the properties of linear 

and steady-state systems [117]. 

In case of linear system, if 𝑥(𝑡)is a sine wave input 

𝑥(𝑡) = 𝐴𝑠𝑖𝑛(𝜔𝑡) 5.3 

the response is also a sine wave 

𝑦(𝑡) = 𝐵𝑠𝑖𝑛(𝜔𝑡 + 𝜙) 5.4 

From a theoretical point of view the perturbation signal can be of different 

nature- white noise, step, pulse, etc.- however the sinusoidal wave signal is 

considered the most appropriate for EIS technique [118]. 

The relation between the system and the response to a perturbating signal is 

quite complex in the time domain and generally it requires the solution of a system 

of differential equations. A very useful simplification of the mathematical 

procedure results from the use of Fourier transformation. Thereby, by applying the 

Fourier transforms the transfer function can be defined as reported in this equation. 

𝐻(𝜔) = |𝐻(𝜔)|𝑒𝑗𝜙   5.5 

Where |𝐻(𝜔)| and 𝜙 are respectively the modulus and the phase shift of the 

transfer function. If 𝑥(𝑡) is a current and 𝑦(𝑡) a voltage, 𝐻(𝜔) is an impedance 

value 𝑍(𝜔); inversely, if 𝑥(𝑡) is a voltage and 𝑦(𝑡) a current, the transfer function 

is an admittance value 𝑌(𝜔) = 𝑍(𝜔)−1 [118]. As a consequence, in terms of 

electrical analogy, the transfer function in the frequency domain assumes a form 

similar to Ohm’s law. As a matter of fact, this is true if the system obeys to the 

principles of linear time-invariant systems. 

The impedance of an electrochemical system 𝑍(𝜔) is a complex number 

which can be represented either in polar coordinates or in Cartesian coordinates: 

𝑍(𝜔) = |𝑍|𝑒𝑗𝜙 5.6 

𝑍(𝜔) = 𝑅𝑒𝑍 + 𝑗𝐼𝑚𝑍 5.7 

Where 𝑅𝑒𝑍 𝑎𝑛𝑑 𝐼𝑚𝑍  are the real part and the imaginary part of the 

impedance. The relationship between these quantities are: 

|𝑍|2 = (𝑅𝑒𝑍)2 + (𝐼𝑚𝑍)2           5.8 
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𝜙 = 𝑎𝑟𝑐𝑡𝑎𝑛
𝐼𝑚𝑍

𝑅𝑒𝑍
   5.9 

𝑅𝑒𝑍 = |𝑍|𝑐𝑜𝑠𝜙    5.10 

𝐼𝑚𝑍 = |𝑍|𝑠𝑖𝑛𝜙 5.11 

The graphical representation of the impedance spectrum can be done in 

Nyquist and Bode plots. In a Nyquist plot the x-axis represents the real part and the 

y-axis the imaginary part, thus the experimental data is characterized by 𝑅𝑒𝑍, 𝐼𝑚𝑍 

and 𝜔. The Bode plots displays instead the frequency dependence of modulus and 

phase and usually is in logarithmic scale. Both plots start from high frequency 

impedance data to end with the low frequency ones. 

 

 

Figure 5.4 Nyquist and Bode plots under potentiostatic mode at 0V, with 60°C 

and 0.5barg, open cathode. 
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Electrochemical systems are complex systems where several elementary 

phenomena occur (transport, adsorption, diffusion, etc.) to end up with the charge 

transfer at the electrochemical interface. These processes determine the shape of 

the impedance spectrum.  

An impediment to the application of the TF method arises from the 

assessment of non-linear behaviour in electrochemical systems, strictly linked to 

the laws which govern the kinetics of mass transport and those of the various 

electrochemical reactions, as well as the complex couplings between these 

elementary processes [118]. Moreover, real electrochemical systems behave as 

non- steady state systems with memory properties [117]. Therefore, the analysis of 

the impedance through the TF method requires that the system under investigation 

fulfils the conditions of causality, linearity, stability, and finiteness. 

5.1.3. Data validation 

The determination whether the obtained EIS data are good is fundamental to get a 

reliable and appropriate interpretation of the impedance data. In fact, EIS data 

should satisfy the main principles of linear time-invariant systems: linearity, 

causality, stability, and finiteness.  

Linearity : The condition of linearity is satisfied if the amplitude of the 

perturbation signal is small enough to approach quasi linear conditions for the 

response. The amplitude should be selected in the linearity domain, which depends 

on the values of the DC voltage. From the Figure 5.5 it is possible to assess that 

the maximum acceptable amplitude of the perturbation signal is smaller at low 

frequency than it is at high frequency. However, a constant amplitude perturbating 

signal is generally used over the whole frequency range [118] . Note that the low 

limit of the linearity range comes from the signal-to-noise (S/N) ratio acceptable 

by the measuring instrument whilst the high limit is determined by the generation 

of non-linear distortion. Too low perturbation amplitude will result in an 

unacceptable S/N ratio, so the response is buried in noise and its recognition 

becomes difficult. Thereby, it is necessary to consider trade-off between linearity 

and accuracy. 
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Figure 5.5 Definition of the linearity domain for various values of the DC voltage. 

The amplitude 𝛥𝐸 of the perturbation signal must be in the white region at a 

given frequency. [118] 

Causality : The response of the system must be completely caused by the 

perturbating signal, thereby a causal system is not able to predict its future because 

its future is determined by the last event [119]. Measurement at high frequency are 

sensible to instrumentation artifacts concerning wires inductances and noise which 

affect the causality condition. 

Finiteness : This condition, also called boundedness, implies that real and 

imaginary parts of the impedance should take finite values over the entire 

frequency range. Moreover, the impedance must tend to a constant real value for 

𝜔 → 0 and 𝜔 → ∞ [119]. 

Stability  : A system is considered stable if it returns to its original state after 

removal of the perturbation [119]. Moreover, it is required the steady-state 

condition, there is to say that the system should be independent from the moment 

of measurement (time invariant). However, completely stationary systems are 

difficult to achieve and in general non-stationary systems can be approximates to 

stationary by limiting the measurement time. Nonetheless, obtaining impedance 

data is time consuming, especially in low frequency range. Consequently, the 

stability is compromised and this condition is determined by the drift in the system 
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with time which can be ascribed to changes in temperature, pressure, concentration 

and so on and so forth. 

In order to check whether these aforementioned conditions are satisfied by 

the system, impedance data should be subjected to a numerical validation based on 

the Kramers-Kroning (KK) relations. In fact, if the results obtained from the 

transformations agree with the experimental data, then it is possible to state that 

the data are formally corrected and are Kramers-Kroning compliant [119] [120]. 

The KK relations describe the correlation between the real and the imaginary 

parts of the impedance as shown in the following equations. 

𝑍𝐼𝑚(𝜔) = 𝑍′′(𝜔) = −(
2𝜔

𝜋
)∫

𝑍𝑅𝑒(𝑥) − 𝑍𝑅𝑒(𝜔)

𝑥2 − 𝜔2

∞

0

 𝑑𝑥 5.12 

𝑍𝑅𝑒(𝜔) = 𝑍
′(𝜔) = 𝑍𝑟𝑒(∞) +

2

𝜋
∫

𝑥𝑍𝐼𝑚(𝑥) − 𝜔𝑍𝐼𝑚(𝜔)

𝑥2 − 𝜔2

∞

0

 𝑑𝑥 5.13 

These equations show that if the real part of the impedance is known over 

the entire frequency range, its imaginary part is determined, and vice versa; when 

the imaginary part is given, the real part is completely determined up to the constant 

𝑍𝑅𝑒(∞). In both cases, the degree of convergence between the measured values 

and the calculated one is an insight of the quality of the measurement [116]. When 

the measured real part and transformed imaginary part match, or the measured 

imaginary part match with the transformed real part, this means that data set is 

valid; instead, corrupted data set are found when neither of these two occurs and in 

this case invalid data should be rejected since are not suitable for further analysis. 

Usually, deviations between experimental and transformed data appear at low 

frequency due to the longer time to gain the data. In general, a criterion for the 

identification of a good fit comes from the deviation between measured and 

transformed data that should be below ±1% [115].  

The Kramers-Kroning relations are able to determine whether the impedance 

spectrum of a given system has been influenced by bias errors caused by 

instrumental artifacts or time-dependent phenomena. Nevertheless, their direct 

application is not used since the integration of the equations requires impedance 

spectra measured from 0 Hz to ∞ Hz, which is experimentally impossible due to 

instrumental limitations or by noise attributable to instability of the electrode [31]. 

Various methods have been proposed.  An approach to overcome this is based on 

the fact that if an appropriate ECM can be fitted to the experimental data, the data 
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are assumed to be KK compliant. In other words, the equivalent circuit model 

satisfies the KK relations implicitly. 

The equivalent electrical model used consists of a set of parallel RC circuits 

in series. This type of structure is called Voigt’s structure were the resistors as well 

as the time constant of the ECM are fitted to a measured impedance spectrum by 

CNLS fitting. The impedance of the Voigt circuit is described as follows: 

Z(𝜔𝑘) = 𝑅0 +∑
𝑅𝑖

1 + 𝜔𝑘
2𝜏𝑖
2

𝑛

𝑖=1

− 𝑗∑
𝜔𝑘𝜏𝑘𝑅𝑖
1 + 𝜔𝑘

2𝜏𝑖
2

𝑛

𝑖=1

   5.14 

Using a sufficient number of such RC elements the CPE or Warburg elements 

can also be approximated. The main drawback of this method is the nonlinear 

nature of the fit problem, therefore good initial values have to be chosen, and also 

a proper selection of the weighting to be used for the regression is necessary. 

Although this approach allows to avoid the integration over an infinite frequency 

domain, in case of poor fit it is difficult to understand whether this condition is due 

to inconsistency of the data with KK relations or to the use of an inadequate model 

or to regression to a local rather than global minimum related to inappropriate 

initial guess [120]. 

A modified version of this method has been proposed by Boukamp [121]. 

The problem related to the nonlinearity of the fit is solved by only fitting the ohmic 

resistors and pre-setting the time- constants. Hence, the fit problem becomes linear. 

This method is generally referred as linear KK validity test. In this case, it is 

necessary to manually pre-set the number of RC-elements to be fitted generating 

possible situation of under- or over-fitting and therefore leading to ambiguities in 

the analysis of the obtained results. Schönleber et al. [122] have proposed a strategy 

on how to automatically choose the number of RC-elements to be fitted for any 

given impedance spectrum. A tool based on the linear KK test proposed in [121] 

and the automatic strategy for finding the appropriate number of RC-elements 

proposed in  [122] is the Lin-KK tool [123], that will be used for impedance testing 

in this thesis. More details will be further discussed in the following chapters. [124] 

5.1.4. Equivalent Circuit Modelling 

The interpretation of impedance data requires the use of an appropriate model. The 

information is accumulated in the impedance function, which does not provide a 

direct measure of all physical phenomena taking place within the system, but it is 
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more an information property that needs to be extracted through the construction 

of an appropriate working model [117] . 

In principle, modelling of experimental data may be divided into two types: 

measurement modelling and process modelling [119]. The measurement modelling 

models the impedance data experimentally obtained by using an exact 

mathematical model based on a plausible physical theory that predicts theoretical 

impedance (classical modelling) or by an equivalent electrical circuit which leads 

to equivalent impedance (structural modelling) [117]. In either these cases, 

classical or structural modelling, the model parameters are gained by a parametrical 

identification that foresees the use of statistical methods such as Newton-

Marquard, CNLS, simplex, model reduction and others. 

In general, the most used approach is Equivalent Circuit Modelling (ECM). 

The model should be carefully chosen to give the best possible match between the 

simulated impedance and the measured impedance of the system [116]. The 

equivalent circuit model (ECM) or equivalent electrical circuit (EEC) consists of 

impedance elements taken from electrical engineering like resistors, capacitors and 

inductors as well as specialized electrochemical elements that will be discuss 

below. A proper combination of the impedance elements describes each physical 

phenomenon taking place in the system and moreover it provides the shape of the 

impedance spectrum shown in the Nyquist plot. 

As a matter of fact, it is necessary to pay attention that for a given set of 

impedance data it is possible to use different equivalent circuits, and this may 

generate ambiguities. Hence, the choice of an adequate EEC needs the knowledge 

of the whole cell, including the behaviour of each element composing the cell and 

also the number of elements used should be small in order to avoid the lack of 

correlation between the impedance elements and the electrochemical processes 

[116]. Nevertheless, it is necessary to verify the validity of the model that has been 

constructed. As a rule of thumb, a model is valid when it can fit the impedance 

spectra obtained under a large variety of conditions. 

5.1.4.1. Modelling elements and their physical meaning 

Equivalent electrical circuit is a combination of different elements, which are 

divided in two groups: 

Lumped elements: they are electrical elements and can describe only 

homogeneous systems. Resistors, capacitors and inductors belong to this category. 
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Frequency dependent elements: they are electrochemical elements, i.e. these 

are developed for the description of electrochemical processes. 

A complete review of lumped and frequency dependent elements is brought 

in Appendix A: 

5.1.4.2. Basic ECMs 

Here are presented the basic equivalent circuit models commonly used in 

electrochemical systems. They are the Randles model and the Voigt’s model. 

5.1.4.2.1. Randles model 

Randles circuit represents the model of a polarizable electrode, in which a 

single electrochemical reaction occurs at the interface without diffusion 

limitations. It consists of an ohmic resistance in series with a parallel connection 

between a double layer capacitance and a charge transfer resistance.  

 

Figure 5.6 Randles model 

The impedance diagram is an ideal semicircle as depicted in Figure 5.7. At 

high frequencies the measured impedance tends to 𝑅Ω while at very low frequency 

it tends to 𝑅Ω + 𝑅𝑐𝑡. Therefore, the high frequency intercept is associated with the 

electrolyte resistance and the diameter of the semicircle is equal to the charge 

transfer resistance. The imaginary part of the impedance reaches a maximum value 

at a frequency denoted as characteristic frequency 𝜔𝑚𝑎𝑥 = (𝑅𝑐𝑡𝐶𝑑𝑙)
−1 = 𝜏−1 

where  𝜏 = 𝑅𝑐𝑡𝐶𝑑𝑙 is the time constant. 
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Figure 5.7 Impedance diagram of Polarizable Electrode simulated in the 

frequency range 103 ÷10-3 Hz at different values of Rct (Rs = 100 Ohm, Cdl = 1E-4 

F) [117]. 

The total impedance is represented by the following equation: 

𝑍(𝜔) = 𝑅Ω +
𝑅𝑐𝑡

1 + 𝜔2𝜏2
− 𝑖

𝜔𝑅𝑐𝑡𝜏

1 + 𝜔2𝜏2
 5.15 

For an electrochemical reaction at open circuit voltage, the charge transfer 

resistance is given by 

𝑅𝑐𝑡 =
𝑅𝑇

𝑛𝐹𝑖0
 5.16 

where 𝑖0 is the exchange current, n the number of electrons transferred, F the 

Faraday constant. Since the exchange current depends on the rate of the reaction, 

which in turn is potential dependent, the value of the charge transfer resistance has 

the same dependence. Hence, a variation of 𝑅𝑐𝑡 with voltage determines a change 

of the semicircle diameter, of the time constant and thus of the characteristic 

frequency. 
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Figure 5.8 Modified Randles circuit 

The Randles circuit is mostly used with the capacitance replaced by a CPE. 

In this case the graphical representation in the Nyquist plot is a depressed 

semicircle. As before, at high frequencies the impedance tends to 𝑅Ω while at very 

low frequency it tends to 𝑅Ω + 𝑅𝑐𝑡; the parameters of the CPE, n and Q, describe 

the deformation of the semicircle and its amplitude respectively.  

 

Figure 5.9 Randles with CPE 

The impedance expression becomes: 

𝑅𝑐𝑡 
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𝑍(𝜔) = 𝑅Ω +
𝑅𝑐𝑡 + 𝑄𝑅𝑐𝑡

2 𝜔𝑛cos (
𝜋
2
𝑛)

1 + 2𝑄𝑅𝑐𝑡𝜔
𝑛 cos (

𝜋
2
𝑛) + 𝑄2𝑅𝑐𝑡

2 𝜔2𝑛

− 𝑖
𝑄𝑅𝑐𝑡

2 𝜔𝑛 sin (
𝜋
2
𝑛)

1 + 2𝑄𝑅𝑐𝑡𝜔
𝑛 cos (

𝜋
2
𝑛) + 𝑄2𝑅𝑐𝑡

2 𝜔2𝑛
 

5.17 

 

When polarization is controlled by the combination of kinetic and diffusion 

processes the circuit model changes, a Warburg element is added in series to the 

charge transfer resistance (because charge transfer resistance is influenced by 

diffusion to and from the electrode). 

 

Figure 5.10 circuit with Warburg element 

 In case of linear semi-infinite diffusion, the simple Warburg element is used 

and therefore the Nyquist plot has a semicircle and a 45° line in the lower frequency 

region. 

 

 

Figure 5.11 Impedance diagram of Randles model at different values simulated in 

the frequency range 103 ÷10-3 Hz of Cdl: 3E 4 F, 1E-3 F, 3E-3 F, 1E-2 F (R0 = 100 

Ohm, Rct = 5000 Ohm, σ = 100) [117]. 
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If linear but finite diffusion is present, the bounded Warburg element is used 

and the circuit is called bounded Randle circuit.  

 

Figure 5.12 circuit with bounded Warburg element 

The impedance diagram is characterized by a first semicircle and a 45° line 

followed by another semicircle. At high frequencies the impedance tends to 𝑅Ω 

while at very low frequency it tends to 𝑅Ω + 𝑅𝑐𝑡 + 𝑅0. 

 

 

Figure 5.13 Impedance diagram of Bounded Randles model simulated in the 

frequency range 103 ÷10-3 Hz at different values of R0: 50 Ohm, 100 Ohm, 200 

Ohm, 400 Ohm (R0 = 20 Ohm, Cdl= 1Е-4 F, Rct = 50 Ohm, Q = 0.1, n = 0.45) 

[117]. 

Another variation of these two circuits is possible by replacing the 

capacitance with a CPE; the Nyquist plot is unvaried with the only exception of the 

semicircles which become depressed. 

5.1.4.2.2. Voigt’s model 

The Voigt’s model is mostly used to describe solid electrochemical systems, 

such as electrodes and electrolyte in fuel cells, or electrodes in battery. It consists 

of several RC circuits in series, each representing a process with a specific time 
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constant 𝜏. Electrode/electrolyte interface in solid systems is challenging because 

the electrode reactions involves species coming from the electrode, the electrolyte 

and the gas phase. Hence, this three-phase boundary is described through the 

Voigt’s model, where every semicircle has a physical meaning. In general, the first 

two are ascribed to the charge transport through the bulk phase and the grain 

boundaries of the electrolyte, whereas the third semicircle is due to the electrode 

response [117] . 

The total impedance for n RC circuit in series is calculated as  

𝑍(𝜔) = ∑𝑍𝑘(𝜔)

𝑛

𝑘=1

 5.18 

Zk(𝜔) =
𝑅𝑘

1 + 𝜔2𝜏𝑘
2 − 𝑖

𝜔𝑅𝑘𝜏𝑘
1 + 𝜔2𝜏𝑘

2 5.19 

 

 

Figure 5.14 Impedance diagram of Voigt’s model with three RC in series[117]. 

When using this model is advisable to see how many time constants are 

present in the Bode plot. In fact, it can happen that semicircles in the Nyquist plot 

may overlap because their time constants are very close. Therefore, an impedance 

spectrum characterized by two-time constants can show in the Nyquist plot only 

one semicircle. 

A modified Voigt’s model is possible by replacing the capacitances with 

CPEs. The impedance diagram is a series of depressed semicircles. 
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5.1.5. Data fitting 

In order to evaluate the parameters of the model, the ECM is fitted to the measured 

impedance spectra by the Complex Non-linear Least Squares (CNLS) fitting 

algorithm. As a part of the statistical methods, it deals only with stochastic 1 

(random) errors. 

The purpose of the method is to find a set of parameters which minimize the 

objective function defined as: 

𝑆 =∑{𝑤′𝑖[𝑍′𝑖,𝑒𝑥 − 𝑍′𝑖,𝑐𝑎𝑙𝑐]
2
+ 𝑤′′𝑖[𝑍′′𝑖,𝑒𝑥 − 𝑍′′𝑖,𝑐𝑎𝑙𝑐]

2
}

𝑛

𝑖=1

 5.20 

where 𝑤𝑖,𝑟𝑒 , 𝑤𝑖,𝑖𝑚  are the statistical weights of the real and imaginary 

components of the impedance 𝑍𝑖 , respectively, and n denotes the number of 

frequencies in the experimental spectrum. The differences between the 

experimental impedance and the calculated one are the residuals of the two 

components of the impedance (real part Z’ and imaginary part Z’’). 

The method, based on the assumption that the distribution of error is normal 

(Gaussian), is iterative and nonlinear and moreover it requires an initial estimation 

of the model parameters. To gain a good fit the initial estimation of the parameters 

must be close as much as possible to the measured values. An inappropriate choice 

of these parameters may lead to error message from the software, for example 

“singular matrix”, or parameters with high error values. The latter case occurs 

usually when the algorithm finds a local minimum. In these cases, it is necessary 

to change the set of initial parameters with new estimated one.  

When complicated circuits are used, it is recommended to fit just a part of 

the whole circuit. Thereby, the elements found are fixed and then additional 

elements are added as free parameters. Finally, all the parameters should be set as 

free and thus their final approximation can be gained [119] . Lots of software 

implement this method and they have similar procedures. The starting point is the 

initial value estimation for all the model parameters; then the software adjusts the 

parameters to get the fit. If the goodness of the fit is not satisfactory the process is 

 
1  The stochastic or random error is intrinsic of each experiment whereas the bias error in the 

experiment arises from drift and instrumental artifacts [119]. In particular The stochastic errors in 

impedance measurements arise from an integration of time-domain signals that contain noise 

originating from the electrochemical cell and the instrumentation [120] . 
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repeated. Nonetheless, it is still possible to get a poor fit if the ECM is inadequate 

or the impedance data are affected by noise.  

The goodness of the fit depends also on the statistical weight chosen for the 

evaluation of the parameters. In the following table are listed the possible choices. 

Since real and imaginary parts of the impedance change by several orders of 

magnitude when frequency changes, and the impedance is sensitive to low 

frequency, the unit weighting should never be used. Generally, modulus weighting 

and proportional weighting are recommended. These are based on an implicit 

assumption that the relative errors of 𝑍′𝑖,𝑒𝑥 𝑎𝑛𝑑 𝑍′′𝑖,𝑒𝑥 are proportional either to 

those quantities themselves or to |𝑍𝑖| [125]. 

Table 2.3   Statistical weighting methodologies. 

Method Weighting 

Statistical weighting 
𝑤𝑖′ =

1

(𝜎𝑖′)
2

 

and 

𝑤𝑖′′ =
1

(𝜎𝑖′′)
2
 

Unit weighting 𝑤𝑖′ = 𝑤𝑖′′ = 1 

Modulus weighting 
𝑤𝑖′ = 𝑤𝑖′′ =

1

|𝑍|2
 

Proportional 

weighting 
𝑤𝑖′ =

1

(𝑍𝑖′)
2

 

and 

𝑤𝑖′′ =
1

(𝑍𝑖′′)
2
 

 

The fitting of the model to the experimental data should provide 𝜒2 𝑜𝑟 𝜒𝑣
2 

and the value of parameter with its standard deviation2 (or confidence limit).  

 
2 The variance of a quantity 𝑥𝑘, sampled k=1…𝑛𝑥 times, is given as 𝜎𝑥

2 =
1

𝑛𝑥−1
∑ (𝑥𝑘 − 𝜇𝑥)

2𝑛𝑥
𝑘=1  

where 𝜇𝑥 is the mean of the quantity 𝑥𝑘, while the standard deviation 𝜎𝑥 is given by the square 
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The minimal value of 𝜒2 (chi-square) provides a measure of the goodness of 

the fit of the model to the experimental data and it is defined as:  

𝜒2 =∑{[
𝑍′𝑖,𝑒𝑥 − 𝑍′𝑖,𝑐𝑎𝑙𝑐

𝜎𝑖′
]

2

+ [
𝑍′′𝑖,𝑒𝑥 − 𝑍′′𝑖,𝑐𝑎𝑙𝑐

𝜎𝑖′′
]

2

}

𝑛

𝑖=1

 5.21 

The 𝜒𝑣
2 does the same and it is expressed as  

𝜒𝑣
2 =

𝜒2

2𝑛 − 𝑝
 5.22 

where p is the number of parameters of the fitted model. This value is more 

convenient than 𝜒2 for comparing the results of various fits. The smaller (2𝑛 − 𝑝) 

or the larger p at constant n, the larger is 𝜒𝑣
2 [125] . This 𝜒𝑣

2 should approach unity 

when the approximation of the standard deviations are correct. 

When the standard deviation of the model parameters is excessively large, it 

means that the fitting to this parameter is poor. This suggests elimination of the 

given parameter from the model [125] . Moreover, the residuals should be small 

and uniformly distributed in the whole range of frequencies considered in the 

fitting. 

To recap, the aim of the fitting of a model to the experimental impedance 

spectrum is to obtain the smallest 𝜒2, and a set of model parameters with small 

standard deviations.  

5.1.6. Electrochemical characterization of PEMWE 

The following subchapter presents a review of different studies related to the 

electrochemical characterisation of PEM water electrolysis cells. 

Rozain and Millet reported in [126] the results obtained using a MEA 

consisting of PTFE-reinforced Nafion with unsupported iridium dioxide for the 

anode catalyst layer (loading 1.5mg/cm2) and carbon-supported platinum for the 

cathode catalyst layer (0.5mg/cm2).  They proposed the equivalent electrical circuit 

showed in Fig.26B, which models: 

- charge transfer interface with a parallel connection of the polarization 

(charge transfer) resistance and the constant phase element 

 
root of the variance. The standard error 𝑠𝑥 is the standard deviation scaled by square root of the 

sample size 𝑛𝑥[120]. 
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- mass transport limitations with a diffusion impedance 

- electron flow in the metallic components and ion flow in the membrane 

with ohmic resistances 

 

Figure 5.15 ( A) Cross section of a PEM water electrolysis cell; (B) equivalent 

electrical circuit. 

The different circuit components are: 

𝑅Ω
𝑐  and 𝑅Ω

𝑎  [Ω/𝑐𝑚2]  are current non-dependent electronic resistances of 

electron-conducting metallic cell components, respectively, in the cathodic and 

anodic cell compartments. 

 𝑅𝑒𝑙 [Ω/𝑐𝑚2] is the current non-dependent ionic resistance of the membrane. 

𝑅𝑐𝑡
𝑐  [Ω/𝑐𝑚2] is the current-dependant cathodic charge transfer (polarization) 

resistance associated with the HER. 

𝑅𝑐𝑡
𝑎  [Ω/𝑐𝑚2] is the current-dependant anodic charge transfer (polarization) 

resistance associated with the OER. 

𝑄𝑑𝑙
𝑐  [F/𝑐𝑚−2] is the potential-dependant double layer capacitance associated 

with the cathode/electrolyte interface. 

𝑄𝑑𝑙
𝑎  [F/𝑐𝑚−2] is the potential-dependant double layer capacitance associated 

with the anode/electrolyte interface. 

𝑍𝐷
𝑐  [Ω/𝑐𝑚2] is the current-dependant cathodic diffusion impedance due to 

𝐻2 transport away from the cathode. 

𝑍𝐷
𝑎 [Ω/𝑐𝑚2]  is the current-dependant anodic diffusion impedance due to 

𝑂2transport away from the anode and/or to 𝐻2𝑂 transport to the anode. 
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They performed the electrochemical characterization by measuring the 

polarization curve at  80°𝐶  and EIS impedance measurements at different DC 

voltage level (1.4-1.9V) and 80°𝐶 on a 23 𝑐𝑚2 PEM electrolytic cell described 

before.  

Impedance spectra obtained had an arc-shape; it is shown that the impedance 

associated with the HER is negligible and that the two time-constants observed on 

experimental impedance spectra can both be attributed to the OER. Since no mass 

transport limitations were evident, the EEC used to fit the results was simplified to 

a series connection of the ohmic resistance (taking into account both electronic 

resistances of anode and cathode plus the membrane resistance) and two (RQ) 

circuits: 𝑅Ω (𝑅𝐻𝐹𝑄𝐻𝐹)(𝑅𝐿𝐹𝑄𝐿𝐹) . These elements modelled the single arc 

attributed to the anode by two semicircles.  From the best fit, the polarization 

resistances at high and low frequency, 𝑅𝐻𝐹  and 𝑅𝐿𝐹 , were determined and they 

were plotted as a function of voltage and temperature. It is found that both 

polarization resistances decrease with increasing temperature and cell potential. It 

is shown that charge transfer processes were major cell impedance contributors at 

voltages up to 1.8-1.9 V whether for cell voltages larger than 1.8 − 1.9 𝑉  the 

impedance became mostly ohmic because 𝑅𝐻𝐹 and 𝑅𝐿𝐹 become negligible. This 

result was in accordance with the polarization curve results in which at high current 

densities they did not observe mass transport limitations and the current-voltage 

relationship was almost linear in shape, whereas at low current density the curve 

was controlled by charge transfer kinetics of anode and cathode.  

Van der Merwe at al. [114] identified the losses of a PEM electrolyser by 

performing EIS measurements in galvanostatic mode. The impedance data 

recorded were fitted to an ECM consisting of an inductance and an ohmic 

resistance in series, in turn in series with the parallel between a constant phase 

element and the series of charge transfer resistance and Warburg element. The 

Warburg element is used to model mass transfer effects in the cell. The results were 

verified through polarization curves and Tafel plots. Ohmic losses were 

individuated by changing only the membrane thickness and keeping unvaried 

electrocatalyst loadings. As expected, thinner membranes were characterized by 

lower ohmic resistance. This result is found in accordance with the trend of the 

polarization curves showing that thicker membrane had a steep slope, so higher 

ohmic resistance. Activation losses were identified by a change in temperature in 

the range between 60°C and 80°C. The charge transfer resistance- accounting for 

activation losses- decreased as temperature increased due to an improvement of 

kinetics. The effect of mass transport was determined by using two different GDLs 
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and usually in the Nyquist plot is represented by a second semicircle or a 45° line 

after the first semicircle.  

In another work, van der Merwe et al. [127] investigated through 

electrochemical impedance spectroscopy, current interruption and current mapping 

a PEM electrolyser of 25𝑐𝑚2, with MEA consisting of Nafion, 1𝑚𝑔 𝐼𝑟𝑂2/𝑐𝑚
2 

on the anode and 0.3𝑚𝑔 𝑃𝑡/𝑐𝑚2  on the cathode. Impedance measurements in 

galvanostatic mode performed at 0.1𝐴/𝑐𝑚2, 0.5 𝐴/𝑐𝑚2, 1 𝐴/𝑐𝑚2 showed that the 

ohmic resistance- the high frequency intercept with the real axis on the impedance 

plot- slightly increased whether the semicircle at intermediate frequencies related 

to the activation resistance decreased. Finally, mass transfer effect were evident 

with increasing current densities in the low frequency range. In particular, at 

0.5𝐴/𝑐𝑚2a small tail is observed indicating that a small amount of mass transfer 

is occurring; then mass transfer became dominated at 1𝐴/𝑐𝑚2. This is seen by the 

combination of a semicircle and 45° line. The results obtained from EIS 

measurements were consistent with the CI results. 

Dedigama et al. [128] examined using high-speed camera, thermal imaging 

and electrochemical impedance spectroscopy an optically transparent PEM 

electrolyser consisted of a 28𝑐𝑚2 circular MEA with Nafion 117 and platinum 

catalyst layers on either side of it. Impedance spectra were obtained at different 

operating potentials, at different feed water flow rates and were fitted to an 

equivalent circuit consisting of an ohmic resistance in series with one or two circuit 

elements- made of a CPE in parallel with a charge transfer resistance. While the 

first parallel modelled the anode/electrolyte interface, the second is related to mass 

transfer effect if present in the impedance plot (second semicircle or 45° tail). It 

was observed that the flow changes from bubbly (many small bubbles) to slug (less 

but larger bubbles) flow at higher current densities. At high current density- 

changing the mass flow from low to high values- makes changing the flow from 

slug to bubbly, decreasing the performance of the electrolyser. This was in 

accordance with EIS measurements and polarization curves. Near OCV mass flow 

has little effect on EIS measurements whether at higher potential an increase of the 

mass flow has a negative effect (low frequency feature increased and internal 

resistance increased as well). Similar consideration can be done from the 

polarization curve, in which it was observed a slight decrease in voltage with 

decreasing flow rate. The main reason is that less heat is removed from the system, 

so activation overpotential decreased and ionic conductivity of the membrane 

increased leading to higher performance at lower flow rates. Hence at higher 

current densities it is better to decrease mass flow rate. 
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Elsøe et al. [129] investigated the performance of PEMEC at high current 

densities using EIS measurements in combination with CV, iV-curves and SEM. 

The PEM electrolyser had an active area of 2.89 𝑐𝑚2 and it contained a Nafion 

117 membrane, anode catalyst layer with 0.3 𝑚𝑔/𝑐𝑚2 𝐼𝑟𝑂𝑥 and cathode catalyst 

layer with 0.5 𝑚𝑔/𝑐𝑚2 platinum supported on carbon. The anode side had a GDL 

made of two components, a titanium felt and an iridium metal with Nafion binder. 

The iridium metal is used only to ensure electrical contact between the catalyst 

layer and the titanium felt. Polarization curves were measured at 53, 61 and 69°C 

from 0.050 𝐴/𝑐𝑚2  to 1 𝐴/𝑐𝑚2  while EIS measurement were realized at 0.07, 

0.35, 0.69 and 1 𝐴/𝑐𝑚2 at 53, 61 and 69°C in the frequency range 100 kHz–0.01 

Hz with the alternating current (AC) amplitude of 24.5 𝑚𝐴/𝑐𝑚2 . Higher 

performance was found at higher temperature due to lower ohmic resistance as 

confirmed by the EIS measurements at different temperature in which it was found 

a temperature dependent behaviour of the high frequency intercept with the real 

axis. Moreover, at fixed temperature, the shape of the spectrum changed with 

current density. At high current density the impedance spectra showed three arcs 

indicating three electrochemical processes, thus they used an equivalent circuit 

model consisting of a resistance-modelling the electrolyte resistance- in series with 

three R/CPE simulating these three arcs. They suggested that the high frequency 

arc independent on current density derived from current constrictions- ascribed to 

bad contact between Nafion and iridium oxide layer and iridium metal layer as 

supported by SEM- whereas the middle and low frequency features were 

determined by the interface between 𝐼𝑟𝑂𝑥/Nafion anode catalyst layer causing two 

capacitive impedances dependent on current density (mid frequency arc decreased 

while low frequency arc increased with increasing current density), but with total 

resistive impedance of the two processes constant at current densities from 

0.35 𝐴/𝑐𝑚2 . These findings were consistent with results obtained from the 

polarization curves showing a linear behaviour from 0.35 𝐴/𝑐𝑚2, meaning that 

ohmic losses are dominant from 0.35 𝐴/𝑐𝑚2. 

Rasten et al. [130] did studies on powders of iridium oxide (2 𝑚𝑔𝐼𝑟𝑂2/𝑐𝑚
2) 

as anode catalyst in water electrolysis cells with SPE (active area 5 𝑐𝑚2). The aim 

of their work was to develop a high performing water electrolysis cell with low 

loading of the noble metal oxide catalyst. The catalyst was annealed at different 

temperatures from 450°𝐶 to 540°𝐶 and then studied in an electrolytic cell using 

cyclic voltammetry, stationary i-V curves, and electrochemical impedance 

spectroscopy.  
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The electrochemical results showed that with increasing annealing 

temperature the electrical conductivity increased whereas the electrocatalytic 

activity (number of active sites available in the electrode, measured with the 

capacitance) deteriorated. This was evident in the EIS test performed at 1.49 𝑉 

with frequency range 10𝑘𝐻𝑧 − 10𝑚𝐻𝑧  on samples with different annealing 

conditions. The ohmic resistance – including external circuit resistance, resistance 

of the electrodes and the electrolyte, and contact resistance- decreased up to a 

constant value with increasing annealing temperature, therefore the electrical 

conductivity improved. Instead, there was an increase of the diameter of the low 

frequency arc, which is a measure of the charge transfer resistance and thereby of 

the catalytic activity of the anode; the latter case was determined by a decrease of 

the capacitance [𝜇𝐹/𝑐𝑚2]  which is in turn due to a worsening of the 

electrocatalytic activity of the anode.  These effects could be explained with the 

TEM (transmission electron microscopy). TEM revealed an increased crystallinity 

and size of the particles with increasing annealing temperature. In fact, the particle 

size growth determined a reduction of the active surface which consequently 

caused the capacitance reduction (C is a direct measure of the active surface). 

Meanwhile the higher electrical conductivity was probably related to the higher 

crystallinity. Furthermore, the impedance measurements performed in the voltage 

range between 1.54 − 1.61 𝑉  with annealed sample showed clearly the presence 

of two arcs identified in the Bode plot by two-time constants. The time constant 

associated with the HF arc became more evident with increasing potential whereas 

that related to the LF range disappeared. The impedance spectra obtained were 

fitted with an 𝑅Ω(𝑅1𝑄1)(𝑅𝑑𝑙𝑄𝑑𝑙)  circuit where (𝑅1𝑄1)  circuit element was 

attributed by the literature to different phenomena. However, for the researchers it 

was more likely related to steps in the OER. Optimum annealing conditions were 

found at 490°C, where the total polarisation reaches a minimum in the high current 

density range (1 − 2 𝐴/𝑐𝑚2), at the actual conditions. Very high performance of 

a total electrolysis cell can be obtained using a polymer electrolyte with iridium 

oxide catalyst for the oxygen electrode and platinum for the hydrogen electrode, 

using totally 2.5 mg of noble metal catalyst per 𝑐𝑚2 MEA area [cit.40]. 

Rozain et al. [131] also studied the influence of iridium oxide loadings for 

OER on the overall performance of PEM water electrolyser with active area of 

25 𝑐𝑚2 using cyclic voltamperometry, electrochemical impedance spectroscopy 

and polarization curves. Electrochemical characterizations performed at 80°𝐶 and 

atmospheric pressure showed that there is a threshold loading value of 0.5
𝑚𝑔

𝑐𝑚2
𝐼𝑟𝑂2 

above which the cell voltage does not depend on catalyst loading, i.e., an increment 
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of the loadings does not produce a further decrease of the voltage. This because the 

positive effects generated by higher loadings (larger number of catalytic sites, 

better electronic conductivity through the catalyst layer and improved contact 

resistance between electrode and backing porous current collector) are 

counterbalanced by the worsening of the transport of protons through the catalyst 

layer, caused by the linear increase of the catalyst thickness with higher loadings. 

This, translated to the EIS results, means that the ohmic resistance (determined by 

the high frequency intercept with the real axis) measured at 1 𝐴/𝑐𝑚2  remains 

almost constant in the loadings range 0.5 − 2.6 𝑚𝑔/𝑐𝑚2  𝐼𝑟𝑂2 , while the 

polarization resistance, taken as the difference between the extrapolated low 

frequency intercept and the high frequency intercept on the real axis, does not 

significantly change with 𝐼𝑟𝑂2 loadings. To conclude, below this threshold value 

the performance of the cell drops quickly and the anode tends to degrade rapidly. 

Hence a conductive support is needed to keep a good level of performance. 

In another work Rozain et al. [132] deepened the influence of iridium oxide 

as anode catalyst layer in PEMWE by studying the applicability of micro-sized 

titanium particles as support of 𝐼𝑟𝑂2  particles in the low loading range (<

0.5 𝑚𝑔 𝑐𝑚2⁄ 𝐼𝑟𝑂2) in order to increase the electronic conductivity of the anodic 

catalytic layer. The electrochemical properties of the 𝐼𝑟𝑂2/𝑇𝑖  catalyst were 

investigated in a 25 𝑐𝑚2  PEM electrolytic cell with 50 𝑤𝑡.%𝐼𝑟𝑂2/𝑇𝑖  anodes 

containing iridium oxide loading ranging from 0.1 to 0.7 𝑚𝑔/𝑐𝑚2 through the 

application of CV, EIS and recording polarization curves at 80°C and atmospheric 

pressure. Regarding EIS measurements, the tests were carried out with DC current 

level between 0.04-2.00 𝐴/𝑐𝑚2  in the frequency range 10𝑘𝐻𝑧 − 200𝑚𝐻𝑧 . 

Experimental impedance spectra were fitted using a simple equivalent circuit 

(L+Rohm+R1//Q1+R2//Q2) where the high frequency equivalent circuit R1//Q1 is 

attributed to reactions occurring at the cathode, and the low frequency equivalent 

circuit R2//Q2 is attributed to anodic reactions. 

The electrochemical investigation with EIS and i-V curves showed that for 

𝐼𝑟𝑂2 loadings below 0.25𝑚𝑔/𝑐𝑚2 the addition of titanium particles to the catalyst 

layer improved the performance with respect to unsupported iridium oxide. This 

was valid whether they had same or different loadings. However, increasing the 

loadings when 𝐼𝑟𝑂2/𝑇𝑖 catalyst is used could cause increment of voltage, probably 

related to the thicker catalyst which introduces mass transport limitations. These 

results are interrelated with charge transfer kinetics and ohmic resistance of the 

catalyst layer. At low current density, the voltage drop due to the ohmic resistance 

of the cell is negligible whereas charge transfer effects are dominant; at high 
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current density, charge transfer resistance are small, and the voltage drop due to 

the internal cell resistance is predominant.  Therefore, when 𝐼𝑟𝑂2  loadings are 

below 0.25𝑚𝑔/𝑐𝑚2 ,  titanium particles enhanced the electrocatalyst activity 

(more active sites) and ohmic losses because they favoured an intimate electrical 

contact between the catalyst layer and the current collector (hence improved 

electronic conductivity). Meanwhile, with higher loadings the addition of titanium 

particles determined a thicker catalyst layer which in turn caused the increase of 

the electronic resistance of the catalytic layer. However, the positive effect of 

titanium particles found an explanation in SEM and CV: meanwhile small particles 

are embedded within the catalyst layer, the bigger ones are found to protrude from 

it, penetrating inside the porosities of the current collector; this contributed to 

improve the electronic contact between the catalyst layer and the current collector, 

facilitating the electron transfer hence optimizing the number of active sites [132].  

To evaluate the stability of 𝐼𝑟𝑂2/𝑇𝑖 catalyst- the titanium particles in the 

long-term can oxidize increasing the electrical resistance- they also performed two 

different ageing-tests.  The durability test performed with a PEM electrolytic cell 

using IrO2/Ti as anode material demonstrated a good stability of the MEA over 

1000 h of operation. Using such a low IrO2 loading (0.1 mg cm-2IrO2), the 

degradation rate measured at 1 A cm-2 was reduced from 180 μV h-1 

(measurement made on pure IrO2 anode) down to only 20 μV h-1 for the 50 wt.% 

IrO2/Ti anode [131] A detailed analysis of the electrical properties of the PEM 

cells during these ageing tests revealed that three main different electrical factors 

contribute to the degradation of MEA performances: the purely ohmic resistance 

of the cell, the charge transfer resistance of the anode and the capacity measured at 

low frequency (this capacity is related to the electrochemically active surface area 

of the electrodes).  The ohmic resistance during the operation at 60°C remained 

stable or slightly decreased (probably due to membrane thinning) while at 80°C 

both the ohmic resistance and the charge transfer resistance increased linearly with 

time. Their degradation was attributed to the oxidation of the titanium current 

collectors and the resulting increase of the contact resistance between this material 

and the catalyst layer. The capacity measured at low frequency instead decreased 

quickly during the first hours of operation and then reached a constant value; this 

behaviour was attributed to the stress produced by oxygen nucleation within the 

porous catalyst layer, by bubbling and by erosion of the catalyst particles by water 

flowing [132].  

Lettenmeier et al. [133] did ageing tests on 8-cell stack having MEA from 

different suppliers operating up to 4 A/cm2 for more than 750h in a 120cm2 PEM 
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electrolyser stack. All MEAs had the same membrane Nafion 115 but different 

anode and cathode catalyst loadings.  

The electrochemical characterization was performed recording i-V curves 

and EIS measurements with additional post-mortem analysis with SEM and AFM. 

EIS tests were executed at different current densities (0.025 − 0.35 𝐴/𝑐𝑚2) from 

1kHz to 100mHz on each cell of the stack before and after the ageing tests. The 

EEC used to simulate the impedance data consisted of ohmic resistance in series 

with two 𝑅𝑐𝑡/𝐶𝑃𝐸. The element 𝑅1 represents the ohmic resistance while the two 

R/CPE elements model the features of HF and LF impedance spectra. The meaning 

of the two R/CPE circuits finds different possibilities in the literature. If the 

interpretation given in PEM fuel cell is considered, the HF arc is attributed to the 

HER at the cathode whereas the LF arc corresponds to the oxygen evolution 

reaction taking place at the anode. Another interpretation of other groups associates 

the HF arc with charge transfer processes combined with double layer effects of 

electrical and/or ionic conductive materials and oxides in the active layer[133]. The 

latter is supported by Lettenmeier et al. due to the negligible dependence of the HF 

feature on current density and linear behaviour of the resistance. Polarization 

curves and impedance spectra were recorded before (T1) and after (T2) operating 

at 2 𝐴/𝑐𝑚2 for ca. 500 h, and after 250 h at 4 𝐴/𝑐𝑚2 (T3). 

 

Figure 5.16 Protocol of measurements of the 8-cell 120 cm2 stack: a) Input 

current density; b) Output stack potential. EIS was measured at the time steps T1, 

T2 and T3 of the protocol [133]. 
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For all MEAs it was found that the cell voltage decreased during the testing 

period. The picture below shows that for all MEAs the efficiency is improved 

because the voltage decreases over time.  

 

Figure 5.17 E cell of all cells measured at 2 𝐴/𝑐𝑚2after T1, T2 and T3 [133]. 

From a deeper analysis of cell 7, it was found that the ohmic resistance 

decreased over time whereas the charge transfer resistance increased. The 

explanation of lower ohmic losses is related to the applied current density (the 

percentage of decrease increased with increasing operating time) and the increment 

of activation losses is ascribed to loss in the electrocatalytic properties supported 

by XPS measurements of DI water resin of the anodic water cycle. Concluding, 

current density and operation time had an impact on the performance of the PEM 

electrolyser. The operation at high current density reduced the ohmic drops but 

long-term operation caused a degradation of the anode. This is supported by post-

mortem analysis of the MEAs (SEM and AFM) and water resin (XPS) which 

revealed a current dependent loss of ionomer and catalyst material in the anode . 

[133] 

Lettenmeier et al. [134] worked on the development of a titanium MPL 

(macro-porous layer) produced by vacuum plasma spraying (VPS) on the current 

collector of PEM electrolysers. The aim of the macro-porous layer is to increase 

the contact surface with the catalyst while improving the water/gas management 

through a gradient of pore sizes. They found that it enhances the efficiency when 

operating at high current density by reducing the contact resistance between anode 

catalyst layer and the current collector of around  20 𝑚Ω𝑐𝑚−2, thus improving the 



EIS basics 

213 

activation losses and the reactant/product management. The electrochemical 

characterization (polarization curves and EIS tests) was performed on a 25 𝑐𝑚2 

single PEM electrolyser cells- with a N115 membrane, Ir-based anode and Pt-based 

cathode- using the porous titanium disc as current collector with and without MPL 

at 85°C and atmospheric pressure. EIS measurements were realized at different 

current densities between 0.08 𝐴/𝑐𝑚2 and 1.2 𝐴/𝑐𝑚2  in a frequency range of 

10𝑘𝐻𝑧 − 2𝑚𝐻𝑧. 

 

Figure 5.18 Polarization curves of a PEM electrolyser single cell with and 

without MPL [134]  

The EEC used to fit the experimental data consisted of a resistance 𝑅1 -

associated to the interconnecting elements and membrane- in series with three 

R/CPE circuit elements modelling the three arcs appearing in the impedance 

spectra. The circuit element 𝑅2/𝐶𝑃𝐸2 models the HF loop related to the interface 

between MPL and the catalyst layer/ionomer. Meanwhile 𝑅3/𝐶𝑃𝐸3 and 𝑅4/𝐶𝑃𝐸4 

simulate respectively the OER and the mass transport limitation effects. A 

comparison between impedance spectra measured with and without MPL showed 

that at high current densities with MPL there is a decrease of 𝑅1 and 𝑅2 , thus of 

the HF loop, whereas the middle arc representing the kinetics of the oxygen 

evolution reaction is unvaried. The LF loop did not show a clear trend. Hence, the 

improvement obtained adding the MPL at high current density is confirmed by EIS 

results. 
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Siracusano et al. [135] studied the electrochemical behaviour of a sulfonated 

polysulfone membrane in a single PEM electrolyzer by linear sweep voltammetry, 

electrochemical impedance spectroscopy, chrono-amperometry and gas cross-over 

measurements. The results were compared to those obtained with a PEMWE based 

on a Nafion 115 reference membrane in order to assess the suitability of SPSf 

membranes for this application[134]. Both SPSf membrane and Nafion 115 

membrane were characterized by same active area of 5 𝑐𝑚2 and same catalysts 

with same loadings of 2.5 𝑚𝑔 𝐼𝑟𝑂2/𝑐𝑚
2 for the anode and 0.4 𝑚𝑔𝑃𝑡/𝑐𝑚2 for the 

cathode. A comparison of the polarization curves for the electrolysis cells based on 

SPSf and Nafion 115 membranes at 80°C and atmospheric pressure showed that 

the cell equipped with Nafion 115 membrane had at 1.8V slightly higher 

performance (15%) than that of SPSf. This result is verified by EIS test in 

potentiostatic mode performed at 1.5V and 80°C and atmospheric pressure. 

Impedance spectra have been fitted with an equivalent circuit consisting of two 

(RQ) elements- representing HER and OER respectively- in series with the ohmic 

resistance 𝑅𝑠  associated to the electrolyte. Both membranes had similar ohmic 

resistance, but Nafion membrane showed a lower polarization resistance probably 

due to a better electrode-membrane interface. This is reasonably related to the 

presence of Nafion ionomer dispersed in the catalytic layer of the electrodes, which 

makes the kinetics process faster because it extends the three-phase reaction zone. 

SPSf membrane is considered a valid alternative to Nafion 115 because, even if 

Nafion 115 has shown slightly better performance due to higher proton 

conductivity and improved electrode-membrane interface, their behaviour is 

comparable. Moreover, other tests such as chrono-amperometric and hydrogen 

cross-over tests demonstrated that SPSf has good stability and a lower permeability 

to gas cross-over with respect to Nafion 115, making this type of membrane very 

promising for the application in high pressure PEM electrolyzers[135]. 

Siracusano et al. [136] investigated in a PEM electrolyzer a composite 

Nafion-Sulfated Zirconia ( 𝑆𝑍𝑟𝑂2 ) membrane at different temperatures. Its 

performance was compared to a commercial Nafion 115 membrane of similar 

thickness. Both membranes were characterized by same active area of 5 𝑐𝑚2 and 

same catalysts with same loadings of 2.5 𝑚𝑔 𝐼𝑟𝑂2/𝑐𝑚
2  for the anode and 

0.4 𝑚𝑔𝑃𝑡/𝑐𝑚2  for the cathode. Nafion membranes decrease their proton 

conductivity at temperature above 100°C. Therefore, incorporation of sulfated 

zirconia has the aim to enhance its performance under thermal and water 

management point of view, as its use in fuel cells has demonstrated. In the 

polarization curves at 80°C and atmospheric pressure it is observed a slightly 
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different trend between these two different membranes: at low current densities 

Nafion 115 showed better performance whether Nafion-Sulfated Zirconia 

performed better at high current densities. These results were consistent with the 

findings of the EIS test performed at 1.5V and 80°C. From impedance spectra it is 

found that ohmic resistance of the cell with the composite membrane had lower 

values (this explains better performance at high current densities where ohmic 

losses are dominant); instead, the polarization resistance for the cell with bare 

Nafion was characterized by lower values so better performance in the activation 

region of the polarization curve. The lower ohmic resistance for the composite 

membrane is ascribed to the higher humidification level gained with the addition 

of sulphated Zirconia, whether lower polarization resistance of bare Nafion is 

related to better catalyst-electrolyte interface. Further, electrochemical 

characterization at 100°C showed in general better performance of the Nafion-

SZrO2 membrane, essentially because sulfated Zirconia promoted higher 

hydration level determining a decrease of the ohmic resistance; instead, Nafion 115 

showed some hydration constraints appearing in the Nyquist plot as a linear slope 

at high frequencies. In conclusion, composite Nafion-SZrO2 membrane showed 

better performance principally related to an increase of proton conductivity due to 

better hydration but it required enhancement of the catalyst-electrode interface 

affected by the formation of agglomerates which may reduce the adhesion of the 

catalytic layer on the composite membrane[136]. 

Su et al. [137] investigated the feasibility of using the catalyst sprayed 

membrane under illumination (CSMUI) method to prepare low noble metal loading 

MEAs for PEM water electrolyser. The electrochemical and physical 

characterization of the MEAs was performed by I-V curves, electrochemical 

impedance spectroscopy (EIS) and scanning electron microscopy (SEM). It was 

found that MEA with noble metal loading (NML) of 0.38 𝑚𝑔/𝑐𝑚2  had lower 

ohmic resistance and negligible mass transport limitations. SEM and EIS 

measurements revealed that the MEA with low NML has very thin porous cathode 

and anode CLs that get intimate contact with the electrolyte membrane, which 

makes a reduced mass transport limitation and lower ohmic resistance of the 

MEA[136]. They also investigated the influence of the ionomer content in the 

anode catalyst layer using the MEA with low NML of 0.38 𝑚𝑔/𝑐𝑚2, suggesting 

that the optimal Nafion content in the anode was 5wt.%. Finally, the durability test 

showed that MEA with low NML of 0.38 𝑚𝑔/𝑐𝑚2 and 5wt.% Nafion content 

exhibited good stability in water electrolysis and at a current of 1 𝐴/𝑐𝑚2  its 
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voltage remained at 1.60 V without significant degradation during the 122 h of 

testing[137]. 

Siracusano et al. [138] studied the performance of a 5cm2 PEM electrolysis 

cell through polarization curves and electrochemical impedance spectroscopy at 

different temperatures and catalyst loadings. The results from EIS measurements 

were obtained by fitting the experimental data to an ECM made of a series 

resistance- reflecting ohmic phenomena- and two RQ components associated to 

faradaic processes. The investigation of different cathode loadings consisted of 

polarization curves at 80°C coupled with EIS tests under voltage control at 1.5V. 

They observed that polarization curves, with constant anode loading but different 

cathode catalyst loading, overlap at all current densities, meaning that the cathode 

loading has no influence on the cell performance. Instead, its effect is visible on 

the Nyquist plots in which are evident two overlapping semicircles; the one 

appearing at high frequency is attributed to the cathode because as the cathode 

loading increases the resistance of the HF arc decreases considerably. On the other 

hand, the arc occurring at low frequency is attributed to the anode since it has a 

higher polarization resistance, which does not change with the cathode loading 

variation. Meanwhile, when the anode loadings is reduced, the polarization 

resistance at low frequency increases; this reflects in the polarization curves with 

an increase of voltage at low current densities, which in turn has an influence also 

at high current density. The study at different temperatures showed that the slope 

of the polarization curves increases as the temperature decreases. Also, it is 

observed that the anode benefits much more than membrane from the increase of 

temperature. Finally, they concluded with a 1000-h durability test carried out at 3 

A/cm2. The test showed a degradation rate of 20 𝜇𝑉/ℎ  and the anode was 

identified to contribute to the degradation behaviour since its polarization 

resistance showed a substantial increase. 

Suermann et al [139] proposed an approach to underline degradation 

mechanisms by using different electrochemical methods including polarization 

curves and EIS measurements. They suggested that there is an apparent 

degradation rate coming from the anode, which can be recovered by applying lower 

potential. Instead, real degradation is related to ohmic and mass transport 

overpotential occurring at higher current densities and for longer operating times. 

The degradation test, called constant current test, is performed at 60°C and ambient 

pressure at two different current densities, 1A/cm2 and 4A/cm2.  The CC test last 

for each constant current density 270 hours, and during the total measurement time 

electrochemical characterization- iV-curves, EIS measurements under 
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galvanostatic mode, current interruption- is performed each 30 hours; hence, each 

30h CC test has two electrochemical characterization, one at the start and the other 

at the end.  The degradation rate is calculated taking the value obtained at the start 

of each 30h CC test phase. Another degradation rate is calculated using the end 

values. The degradation rate based on the start values are considered as the real 

degradation whereas those obtained with the end values include parts of apparent 

degradation. It is found that the degradation rate of the 4 A/cm2 sample is higher 

than those of the 1 A/cm2 sample with 10𝜇𝑉/ℎ. Moreover, degradation rate for 

the 1A/cm2 sample is mainly due to apparent degradation, hence to the activation 

overpotential. Concerning the 4A/cm2 sample the degradation rate is related to real 

degradation, thus to ohmic overpotential. These findings are consistent with the 

EIS results. While the ohmic resistance stays almost constant for the 1A/cm2 

sample at least up to EIS current densities of about 1A/cm2, an increase is 

measured for the 4 A/cm2 sample. They suggested that the increasing HFR could 

be caused by cationic contamination of the membrane, dissolution and re-

precipitation of the iridium within the membrane or rather by an increase in the 

interfacial contact resistances between the titanium PTL and the anode and/or the 

flow field [50].  The difference between the high frequency intercept and the low 

frequency intercept with the real axis shows a moderate increase for the 1A/cm2 

whereas the increase is substantially significant for the 4A/cm2 sample. Therefore, 

it is verified that at 1A/cm2 the degradation concerns the anode, whereas it is 

attributed to the membrane at 4A/cm2. 

Aßmann et al [140] proposed an accelerated stress test protocol for the 

evaluation of the PEMWE efficiency and durability. The aim of this type of test is 

to accelerate the degradation mechanisms by stressors such as high current density, 

dynamic operation, and shutdown modes. The first step is to individuate the main 

degradation mechanisms; these are the anode catalyst dissolution, membrane 

chemical decomposition, and formation of semiconducting oxides on the metal 

components [140]. Each of these mechanisms is sensible to a determine stressor. 

The high current density (>1A/cm2) is the most dominant stressor; the use of EIS 

test confirms that the membrane shows degradation processes when higher current 

densities are applied. A visible reduction of the ohmic resistance is measured, 

which is linked to the thinning of the membrane. The latter is caused by a loss of 

ionomer in the anode catalyst layer. Another cause of performance loss at constant 

current density is the formation of Ti oxides on the anode Ti-PTL. Other stressors 

are dynamic operation and shutdown process. Both lead to the corrosion of Pt/C 

catalyst and to agglomeration of the Pt nanoparticles [140]. Generally, the 
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degradation rate obtained during dynamic operation is lower compared to the 

degradation rate under constant operation. They suggested that the ASTs 

(accelerated stress tests) for PEMWE should include: 

• nominal current density operation 

• high current density operation, affecting the ionomer content in the 

anode catalyst layer and membrane, and the Ti-PTL. 

• Load cycling, causing degradation of the cathode catalyst layer 

• Shutdown process, having an impact on the cathode components. 

They concluded that it is also necessary not only to individuate and 

understand the degradation mechanisms but also to establish a standardized 

PEMWE testing hardware for the development of ASTs and evaluation of cell 

components [140]. 

Alia et al [141] evaluated the anode catalyst losses at low loading and 

intermittent operation. They observed higher durability losses at low catalyst 

loading. On the other hand, dynamic operation determined an acceleration of the 

anode degradation. It is noticed a decreasing of the kinetic performance and an 

increase of the polarization resistance, both linked to the thinning and deterioration 

of the anode catalyst layer. Hence, it is suggested that the electrolysers’ 

performance are affected by low catalyst loading and intermittent inputs like 

renewable source. As a consequence, there is the need of developing components 

and system controls able to limit these performance losses. 

Rakousky et al [142][141] investigated the durability of a PEM water 

electrolysis cell over 1000h at 80°C and 2A/cm2. Before, during and after the 

measurement period EIS tests and polarization curves were recorded. They 

observed an average degradation rate of 194 𝜇𝑉/ℎ  which accounts for both 

reversible and irreversible degradation. Using the results of EIS, it is seen an 

increase of the ohmic resistance from 131 to 157 𝑚Ω𝑐𝑚2  corresponding to a 

voltage increase of 52 mV. From the evaluation of the polarization curves obtained 

during the long term test at 2A/cm2 it is found that of 159 mV increase, 17% 

(24mV) is caused by the electrode degradation and the remaining 83% (129mV) 

arises from the total resistance, which takes into account membrane resistance and 

contact resistances, including the electric resistance of the Ti-PTL. This rise of the 

total polarization has been assumed to derive from the oxidation of the Ti-PTL. 

This is experimentally validated using a second cell assembled using Pt-coated Ti-
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PTL, that determined a reduction of the degradation rate up to  12 𝜇𝑉/ℎ within a 

period of 380h. 

Siracusano et al [143] investigated a set of MEAs, already used for 3500-

5700 h in a PEM electrolyser, through EIS measurements and physio-chemical 

techniques such as SEM, TEM and EDX (energy dispersive X-ray). The MEAs 

used had same basic components and active area (8cm2) but they were prepared 

according to different hot-pressing procedures. All MEAs were run at constant 

current of 1A/cm2 and 55°C and the degradation rate was 3.3 𝜇𝑉/ℎ . EIS 

measurements were gained at different current densities and at the end series 

resistance and polarization resistance are obtained. There was a progressive 

decrease of the polarization resistance with increasing applied current densities, 

according to the enhancement in reaction kinetics. However, with prolonged 

operation, at same current density it is observed an increase in the polarization 

resistance. On the other hand, the series resistance decreases, due to membrane 

thinning as assessed by SEM. TEM images of anode and cathode showed that there 

is an increase of particle size and agglomeration in both sides of the MEA. 

Moreover, EDX showed Ru dissolution and also the presence of Fe and Ti 

impurities in the anode, and a decrease of fluorine in the cathode. In conclusion, 

the main sources of degradation are listed: presence of impurities which affects 

ionic conductivity and membrane/ionomer degradation; Ru dissolution; Ti plate 

degradation, related to the release of fluoride species; decrease of ionomer content; 

membrane thinning and changes in the catalyst/membrane interface, which may 

affect hydrogen cross-over. 

5.2. EIS measurements 

5.2.1. EIS test equipment and set-up 

In order to perform EIS measurements, it is necessary to have: 

• Potentiostat/Galvanostat or a load bank 

• Frequency response analyser, FRA 

• DC power supply 

In Figure 5.19 a schematic EIS measurement configuration shows the 

connection between potentiostat, FRA and WE cell.  
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Figure 5.19 Schematic EIS measurement configuration[116]. 

AC impedance measurements are usually performed by a four-electrode 

measurement configuration with a working electrode, a counter electrode and two 

reference /sense electrodes[115]. The WE is the anode (positive electrode), to gain 

measurements of the current passing through the cell; the CE is the cathode 

(negative electrode), to provide a voltage or current to drive the cell and the two 

RE (RE1 and RE2), anode and cathode, to measure the voltage difference between 

two reference electrode points within the cell. Therefore, a two-wire configuration 

is performed. 

To gain meaningful data from the EIS experiment, reducing as much as 

possible stochastic and bias errors, it is necessary to pay attention to some 

important specifications reported in [115]. In particular:  

• the test set-up should be connected in such a way as to avoid 

measuring parasitic current flowing into the load 

• the immediate vicinity of the test set-up should be free of 

electromagnetic sources to avoid interference with the EIS 

measurement 

• low-inductance cables should be used thus they should be shielded, 

twisted around each other and as short as possible 

• cross sections of the CE and WE should be instead as large as 

possible. 

In the EIS experiment, the electrochemical system considered is perturbed 

with an input signal and the response is measured as an output signal. There are 
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two options for controlling the perturbation to measured system: one is to control 

the current perturbation then record the voltage response from the system 

(galvanostatic mode), the other is to control the voltage perturbation then record 

the current response (potentiostatic mode) [116]. The working principle for a 

current control measurement, described below, is equivalent to that of voltage 

control with the only exception of constant DC value (in this case is a voltage), and 

input and output signals which are inverted, thus voltage and current respectively. 

When the leads are all connected, the electrical load is set to a DC constant current. 

The FRA will generate an AC current perturbation and interrupt the cell through a 

Potentiostat. The response to the interruption from the cell will enter into the FRA 

for analysis to obtain the AC impedance spectra [116]. The ratio of the frequency 

spectra of the response (output) and that of the perturbation (input) gives the 

impedance in galvanostatic mode and the admittance in potentiostatic mode. 

Hence, the complex impedance or admittance can be obtained at the measured 

frequency by dividing the response by the perturbation. This procedure is repeated 

again and again, with the frequency of the stimulus swept across the frequency 

range within the capabilities of the FRA [116] . In this way, it is possible to gain 

the full impedance spectrum of the electrochemical system under study. 

It is necessary to pay attention to the perturbation amplitude. This needs to 

obey linearity as discussed before, thus it is required a small amplitude of the 

perturbating signal. However, too low value will result in an unacceptable signal-

to-noise ratio making it difficult for the FRA to distinguish between the actual 

response and the noise arising from random excitations. The figure below from 

Malkow T et al. [115] lists all the parameters to set up with their recommended 

value/range.  
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Figure 5.20 Input parameters and settings for the EIS instrument [115] . 

The AC impedance spectrum is graphically represented by the Nyquist plot. 

Another type of plot is the so called Bode plot. These graphs show the tests output 

parameters gained from the EIS measurement. 

 

Figure 5.21 Output parameters for the EIS measurement [115] 
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5.2.2. Measurement modes 

AC impedance spectroscopy foresees two methods to execute the impedance 

measurements; these are the potentiostatic mode and the galvanostatic mode. Each 

mode involves advantages and drawbacks and depending on the application one 

can result more adequate than the other. In general, the differences in the obtained 

results are almost invisible to be considered negligible [144] .  

With the potentiostatic mode in the operating WE cell an AC voltage 

perturbation signal is imposed and the response of the system is a current[144]. 

This method allows to use the whole spectrum provided by the FRA/potentiostat 

but it should be pay attention to the amplitude of the stimulus for two fundamental 

reasons. The amplitude must not exceed the maximum current tolerable by the 

potentiostat otherwise this can drift to an overloading of the cell. Moreover, the 

amplitude chosen must ensure the linearity of the current response [144]. This 

explains the recommended amplitude value of the stimulus between 5 − 15 mV 

[115]. However, electrolytic cells have lower impedance value (≈ 1Ω) thus even 

small impedance voltage perturbations may lead to large currents; this may affect 

negatively the signal-to-noise ratio. When measuring the impedance spectrum in 

potentiostatic mode the frequency is usually swept in a range between 100kHz and 

1mHz, and the points per decades are generally 10. Potentiostatic measurements 

are carried out at different DC voltage levels to have a better representation of the 

phenomena occurring during the operation of the electrolytic cell. Rozain and 

Millet [126] performed EIS measurements in the potentiostatic mode at different 

DC voltages ( 1.4 − 1.8V ) in the 100 kHz − 1mHz   frequency range to 

characterize a 23cm2 PEM water electrolysis cell made of Nafion as solid polymer 

electrolyte, iridium oxide as anodic catalyst and carbon-supported platinum as 

cathodic catalyst. Dedigama et al. [128] performed EIS characterization of a 

PEMWE of 28 cm2 in a constant potentiostatic mode in a frequency range between 

100kHz − 0.1Hz by frequency sweeping in the single sine mode with amplitude 

of 10mV and 5 frequencies per decade. Siracusano et al. [138] studied a  5 cm2  

PEM electrolytic cell at 1.5V and 1.8V in the frequency from 100kHz − 100mHz 

with an AC amplitude pk-pk of 10mV. 

With the galvanostatic mode the perturbation signal applied is an AC current 

which spans the cell and hence the response of the system is a voltage [144]. In 

general, this method is characterized by a frequency range between 200 kHz  and 

2mHz; moreover, it has the advantage of larger perturbation current amplitude 

without determining a relevant change in the cell voltage; therefore, it allows a 
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better control of the current across the cell. In fact, the amplitude value of the 

current perturbation determines a voltage response of mV, which is tolerated by 

most instrumentations. Moreover, higher current perturbation improve the signal-

to-noise ratio so the EIS measurements are more accurate. Nonetheless, the 

amplitude of the stimulus is still critical because the response needs to be within 

the linear regime. In general, it is recommended a value around  0.5 − 5% of the 

DC value[115]. However, at high current densities, the cell voltage is unstable and 

this instability could impair the accuracy of the AC impedance measurement, 

especially for low-frequency measurements. Elsoe et al. [129] chose a frequency 

range of 100kHz − 0.01Hz , 24.5 mA/cm2  AC amplitude, and 12 points per 

decade for the galvanostatic mode measurement of a PEMEC with active electrode 

area of 2.89 cm2 at 0.07, 0.35, 0.69, 1 A/cm2. van der Merwe et al. [26, 38] made 

impedance measurements on a 25 cm2 PEM electrolyser in galvanostatic mode 

with a frequency range of 200 mHz to 200 kHz.   

5.2.3. Test procedure 

The EIS measurements are carried out with the Energy-Lab XM System Energy-

Lab XM System provided by AMETEKSI with Solartron Analytical brand coupled 

with the software XM-studio ECS. The device consists of a PGSTAT 

potentiostat/galvanostat, an internal 2A booster and the frequency response 

analyser, FRA. The system is controlled through the software XM-studio ECS. The 

Potentiostat/galvanostat enables to perform experiment on the cell. When used on 

its own it is able to run many types of DC tests, while combined with the FRA it 

can also measure impedance. It records data with maximum rate of 1M 

samples/second and it is able to work in a voltage range of ±8V up to ±300mA 

and 1MHz bandwidth. The internal power booster is used to enhance the capability 

for testing higher power electrochemical systems, and it is characterized by a 

maximum output of ±8V/±2A. The FRA allows impedance measurements, it can 

generate and analyse AC waveform with good accuracy over its range of operation 

over its full frequency range 10μHz − 1MHz. 
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Figure 5.22 Energy-Lab XM System. 

The test procedure foresees in order:  

• the wire connection between the cell and the ModuLab XM,  

• the creation of the project in the XM-studio software including the 

setting of the test input parameters, and finally  

• the experiment running. 

A proper electrode connection is required. A schematic configuration is 

reported in Figure 5.23. The potentiostat is connected to the internal booster and 

the booster is connected to the cell. The CE on the booster is connected to the 

positive terminal and the WE is connected to the negative terminal. The working 

and counter wires of the ModuLab XM are connected to the anode (positive 

electrode) and the cathode (negative electrode) respectively, while the reference 

wire is connected to both cathode and anode electrodes. 
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Figure 5.23 Schematic configuration of the connection between the cell and the 

device. 

Prior to the running of the experiment, is the creation of the project in the 

XM-studio ECS software. This enables to run different experiments named steps: 

DC voltage control, DC current control, impedance voltage control and impedance 

current control. The focus of this work is the characterization of the electrolytic 

cell with the impedance spectroscopy technique thus the steps chosen are the last 

two: Impedance Voltage Control and Impedance Current Control. 

 

Figure 5.24 Types of experiments in the XM-studio ECS software. 

For each step category there is a list of step types among which making the 

choice. For the impedance voltage control Potentiostatic impedance is selected 

while for the impedance current control the Galvanostatic impedance. These 
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represent the two EIS measurement modes performed in this work. Steps are 

similar for Galvanostatic and potentiostatic cases that is brought in Figure 5.25 

 

Figure 5.25 Possible step types for galvanostatic impedance. 

For each EIS measurement mode the first step is the definition of the 

experiment Setup item consisting of different fields, in particular Hardware 

Requirement and Cell Setup.  The Hardware Requirement specifies the hardware 

and connection configuration for the experiment while the Cell Setup some 

specification about electrochemical cell such as the electrode active area, the type 

of reference electrode, density and equivalent weight. 

 

Figure 5.26 Hardware requirements and cell setup example 

Thereafter, there is the definition of the test inputs for both the impedance 

experiments. These are defined into two fundamental sub-screens: 

• Scan Setup: this sub-screen specifies values associated with the 

excitation signal that is applied to the cell. 
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• Impedance Setup: it specifies the frequency range to be tested since the 

system superimposes a frequency, or a range of frequencies, on top of 

the DC scan that has been specified from the Scan Setup. 

The Impedance Setup contains several fields to specify as shown in the 

Figure 5.27. In the Technique the frequency sweep- consisting of a single sinewave 

swept from the start frequency to the end frequency- is chosen as the type of the 

AC stimulus. Other possibilities are the single frequency where a single sinewave 

is applied to the cell at a fixed frequency or the multi-sine where multiple 

sinewaves, according to a Fast Fourier Transform, are swept from the start 

frequency to the end frequency. A set of parameters that are set for our experiments 

are brought in Figure 5.27 

 

Figure 5.27 Impedance setup. 

The amplitude defines the RMS amplitude of the AC signal, maintained at a 

fixed level during the step. This value is specified in absolute terms without 

reference to any other values, therefore in both potentiostatic and galvanostatic 

tests the absolute field is selected. As discussed in the previous section, the 

amplitude of the stimulus must be carefully chosen to ensure the linearity of the 

system response but also to provide a reasonable signal-to-noise ratio. Since the 

Frequency sweep is selected in the frequency field there are two fields representing 

the Start Frequency and End Frequency of the sweep. Generally, the frequency 

range used is between 10−3 − 106. 
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The signal applied to the FRA can be integrated to reject noise. The effect is 

to narrow the measurement bandwidth and thus increase the signal-to-noise ratio. 

Integration increases the measurement time, so there is a trade-off between the 

accuracy you require and the measurement speed. Auto-integration can be used 

when there is uncertainty about the degree of interference generated by the cell, so 

that the integration time is adjusted automatically to obtain a specified statistical 

accuracy in the measurement result. When auto-integration is off, this field can be 

used to specify a fixed integration time. The units can be seconds or cycles, and a 

value in seconds is rounded up to cover the nearest number of whole cycles. 

The Sweep type defines the method of variation of frequency during the 

sweep. Among linear and logarithmic the latter one is chosen. Also, the number of 

measurement points per decade during a logarithmic sweep should be at least 10. 

The other field is the Scan Setup where the DC value of the stimulus is defined. 

Voltage, or potential as it is otherwise called, is always defined as a difference 

between two values. For the potentiostatic the potential has to be specified against 

no obvious reference value; there are many options but the most suitable is the vs. 

Reference where the value is specified relative to the reference voltage in the Cell 

Setup. The galvanostatic impedance do not require a referencing method. Once the 

wires are connected and the project has been created and set, the experiment is run. 

5.2.4. Data Quality 

The error structure of the measurement data plays a fundamental role in the 

modelling and fitting steps.  Particular attention should be paid to stochastic errors 

and systematic bias errors. While bias errors can be defined to be those that result 

inconsistent with the Kramers-Kroning relations, the stochastic errors can be 

consider under control by selecting suitable experimental parameters. In this 

regard, the magnitude of the perturbation should be small enough to avoid non-

linear response, minimizing stochastic errors [145]. 

The Lin-KK tool is used to check the Kramers-Kroning compliancy of the 

impedance spectra. The test result is given as residuals representing the relative 

deviation between experimental data and an ideal fitting with KK over frequency. 

Low residuals over the whole frequency range indicate a good quality impedance 

spectrum, i.e. data are not affected by noise and time- variance.  All impedance 

spectra have been evaluated with Lin-KK tool using complex-fit and RC-auto 

mode.  
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Some examples of impedance spectra with good and low quality are reported 

in the figures below. The first two show valid impedance spectra whereas the last 

one is considered invalid due to the exhibition of biased residuals, which indicates 

time-variance.  

 

Figure 5.28 Impedance spectrum with low noise and describing a time-invariant 

system. 

 

Figure 5.29 Impedance spectrum giving noisy residuals but still acceptable 

quality. 

 

Figure 5.30 Impedance spectrum with time-variant behaviour. 
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An important stage to improve the identification of the model and its 

parametrization is the data pre-processing, allowing to evaluate the quality of the 

recorded data. Data pre-processing foresees different steps, in particular data 

monitoring and filtration [117]. 

Impedance data are monitored by checking their graphical representation, 

thus Nyquist and Bode plots. These diagrams can give additional information 

especially at high frequency where artefact impedance data appear due to wires 

connected to the cell and cell windings. Electrical leads have self-inductance that 

produces a typical shape with positive imaginary values (inductive behaviour). 

In the filtration stage data points deteriorated by errors are detected and 

eliminated. Erroneous data are typically outliers, wild points, recorded data 

coinciding with the electrical grid frequency and harmonics. About the latter, it is 

known that measurements at frequencies near the power supply frequency, as well 

as to its harmonics- 50, 100, 150, 250 Hz, produce erroneous data which should 

be rejected when possible. Instead, wild points are points that do not obey the 

general behaviour of a given ensemble of points [117] . 

EIS spectra are not corrected for parasite inductive effects determined by 

wires. 

5.3. Modelling 

In this subchapter the relevant features of the impedance spectra obtained from the 

electrolytic cell are presented. Typical circuit elements used to model the 

impedance spectrum are reported. Further on, the procedure for the development 

of the equivalent circuit model (ECM) is delineated. Finally, some critical aspects 

of ECM are discussed.  

5.3.1. AC impedance spectra 

Impedance measurements on electrolytic cells can give impedance spectra with 

variable shape. In fact, impedance spectra are affected by the several operating 

parameters such as current density, voltage, temperature, pressure or relative 

humidity, or they can change according to catalysts loadings, membrane thickness, 

additional components to improve the performance and so on. In addition, some 

features of the impedance spectrum can show stronger correlation to a specific 

component within the cell or operating parameters may have a different impact 

depending on the level of ageing of the cell.  
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Generally, the impedance spectrum of an electrolytic cell consists of one or 

more semicircles, which usually can also be depressed or incomplete. Furthermore, 

sometimes it can happen that semicircles merge forming a sort of arc. These arcs 

or semicircles account for the different processes occurring inside the cell and each 

of them is characterized by a time constant.  

In the impedance spectrum usually three features are observed [144] : 

- high frequency (f>1kHz), in which double layer charging effects and 

proton transport dominate on the faradaic processes of the electrode 

response. 

- mid frequency (1Hz<f<1kHz), related to the electrochemical processes 

occurring at the electrode/electrolyte interface (so called faradaic 

processes), so OER at the anode and HER at the cathode. 

- low frequency (f<1Hz), which reflects mass transfer limitations due to 

reactants (H2O) and products (H2, O2) removal or starving in the cell. 

 

Figure 5.31 frequency range 

5.3.1.1. High frequency feature 

The high frequency region is potential independent, and it may be attributed to:  

- Distributed resistance effects in the electrolyte within the catalyst layer 

- MEA structure characteristics  
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This high-frequency feature- in case of current constrictions- is characterized by 

combined resistive and capacitive effects and it can be detected as: 

- Complete semicircle 

- Incomplete semicircle 

- Straight line at 45° angle, mostly associated to protonic conductivity 

limitations in the catalyst layer 

Generally, current constriction derives from bad contact between the 

membrane and the catalyst layer. Bad contact has many causes, principally 

correlated to the MEA characteristics (catalyst loading, ionomer content, 

fabrication method, porosity) but all converge to the same consequence, less 

efficient three phase boundary (TPB). With bad contact a two-phase boundary 

instead of the three-phase boundary occurs at the anode surface hindering the 

proton conduction in the electrolyte surface.  

The high frequency intercept of the HF feature with the real axis allows to 

determine an important parameter, the ohmic resistance 𝑅Ω, accounting for contact 

resistances between components and proton/electron transport through electrolyte 

and conductive components of the cell respectively. A change in the ohmic 

resistance value is associated to temperature and membrane hydration, as well as 

variation of the membrane thickness due to degradation issues. It should be noted 

that in this region it is possible to detect inductive effects due to connecting wires 

and cell windings that affect the impedance spectrum. 

These features- inductive effects, ohmic losses and current constrictions- are 

modelled through a series connection of different circuit elements. An inductance 

models inductive effects whether a series resistance is used to simulate ohmic 

losses. Instead, current constriction appearing as a semicircle at HF- when present- 

is modelled with a resistance in parallel with a constant phase element (CPE). So, 

the high frequency feature is simulated by a series connection of inductance, ohmic 

resistance and parallel between a resistance and a CPE. 
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Figure 5.32 CPE and resistance 

5.3.1.2. Mid frequency feature 

The mid frequency region shows a dependency on potential; in general, it decreases 

with increasing overpotential due to the rapid increase of the kinetics. It is usually 

associated to the kinetics of the anode (OER) but in some papers it is also attributed 

to the HER at the cathode. This mid frequency region appears in the Nyquist plot 

as one arc or even two more or less merged semicircles. Each of these charge 

transfer processes is modelled by a parallel of a resistance (called charge transfer 

resistance) and a CPE.  

 

Figure 5.33 charge transfer resistance and CPE 

In general, when only one arc is visible in the mid frequency region in the 

Nyquist plot (corresponding to a single peak in the same frequency range in the 

Bode plot), this is modelled with a single 𝑅𝑐𝑡||𝐶𝑃𝐸 ; instead, two merged 

semicircles with two visible peaks in the Bode plot are simulated with two 

𝑅𝑐𝑡||𝐶𝑃𝐸 in series. 
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Figure 5.34 Rct, Ran and Rcath 

The charge transfer resistance 𝑅𝑐𝑡, corresponding to the diameter of the arc, 

is associated with the charge transfer mechanism for the electrode reactions (mostly 

the OER) and it is function of temperature and potential. The constant phase 

element is mainly used rather than capacitor because by adjusting its parameters it 

allows to fit data quite well- function very useful in case of overlapping arcs- and 

moreover, it represents the imperfect nature of electrodes (surface roughness, 

irregular properties distribution, non-uniform current distribution, etc.). In any 

case, by using its parameters with maximum frequency or charge transfer 

resistance, it is possible to determine the capacitance 𝐶𝑑𝑙 as expressed in equation 

5.23. 

𝐶𝑑𝑙 = 𝑄 ∙ (𝜔𝑚𝑎𝑥)
𝑛−1 =

(𝑅𝑐𝑡𝑄)
1
𝑛

𝑅𝑐𝑡
 5.23 

The capacitance value gives some insight of the electrode properties, such as 

catalyst surface area, active sites, catalyst loading and utilization [144]. Higher 

value of the capacitance means good properties and behaviour of the electrode and 

it is graphically represented by small semicircles/arcs; in contrast, lower value is 

related to possible degradation of the electrode with consequently decreasing 

performance. 

5.3.1.3. Low frequency feature 

The low frequency feature is also potential dependent, increasing with increasing 

overpotential and it is related to mass transport limitations. Its graphical 
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representation at low frequency is generally another semicircle (finite diffusion) 

rather than a straight line or tail (semi-infinite diffusion) [144]. It is modelled with 

Warburg elements, which can be added in series to the overall  𝑅𝑐𝑡||𝐶𝑃𝐸 

modelling the mid frequency region or in series only to the charge transfer 

resistance as shown in Fig.47.  

 

Figure 5.35 Warburg elements in series with other elements 

To conclude, the number of semicircles/arcs depends on the phenomena 

occurring in the cell. When only one arc is present probably mass transport 

limitation are negligible, whereas two or three arcs -more or less pronounced and 

merged- appear in case of both faradaic and mass transport processes. 

5.3.2. Data fitting  

5.3.2.1. Qualitative analysis 

The impedance spectra are subject to a qualitative analysis. It foresees validation 

by Kramers Kroning relationships, data pre-processing and structural 

identification. The aim of the data pre-processing is to individuate and discard data 

affected by error and noise, wild points, outliers and to delete data affected by 

inductive effects as well. This first step allows to individuate the frequency range 

where impedance data are reliable. In the structural identification an inspection of 

the available complex plane plots provides the number of time constants while the 

setup of the EIS test- in this case the DC value – can give information about the 

presence/absence of transport limitations. 

5.3.2.2. Parameters initial estimation 

A first modelling with the Circle fitting option allows to have an initial estimation 

of the principal parameters such as resistances, capacitances, at high and low 

frequencies. This first approximation is useful for the CNLS fit to the model 

function obtained from the ECM. The Circle fitting method foresees two options 
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among which make a choice. The Prefit option is selected allowing to fit circles 

through three points selected in the impedance. 

 

Figure 5.36 fitting of the EIS graphs 

5.3.2.3. Model development and CNLS approximation 

The model construction and the CNLS approximation to the equivalent circuit 

model are both performed with the software. To get a good fit of the impedance 

data a multi-step procedure is carried out. 

5.3.2.3.1. ECM construction 

On the basis of the qualitative analysis of the impedance diagram the ECM is built 

using the tool available in the software of Solartron instrument. The ECM usually 

consists of a series connection of inductance, ohmic resistance and two R||CPE 

elements. 

 

Figure 5.37 Equivalent circuit example 
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5.3.2.3.2. First approximation 

ECM in Figure 5.35 is used to get a first approximation. In this step different 

parameter such as ohmic resistance R1 and charge transfer resistances R2, R3 are 

fixed using the values gained by the Circle pre-fit. The CPE has two variables as 

depicted in Fig.53; TDE represents the Q parameter of the formulas whereas 

PHIDE represents the exponent n.  

 

Figure 5.38 CPE set 

It is necessary to lock n = 1  and leave Q with its default value. Before 

running the fitting, it is necessary to set the weighting, generally modulus weight 

is preferred, and also it is important to choose points A and B, which individuate 

the range of data points to fit in the impedance spectrum. 

 

Figure 5.39 Fitting options 

Thereafter, it is possible to run the software. After the first run, n in both CPE 

is unlocked and by running again it is possible to get the first data approximation. 
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5.3.2.3.3. Analysis of obtained fitting data 

It is necessary to note that the anode reaction should occur at lower frequency with 

respect to the cathode reaction occurring at higher frequency. So, if both anode and 

cathode reactions are considered, the first Randle element should be related to 

cathode and the second one to the anode. If from the fitting the opposite is obtained 

(first Randle element to the anode and second to the cathode) it is necessary to 

restart again the fitting procedure. If the data obtained from the fitting are 

consistent with the impedance spectrum it is possible to pass to the next step. 

5.3.2.3.4. Build a new circuit adding a Warburg element 

Note that if diffusion is present, it should be accounted, hence it is necessary to add 

a Warburg element usually in parallel to the CPE, since mass transport processes 

occur in parallel to the charge transfer reaction. The Warburg element used is the 

so-called short Warburg (𝑊𝑠), it has three variables: R represents 𝑅0, T is Q and 

PHI is the exponent n.  

 

Figure 5.40 alternative ECM 

5.3.2.3.5. Get final results 

The final ECM is depicted in Figure 5.40. In this case, all the data obtained from 

the first approximation are fixed whereas in the short Warburg element 𝑅0 is fixed 

with a small value and n is locked to its default value 0.5.  

 

Figure 5.41 Warburg short circuit element 
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After the run, all the parameters are unlocked and with another running the 

final results are obtained. 

5.3.2.3.6. Ambiguities 

The application of equivalent electrical circuits as models shows several 

ambiguities.  ECMs, generally chosen a priori, do not describe the physicochemical 

properties of the system, they simply reproduce the experimental data whereas 

physical models not only reproduce but also account for the mechanism occurring 

at the interface [146]. Hence, this is an incomplete method that needs to be coupled 

with others. In fact, an EEC containing a sufficient number of elements adequately 

connected can fit closely the experimental impedance data but at the end the 

information gained are very limited because the ECM is not clearly based on the 

physicochemical processes involved in the system.  

To overcome the lack of correlation with the physics, only pre-knowledge of 

the system under study can give some hints on the choice of the circuit elements to 

get meaningful results. If it is known a priori that a specific process occurs, then it 

is possible to construct the ECM with elements that could be identified with that 

process.  

It is also important to stress out that the same impedance spectrum may be 

simulated by different circuits giving rise to difficulties in the interpretation of the 

experimental data. Orazem et a. [147] presented some examples of ambiguous 

model identification. Different equivalent circuit models- each modelling to 

different phenomena (charge transfer, adsorption, diffusion, etc.)- were used to fit 

two synthetic data samples. The results of the regression of all these models to the 

synthetic data showed that the models provided acceptable fits to the data. This 

demonstrates that the phenomena governing the system cannot be identified by the 

model giving the best fit, but a prior knowledge suggesting a reasonable model is 

required. 

Ambiguities become more relevant with system characterized by several 

processes, usually modelled with multiple time constant circuits. A circuit with n 

time constants has at least n solutions for the circuit elements. So, although the 

equation of the ECM shows a high degree of simulation for each n solutions- i.e., 

a good fit to the experimental data is achieved- the choice will fall among the most 

adequate one from a physicochemical point of view [60]. Moreover, it may happen 

that the contributions of the processes to the impedance spectrum overlap because 

their time constants are very close. Therefore, there are not visible by simple 
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inspection of the impedance diagram, thus it is not possible to consider them in the 

ECM.  

Another issue comes from the weakness of the weighting strategy in the 

CNLS approximation for the model identification. This because the real and 

imaginary part in the impedance spectra vary over many order of magnitude. 

These figures show a clear example of ambiguity in the fitting procedure. 

Different equivalent circuit models have produced a quite similar fit; all parameters 

found from the modelling have errors with same order of magnitude hence it is 

troublesome to choose among the two solutions. Trial one: 

 

Figure 5.42 fitting trial 1 

And the fitting results: 

Table 5.1 Fitting results with LR(QR)(QR)WS 

Element Sub-parameters Value Error Fitting 

L1   2,77E-06 0,34587 positive 

R1   0,036812 0,1567 positive 

CPE1 TDE 0,026114 0,53769 positive 
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  PHIDE 0,94813 0,11356 free 

R2   0,044661 0,18235 positive 

CPE2 TDE 53,878 0,37091 positive 

  PHIDE 0,93802 0,051539 free 

R3   0,36202 0,18723 positive 

WS1 R 0,12424 0,53275 positive 

  T 17,307 0,1158 free 

  PHI 0,66556 0,083576 free 

Trial 2: 

 

Figure 5.43 fitting trial 2 

And the fitting results: 

Table 5.2 Fitting results with LR(QR)(QRWS 

Element Sub-parameters Value Error Fitting 

L1   3,38E-01 0,33839 positive 

R1   0,023234 0,61119 positive 
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CPE1 TDE 0,071583 0,39248 positive 

  PHIDE 0,73087 0,14882 free 

R2   0,066253 0,24339 positive 

CPE2 TDE 29,869 0,037519 positive 

  PHIDE 0,99969 0,030631 free 

R3   0,44062 0,076312 positive 

WS1 R 0,039049 10,474 positive 

  T 19,097 0,70333 free 

  PHI 0,61451 0,56276 free 
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Chapter 6. Results 

The electrochemical characterization includes V-I (polarization) curves and 

electrochemical impedance spectroscopy under potentiostatic and galvanostatic 

modes.  Polarization curves are performed by recording the cell voltage vs. the 

imposed current density with maximum current density reached of 2 A/cm2  to 

prevent damages to the cells. 

Electrochemical impedance spectroscopy analysis is carried out using an 

electrochemical setup consisting of PGSTAT potentiostat/galvanostat (Solartron 

analytical), an internal 2A booster and the frequency response analyser, FRA, 

properly connected with the PEM electrolyser as described in the previous chapter. 

The impedance measurement is performed under potentiostatic and galvanostatic 

modes. In the potentiostatic mode the AC voltage perturbation signal is 

superimposed on the DC voltage level. The latter is selected in the range between 

0 − 1.5V  while the AC voltage is a single sinewave with amplitude of 

10 mV (RMS)  swept in the frequency range of 20kHz − 2mHz . In the 

galvanostatic mode the AC current signal is superimposed on the DC current level, 

which is selected in the range between 0 − 2000mA. The AC current is again a 

single sinewave with amplitude of 1000mA (RSM) swept in the frequency range 

of 10kHz − 1mHz . Due to the instrumentation limits, the impedance 

measurements are executed at low current densities corresponding to the system 

operation under activation control. Consequently, the impedance analysis allows 

to observe phenomena principally linked to the electrocatalyst behaviour. 

Either polarization curves and EIS tests have been performed at different 

temperature, pressure, cathode configuration and mass flow rate. Temperature is 

varied between 40°C and 80°C whereas the relative pressure range is 0.5barg-15 

barg. The cathode configuration is changed by acting on the entrance valve situated 

at the entrance of the cathode side. In the test bench both anode and cathode have 

entrance valves which allows water feeding. The aim of changing the configuration 

of the cathode is to study if there are evident differences on the performance of the 

cell under different cathode configuration. The mass flow rate is set by varying the 

chamber percentage of the recirculating pump or by changing manually the needle 

valve. Whether the recirculating pump or the needle valve is used, the mass flow 

rate introduced in the system is divided between the entrance of anode and cathode; 
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thus, both compartments have same mass flow rate considering same losses in the 

anodic and cathodic circuits. Hence, tests that use the pump have just indicated the 

pump percentage whereas in case of needle valve the mass flow rate will be exactly 

given in mL/m3. 

Tests have been performed varying one or more operating parameter, while 

keeping all the other operating parameters constant. This enables the identification 

of the several processes occurring within the PEM water electrolyser, which clearly 

have dependencies on operating parameters. Some more significant tests’ 

typologies are listed below. 

• Test performed at constant temperature with different pressure. 

Cathode open and fixed mass flow rate (imposed with the 

recirculating pump) 

• Tests performed at constant pressure with different temperature. 

cathode open and fixed mass flow rate (imposed with the 

recirculating pump) 

• Test performed at constant temperature and pressure with different 

cathode configuration. The mass flow rates is varied between open 

and closed cathode using the recirculating pump. 

• Test performed at constant temperature and pressure with different 

cathode configuration. The mass flow rate is varied between open and 

closed cathode using a needle valve. 

• Test performed at constant temperature and pressure with different 

cathode configuration. The mass flow rates kept constant and 

imposed by the needle valve. 

6.1. Cathode configuration 

This section presents the results obtained from the tests performed on the PEM 

electrolytic cell in which two MEAs- having same characteristic but different 

ageing conditions- were studied. The tests are divided in 2 categories that are based 

on the physical condition of the cathode inlet port: 

• Open cathode tests 

• Closed cathode tests 
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6.1.1. Open vs closed cathode 

6.1.1.1. Open cathode configuration 

Results gained from the open cathode tests suggest the following assumptions: 

- The HF features and the ohmic resistance are not showing a strong 

dependence on current and/or voltage, but rather they are mostly 

temperature dependent. These findings suggest that it is not related to 

kinetics processes but rather to the MEA structure. In particular, it is related 

to hinder of proton conduction which strictly depends on the characteristics 

of the membrane electrode assembly, like the presence of big catalyst 

agglomerates in the active surface of the anode or bad contact between the 

electrolyte and the anode catalyst layer [129] [148]. However, the 

attribution of the HF arc is generally troublesome. Some researchers 

attribute its origin to the HER in the cathode, others correlate this feature 

to a hinder of the proton conduction in the electrolyte, principally due to 

the MEA characteristics. 

- Considering that in the range 0-2 A (so 0-0,08 A/cm2 current density) we 

are in the activation domain and that the LF arc shows a dependence on 

current density and on voltage, it is suggested that the LF arc is controlled 

by the charge-transfer kinetics. It means that in the Nyquist plot the LF arc 

is related to both OER and HER.  

- A general improvement is observed as temperature is increased. Instead, 

pressure determines substantial enhancement at higher temperature rather 

than at lower. Moreover, it is noticed that when temperature is too high 

(>71°C) ohmic losses are increased and this is probably related to the loss 

of humidity. Increasing pressure, at least up to 5 barg, can reduce ohmic 

resistance at high temperature. 

The detail of tests are: 

6.1.1.1.1. Constant condition 

Test is performed at 60°c, imposed gauge pressure 0.5 barg, with 200 ml/min 

imposed with a needle valve with open cathode configuration. Note that with open 

cathode the real pressure in both sides of the cell is given by taking the average 

between the imposed pressure (exit of the cell) and the pressure at the heater 
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(entrance of the cell) . During closed cathode the average is taken only for the 

anode. 

The aim of the test to perform electrochemical characterization of the new cell by 

carrying out EIS measurements. The test is performed at 60°C, 0.5 barg imposed 

gauge pressure, mass flow rate of 200 mL/min with needle valve and open cathode 

configuration. Two types of EIS measurements have been used: 

- Potentiostatic test, performed at different DC value of voltage (0 V, 

0.5 V, 1 V, 1.5 V) vs Reference by varying the frequency from 100 

kHz to 0,001 Hz in single sine mode and using a sinusoidal 

excitation signal of 10 mV root mean square (rms) 

- Galvanostatic test, performed at different DC current -0 mA, 1000 

mA, 1500 mA, 2000 mA- by varying the frequency from 200 kHz 

to 0,002 Hz in single sine mode and using a sinusoidal excitation 

signal of 1000 mA root mean square (rms). 

During the test, the cell temperature was 61.5°C whereas the fluid 

temperature at the heater was 59.2°C; the real gauge pressure in both side of the 

cell was around 0.9 barg. 

6.1.1.1.1.1. Data quality assessment 

The Kramers- Kronig (KK) validation shows a general better quality of the 

measurements under voltage control, whereas those obtained with galvanostatic 

mode are affected by time variance hence higher residuals are observed. By visual 

inspection of both Nyquist and Bode plots two-time constants are individuated in 

both potentiostatic and galvanostatic tests. Hence, the ECM used to model 

experimental data consists of three elements: LR(QR)(QR). 

6.1.1.1.1.2. Modelling 

Impedance spectra under voltage control are characterized by an arc at high 

frequency and a second arc at mid-low frequency. The low frequency features 

show a dependence on voltage: as the DC value of potential increases this tends to 

reduce its diameter. Same consideration for tests performed under current control, 

i.e. the LF arc shows a dependence on the DC current and it tends to reduce as the 

current density is increased. Details are in Appendix B.  Table 0.1 
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Figure 6.1 Nyquist plot under current control at 60°C 0.5barg open cathode 

200mL/min. 

 

Figure 6.2 Nyquist plot under voltage control at 60°C 0.5barg open cathode 

200mL/min. 

6.1.1.1.1.3. Discussion 

The analysis is focused on the EIS measurements providing good impedance 

spectra. Hence, 1500 mA and 2000 mA for the galvanostatic mode and the range 

0-1.5 V for the potentiostatic mode. 

As the current increases in the range 1.5-2 A we have that at LF the charge 

transfer resistance decreases from 14.4 to 12.3 Ωcm2 and the capacitance C increase 

from 1.84 to 3.18 F, so the LF semicircle becomes smaller. Instead, the HF arc in 
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the same range is characterized by a less dependent behaviour from the current 

density since it shows very small variation of the charge transfer resistance HF 

(from 0.13 to 1.34 Ωcm2) and capacitance (0.025 F), whereas the ohmic resistance 

is almost constant around 1.69 Ωcm2. 

 

Figure 6.3 Trend of the parameters with galvanostatic mode. 

Considering the range 0-1.5 V, it is possible to notice that the ohmic 

resistance is not varying significantly with voltage (from 1.05 to 1.17 Ωcm2), 

whereas as the voltage increases it observed a decrease of the LF arc. About the LF 

arc, the charge transfer resistance decreases (from 17.4 to 10.3 Ωcm2) and its 

capacitance C increases (from 0.37 to 5.37 F). The high frequency arc shows a very 

slight decrease with voltage: in particular, capacitance is constant around 0.018 F 

while the charge transfer resistance shows lower value with higher voltage level 

(from 1.85 to 1.53 Ωcm2).  

 

Figure 6.4 Trend of the parameters with potentiostatic mode. 

6.1.1.1.2. Effect of temperature 

The test is performed at 60°C and 74°C, imposed gauge pressure 0.5barg, with 

10% by pump with open cathode configuration 

The aim of the test to perform electrochemical characterization of the new cell by 

carrying out EIS measurements to investigate the temperature effect on the cell 

impedance. The test consists of two series, first performed at 60°C and the second 
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at 74°C, both characterized by same operating conditions of 0.5 barg imposed 

gauge pressure, 10% pump and open cathode configuration. Two types of EIS 

measurements have been used: 

- Potentiostatic test, performed at different DC value of voltage (0 V, 0.5 V, 

1 V, 1.5 V) vs Reference by varying the frequency from 100 kHz to 0,001 

Hz in single sine mode and using a sinusoidal excitation signal of 10 mV 

root mean square (rms) 

- Galvanostatic test, performed at different DC current -0 mA, 1000 mA, 

1500 mA, 2000 mA- by varying the frequency from 200 kHz to 0,002 Hz 

in single sine mode and using a sinusoidal excitation signal of 1000 mA 

root mean square (rms). 

During the test at 60°C, the cell temperature was 61.3°C whereas the fluid 

temperature at the heater was 59.7°C; the real gauge pressure in both side of the 

cell was around 0.6 barg. On the other hand, at 74°C the cell temperature was 

74.2°C, fluid temperature 79°C and real gauge pressure was around 0.7 barg. 

6.1.1.1.2.1. Data quality assessment 

The KK validation shows a general better quality of the measurements under 

voltage control, whereas those obtained with galvanostatic mode are affected by 

time variance hence higher residuals. By visual inspection of both Nyquist and 

Bode plots two time constants are observed in both potentiostatic and galvanostatic 

tests. The ECM used is LR(QR)(QR). 

6.1.1.1.2.2. Modelling 

Impedance spectra under voltage control are characterized by an arc at high 

frequency and a second arc at mid-low frequency. The low frequency features 

shows a dependence on voltage: as the DC value of potential increases this tends 

to reduce its diameter. Same consideration for tests performed under current 

control, i.e. the LF arc shows a dependence on the DC current and it tends to reduce 

as the current density is increased. Details are in Table 0.2 and Table 0.3. 
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Figure 6.5   Nyquist plot under current control at 60°C 0.5barg open cathode 

10%. 

 

Figure 6.6 Nyquist plot under voltage control at 60°C 0.5barg open cathode 10%. 
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Figure 6.7 Nyquist plot under current control at 74°C 0.5barg open cathode 10%. 

 

Figure 6.8 Nyquist plot under voltage control at 74°C 0.5barg open cathode 10%. 

6.1.1.1.2.3. Discussion 

Figures below show the parameters’ trend obtained from the fitting results at 

60°C and 74°C.  
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Figure 6.9 Parameters’ trend obtained from potentiostatic test at 60°C. 

 

Figure 6.10 Parameters’ trend obtained from potentiostatic test at 74°C. 

 

Figure 6.11 Parameters’ trend obtained from galvanostatic test at 74°C. 

The comparison between the 60°C and 74°C is carried out by considering 

EIS measurements in the range 0-1.5 V in the potentiostatic mode. Trends show 

that they have same behaviour as voltage increases, but two parameters-ohmic 

resistance and charge transfer resistance at HF- have different values. Ohmic 

resistance is generally smaller whereas charge transfer resistance at high frequency 

is higher at 60°C; instead, opposite behaviour is observed at 74°C. Nevertheless, 

both temperatures have similar values of the total polarization resistance and the 

other parameters do not show relevant variation with temperature.  
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Figure 6.12 Comparison of the parameters gained from potentiostatic 

measurements between 60°C and 74°C. 

Concluding, it is observed that the high frequency arc is particularly affected 

by temperature whereas the low frequency arc is less temperature dependent 

although a benefit from higher temperature is noticed. 

6.1.1.1.3. Effect of pressure 

The test is performed at T=79°C & T=71°C, with open cathode at different gauge 

pressure. The objective of the experiment is to investigate the influence of 

temperature and pressure on cell impedance through EIS measurements. The 

experiment is executed with open cathode at fixed temperature of 79°C, increasing 

the imposed gauge pressure from 1.4 barg to 7.5 barg. Then, temperature is 

decreased up to 71°C and kept fixed while imposed gauge pressure is decreased 

from 7.5 barg to 1.4 barg. EIS measurements are performed after stabilization of 
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the cell at the desired value of temperature and pressure. Two types of EIS tests 

have been used:  

- Potentiostatic test, performed at 0 DC V vs Open circuit by varying the 

frequency from 100kHz to 1Hz in single sine mode and using a sinusoidal 

excitation signal of 10 mV root mean square (rms). 

- Galvanostatic test, performed at 0 DC mA by varying the frequency from 

200 kHz to 0,2 Hz in single sine mode and using a sinusoidal excitation 

signal of 1000 mA root mean square (rms). 

Note that the real pressure in both sides of the cell is given taking the average 

between the imposed pressure and the pressure at the heater. Hence, real pressures 

are different as shown in the Table 0.4. 

Real gauge pressure is the same for anode and cathode as depicted in Figure 6.14. 

 

Figure 6.13 Cell temperature measured during the test. 

 

Figure 6.14  Gauge pressure in the anode and cathode measured during the test. 

6.1.1.1.3.1. Data quality assessment  

The KK validation shows that impedance spectra obtained under voltage 

control are characterized by residuals in the range ±1%, whereas impedance data 

gained with galvanostatic tests are affected by time variance. In Nyquist plots it is 
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observed that the shape is made of a semicircle in the HF and a second incomplete 

semicircle in the mid frequency region, corresponding to two time constants visible 

in the Bode plots. Hence, the ECM used to fit is LR(QR)(QR).  

6.1.1.1.3.2. Modelling 

Figure 6.15 and Figure 6.16 show impedance spectra obtained respectively 

at 79°C and 71°C at different gauge pressure with potentiostatic tests. The high 

frequency arc seems not affected by the pressure whereas the second incomplete 

arc bends down to the real axis with decreasing pressures. The imaginary part of 

all HF arcs at 79°C reaches a maximum at 𝜔𝑚𝑎𝑥 equal to 158.5 Hz. 

 

Figure 6.15 Nyquist plot under voltage control at 79°C open cathode at different 

gauge pressures. 

 

Figure 6.16 Nyquist plot under voltage control at 71°C open cathode at different 

gauge pressures. 
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Figure 78 and 79 show impedance spectra obtained respectively at 79°C at 

different gauge pressure with galvanostatic tests. The high frequency arc is not 

affected by the pressure as well as the second incomplete arc in the mid frequency 

region. A tail appears at lower frequencies, maybe it is an insight of a third 

semicircle. The imaginary part of all HF arcs reaches a maximum at 𝜔𝑚𝑎𝑥 equal to 

158.9 Hz. 

 

Figure 6.17 Nyquist plot under current control at 79°C open cathode at different 

gauge pressures. 

 

Figure 6.18 Nyquist plot under current control at 71°C open cathode at different 

gauge pressures. 

DISCUSSION 
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Potentiostatic tests are considered for further analysis. The impedance 

spectra shows two regions: one at high frequency and another at mid-low 

frequency. Since the EIS tests are performed using a limited range of frequency (in 

order to have a fast test), it is not possible to say much about the second region 

aforementioned. Instead, the high frequency region- represented by the semicircle- 

can be analysed because we can clearly see the ohmic resistance, intercept of the 

high frequency arc with the real axes, and the charge transfer resistance, 

represented by the intercept at mid frequency. 

The increase of pressure at 71°C has negligible effects on the high frequency 

arc; on the other hand, at 79°C it determines a relative decrease of the ohmic 

resistance (from 0.625 to 0.568 Ωcm2) as well as the capacitance (from 0.021 to 

0.019 F), and an increase of the charge transfer resistance from 0.847 to 0.983 

Ωcm2.  

Increasing temperature, considering constant pressure, has a positive effects 

on capacitance and charge transfer resistance, but it tends to become negligible as 

pressure increases. Instead, too high temperature (>71°C) causes an increase of the 

ohmic resistance probably due to dehydration effects, but this negative effects is 

mitigated by increase of pressure, at least up to 5 barg. 

In conclusion, lower pressure and higher temperature have positive effects 

on the capacitance and the charge transfer resistance (higher capacitance and lower 

charge transfer resistance), whereas ohmic resistance at high temperature (>70°C) 

benefits from higher pressure. 

 

Figure 6.19 Trend of the ohmic resistance at 79°C and 71°C. 
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Figure 6.20 Trend of charge transfer resistance and capacitance in the HF region 

at 79°C and 71°C. 

6.1.1.2. closed cathode configuration 

EIS tests performed in both modes- potentiostatic and galvanostatic- at different 

DC value have produced results in accordance with the findings of the open 

cathode tests: high frequency is current/voltage independent thus related to the 

MEA structure whereas the mid-low frequency arc is correlated to kinetics process 

due to its dependence on the current density and voltage. The details of the tests 

are: 

6.1.1.2.1. Constant condition 

The test is performed at 60°c, imposed gauge pressure 0.5barg, with 10% mass low 

rates by pump with closed cathode configuration 

The aim of the test to perform electrochemical characterization of the new cell by 

carrying out polarization curves and EIS measurements. The test is performed at 

60°C and 0.5 barg imposed gauge pressure, with closed cathode configuration and 

10% pump. Polarization curves are carried out by imposing the current and 

measuring the voltage whereas two types of EIS measurements have been used: 

- Potentiostatic test, performed at different DC value of voltage (0 V, 0.5 V, 

1 V, 1.5 V) vs Reference by varying the frequency from 100 kHz to 0,001 

Hz in single sine mode and using a sinusoidal excitation signal of 10 mV 

root mean square (rms) 

- Galvanostatic test, performed at different DC current -0 mA, 1000 mA, 

1500 mA, 2000 mA- by varying the frequency from 200 kHz to 0,002 Hz 

in single sine mode and using a sinusoidal excitation signal of 1000 mA 

root mean square (rms). 
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During the test the cell temperature was 61.5°C whereas the fluid temperature at 

the heater was 60°C; the real gauge pressure is 0.75 barg in the anode and 0.4 barg 

in the cathode. 

6.1.1.2.1.1. Data quality assessment 

The KK validation shows a general poor quality of the impedance spectra, 

especially those obtained with galvanostatic tests. Potentiostatic mode has 

produced impedance measurements with acceptable quality only in the HF range. 

The ECM used to fit experimental data is LR(QR)(QR) due to the presence of noise 

at low frequency which makes difficult to get good results. 

6.1.1.2.1.2. Modelling  

Impedance spectra under voltage control are characterized by an arc at high 

frequency and a straight line/second incomplete arc at mid-low frequency. The low 

frequency features shows a dependence on voltage: as the DC value of potential 

increases this tends to bend down towards the real axis. In fact, at 1.5 V a second 

arc is clearly visible. Same consideration for tests performed under current control, 

i.e. the shape changes as the DC value is increased. At 0mA and 1000 mA there 

are three arcs, one at HF and the others at mid-low frequency. As the DC current 

is increased up to 2000 mA the arcs become two and the LF arc tends to reduce. 

Figures below show the EIS measurements at the end of the tests at 60°C. 

 

Figure 6.21  Nyquist plot under current control at 60°C 0.5barg closed cathode 

with 10% pump. 
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Figure 6.22 Zoom of Nyquist plot under current control at 60°C 0.5barg closed 

cathode with 10% pump. 

 

Figure 6.23 Nyquist plot under voltage control at 60°C 0.5barg closed cathode 

with 10% pump. 
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Figure 6.24 Nyquist plot under voltage control at 60°C 0.5barg closed cathode 

with 10% pump. 

The analysis is performed using the results of the potentiostatic tests in the 

range 0.5-1.5 V done at the end of the test. Considering the range 0.5-1.5V, it is 

possible to notice that the ohmic resistance is not varying significantly with voltage 

(from 1.34 to 1.37 Ωcm2), whereas as the voltage increases, we have that the LF 

arc bends down to the real axis. Moreover, at LF the charge transfer resistance 

decreases, and the capacitance C increases, so the LF semicircle becomes smaller. 

The high frequency arc, characterized by Rct and C, shows a very slight decrease 

with voltage: in particular, capacitance is increased while the charge transfer 

resistance shows lower value with higher voltage level. The figures below make a 

comparison between two types of fitting, ECM and Circle fit. The high difference 

shown by these trends is probably related to the not perfect modelling of ECM fit 

to the experimental data. 
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Figure 6.25 Trend of the HF parameters at 60°C and 10%pump. 

6.1.1.2.2. Effect of flow rate I 

The test is performed at constant current density of 1 A/cm2 with 60°C, 0.5 barg, 

closed cathode imposing different mass flow rate by recirculating pump. The aim 

of the experiment is to investigate the influence of mass flow rate on cell 

impedance at fixed operating condition and with closed cathode. The test is 

performed at constant current density of 1 A/cm2 with fixed operating conditions 

of 60°C and 0,55 barg @ anode -0,44 barg @cathode and different mass flow rates 

changed by the usage of the pump from 10% to 100%. A change of the mass flow 

rate by pump causes a variation of the pressure at the heater during the experiment 

(refer to Table 0.5). 

During the experiment two types of EIS tests have been used:  

- Potentiostatic test is performed at 0 DC V vs Open circuit by varying the 

frequency from 100 kHz to 1 Hz in single sine mode and using a sinusoidal 

excitation signal of 10 mV root mean square (rms);  

- Galvanostatic test is performed at 0 DC mA by varying the frequency from 

200 kHz to 0,2 Hz in single sine mode and using a sinusoidal excitation 

signal of 1000 mA root mean square (rms). 
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6.1.1.2.2.1. Data quality assessment  

The KK validation shows that impedance spectra obtained under voltage 

control are characterized by acceptable values of the residuals, whereas impedance 

data gained with galvanostatic tests are more affected by biased behaviour. In 

general, the shape is made of a semicircle in the HF and second incomplete 

semicircle/straight line in the mid frequency region. Hence, the ECM used to fit is 

LR(QR)(QR).  

6.1.1.2.2.2. Modelling 

Figure 6.26 shows impedance spectra obtained with potentiostatic tests. The 

high frequency intercept with the real axis is not much affected by mass flow rate 

variation, instead height and diameter of the HF arc show a substantial increase 

with increasing mass flow rates.  The imaginary part of all HF arcs reaches a 

maximum at 𝜔𝑚𝑎𝑥 equal to 199.5 Hz and it tends to decrease up to 158.9 Hz with 

increasing mass flow rates. Same considerations can be done on the impedance 

spectra obtained with galvanostatic tests in Figure 6.27. In this case, the 𝜔𝑚𝑎𝑥 is 

equal to 200 Hz and it tends to decrease up to 158.9 Hz with increasing mass flow 

rates. 

 

Figure 6.26 Nyquist plot under voltage control at 60°C 0.5barg closed cathode at 

different percentage of mass flow rates. 
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Figure 6.27 Nyquist plot under current control at 60°C 0.5barg closed cathode at 

different percentage of mass flow rates. 

The analysis is carried out by discussing the results obtained from the 

potentiostatic tests. The impedance spectra show two regions: one at high 

frequency and another at mid-low frequency. EIS tests are performed using a 

limited range of frequency, thus only the -HF arc is analysed by measuring the 

ohmic resistance, intercept of the high frequency arc with the real axes, and the 

charge transfer resistance, which is the diameter of the high frequency arc. 

The increase of mass flow rate determines a relative decrease of the ohmic 

resistance (from 0.898 to 0.716 Ωcm2) as well as the capacitance (from 0.0187 to 

0.0172 F), and an increase of the charge transfer resistance from 1.010 to 1.447 

Ωcm2. The increase of the charge transfer resistance is higher with respect to the 

decrease of the ohmic resistance. Hence, it may be assumed that the total 

polarization resistance is increasing as well; this agree with high values of voltage 

obtained with higher mass flow rate percentage (higher total polarization resistance 

means higher voltage). 
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Figure 6.28 Pot trend 

The analysis shows that from 10% to 100% of mass flow rate percentage, 

voltage and pressure at the heater increase instead average cell temperature 

(61,08°C-61,35°C) is almost constant. Only fluid temperature at the heater is 

characterized by a decreasing behaviour from 61,8°C up to 59°C, maybe because 

with higher percentage of the pump the flow is faster and so thermal stabilization 

is improved. Hence, increasing the percentage of mass flow rate determines an 

increment of fluid pressure at the heater and a decrease of the temperature at the 

heater. As a consequence, voltage increases so the cell performance is negatively 

affected by increment of mass flow rates. 

 

Figure 6.29 Trend of the voltage during the test. 
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Figure 6.30 Trend of the pressures- anode, cathode, heater- during the test. 

In conclusion, with closed cathode at 60°C and with constant current density 

of 1 A/cm2, an increase of the mass flow rate determines an increment of pressure 

which negatively affects the performance of the cell, i.e. higher voltages are 

measured. 

6.1.1.2.3. Effect of flow rate II 

The test is performed at 80°c with closed cathode, imposed gauge pressure 0.5 

barg, with different mass low rates by pump. The objective of the test is to 

investigate the effect of mass flow rates on the cell impedance obtained by 

changing the DC values of the EIS setup. The test is performed at 80°C and 0.5 

barg imposed gauge pressure, with closed cathode configuration by imposing the 

percentage of the chamber displacement of the pump first at 5% then at 20%. Two 

types of EIS measurements have been used: 

- Potentiostatic test, performed at different DC value of voltage (0 V and 1 

V) vs Reference by varying the frequency from 100 kHz to 0,001 Hz in 

single sine mode and using a sinusoidal excitation signal of 10 mV root 

mean square (rms) 

- Galvanostatic test, performed at different DC current -0 mA, 1000 mA, 

1500 mA, 2000 mA- by varying the frequency from 200 kHz to 0,002 Hz 
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in single sine mode and using a sinusoidal excitation signal of 1000 mA 

root mean square (rms). 

During the test with 5% pump, the cell temperature was 79.3°C whereas the 

fluid temperature at the heater was quite high 85°C; the real gauge pressure was 

0.4 barg in the anode and 0.2 barg in the cathode. On the other hand, at 20% the 

cell temperature was 79.5°C, fluid temperature 80°C and real gauge pressure was 

around 1 barg and 0.4 barg in the anode and cathode respectively.  

6.1.1.2.3.1. Data quality assessment 

The KK validation shows that both potentiostatic and galvanostatic modes 

have some tests with low quality impedance spectra which are invalid so not used 

in the analysis. By visual inspection of both Nyquist and Bode plots two time 

constants are observed in the impedance spectra under voltage control and at least 

two for those obtained with the galvanostatic mode. The ECM used to fit 

experimental data is LR(QR)(QR) due to the presence of noise at low frequency 

which makes difficult to get good results. 

6.1.1.2.3.2. Modelling 

The figure below shows a comparison between impedance spectra obtained 

with potentiostatic mode at 0 V and 1 V with different percentage of the 

displacement pump. The shape of the impedance consists of an arc at high 

frequency and a second incomplete semicircle at mid-low frequency.  

 

Figure 6.31 Nyquist plot under voltage control at 80°C 0.5barg closed cathode 

with different mass flow rates. 
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Figure 6.32 Pot CC trend 

The figure below shows all impedance spectra measured with galvanostatic 

tests. The shape changes as the DC value is increased. At 0 mA and 1000 mA there 

are three arcs, one at HF and the others at mid-low frequency. As the DC current 

is increased up to 2000 mA the arcs become two and the LF arc tends to reduce as 

well. 

 

Figure 6.33 Nyquist plot under current control at 80°C 0.5barg closed cathode 

with different mass flow rates. 
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Figure 6.34 Galv trend 

Impedance spectra have been fitted only considering the HF region, which 

shows a relative acceptable quality. Tables with all parameters and their errors are 

presented in the appendix. 

The analysis is made considering only the results obtained by fitting the HF 

arc of valid impedance spectra measurements under current control, which are 

characterized by a better quality with respect to those of the potentiostatic mode. It 

is observed that at low current densities the ohmic resistance decreases sensibly 

when the mass flow rates are decreased from 20% to 5%. This may be related to 

lower pressures with low mass flow rate as shown below. 

 



Cathode configuration 

271 

 

Figure 6.35 Galv CC trend 

 

Figure 6.36 P & T 

Considering capacitance and charge transfer resistance of the HF arc, these 

show an unperceivable improvement, i.e., the capacitance slightly increases and 

the Rct decreases. Instead, qualitatively it is possible to notice equivalent value of 

the total polarization resistance between the two pump percentage. 
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Figure 6.37 resistances trend 

In conclusion, at low current densities and higher temperature, lower mass 

flow rates thus lower pressures can enhance the performance of the cell.  

6.1.1.2.4. Effect of temperature, polarization I 

The test is performed at 60°c and 80°c with closed cathode, imposed gauge 

pressure 0.5barg, 105% mass low rate by pump. The aim of the test to perform 

electrochemical characterization of the new cell by carrying out polarization curves 

and EIS measurements. The test consists of two series, first performed at 60°C and 

the second at 80°C, both characterized by same operating conditions of 0.5 barg 

imposed gauge pressure, 105% pump and closed cathode configuration. 

Polarization curves were measured by current control up to 1.6 A/cm2 whereas two 

types of EIS measurements have been used: 

- Potentiostatic test, performed at 0 DC V vs Reference by varying the 

frequency from 100 kHz to 0,001 Hz in single sine mode and using a 

sinusoidal excitation signal of 10 mV root mean square (rms) 

- Galvanostatic test, performed at 0 DC mA by varying the frequency from 

200 kHz to 0,002 Hz in single sine mode and using a sinusoidal excitation 

signal of 1000 mA root mean square (rms). 

During the test performed at 60°C the real gauge pressure at the anode side 

of the cell is almost 4.6 barg at the anode and 0.44 barg at the cathode, whether the 

real temperature of the cell is around 61.5°C and fluid temperature at the heater is 
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59°C. As a matter of fact, during EIS test operating conditions are unvaried. During 

the test performed at 80°C the real gauge pressure as before is 4.6 barg in the anode 

and 0.44 barg in the cathode, whether the real temperature of the cell is around 

79.6°C and fluid temperature at the heater is 78.1°C. No changes of pressure during 

EIS tests are 80°C are seen. 

6.1.1.2.4.1. Data quality assessment 

The KK validation shows a poor quality of the impedance spectra obtained 

under galvanostatic measurements whereas those obtained with potentiostatic still 

show high residuals but at least the HF is not much affected by noise or time 

variance. By visual inspection of both Nyquist and Bode plots two time constants 

are observed in the measurements under voltage control and at least three under 

current control. The ECM used to fit experimental data is LR(QR)(QR) due to the 

presence of noise at low frequency which makes difficult to get good results. 

6.1.1.2.4.2. Modelling  

The comparison between 60°C and 80°C for both EIS measurements is 

shown in the figures below. 

 

Figure 6.38 Nyquist plot under current control at 0.5barg closed cathode with 

105% at different temperatures. 
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Figure 6.39 Nyquist plot under voltage control at 0.5barg closed cathode with 

105% at different temperatures. 

Potentiostatic measurements have one semicircle in the HF region and a 

second incomplete arc in the mid-low frequency range; same behaviour at high 

frequency for the galvanostatic which instead shows in the mid low frequency 

range two other arcs, mostly affected by noise. In both EIS modes the HF intercept 

with the real axis has lower values at 80°C. Impedance spectra of galvanostatic 

tests are considered only qualitatively due to the KK non-compliant behaviour, 

hence they have not been fitted. On the other hand, impedance spectra of the 

potentiostatic mode have been fitted only considering the HF region, which shows 

a relative acceptable quality. Tables with all parameters and their errors are 

presented in the appendix. 

Results obtained with potentiostatic tests are subject to a verification through 

a comparison with the iV-curves measured at 60°C and 80°C. Both tests are 

performed at 0V and they have an arc in the high frequency region and a curved 

line at low frequencies which can be assumed as an uncompleted arc. As the 

temperature increases, it is observed a general decrease of the ohmic resistance 

from 2.572 Ω/𝑐𝑚2  to 2.012 Ω/𝑐𝑚2 . Instead, capacitance and charge transfer 

resistance of the HF arc do not show significant variations.  The decrease of the 

ohmic resistance may be related to higher T which has a positive effect on the 

proton conductivity. The figures below show a comparison between ECM fit and 

Circle fit. In both cases the trend are the same although there is a small difference 

between parameters. 
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Figure 6.40 resistances trend 

Although galvanostatic tests have shown low quality from KK validation, a 

qualitative analysis can be done. From the Nyquist plot at OCV it is observed that 

the total polarization resistance and the ohmic resistance are lower at 80°C, hence 

it suggests that the test at 80°C has lower voltage near the OCV.   

The results obtained from EIS measurement under voltage control and the 

qualitative analysis of galvanostatic tests are in accordance with the polarization 

curves. The figure below shows a comparison between the two iV-curves, each 

taken before performing EIS tests. It is observed that at low current density- where 

activation losses are dominant- high temperature has a positive effect on the cell 

performance, i.e. lower voltage at 80°C. This trend is opposite at higher current 

densities where maybe dehydration effects and/or mass transport limitations 

become more relevant. The latter is a hypothesis because EIS measurements at high 

current densities or voltages are not possible due to the device limitations.  
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Figure 6.41 Polarization curves at 60°C and 80°C. 

6.1.1.2.5. polarization II 

The test is performed at 80°C and 60°C, With Closed Cathode, Imposed Gauge 

Pressure 0.5barg, with 20% Mass Low Rates by Pump. The aim of the test to 

perform electrochemical characterization of the new cell by carrying out 

polarization curves and EIS measurements. The test consists of two series, first 

performed at 80°C and the second at 60°C, both characterized by same operating 

conditions of 0.5 barg imposed gauge pressure, 20% pump and closed cathode 

configuration.  Polarization curves were measured by current control up to 2 A/cm2 

whereas two types of EIS measurements have been used: 

- Potentiostatic test, performed at different DC value of voltage (from 0 V to 

1.5 V) vs Reference by varying the frequency from 100 kHz to 0,001 Hz in 

single sine mode and using a sinusoidal excitation signal of 10 mV root 

mean square (rms) 

- Galvanostatic test, performed at different DC current -0 mA, 1000 mA, 

1500 mA, 2000 mA- by varying the frequency from 200 kHz to 0,002 Hz 

in single sine mode and using a sinusoidal excitation signal of 1000 mA 

root mean square (rms). 

During the test at 80°C, the cell temperature was 79.5° whereas the fluid 

temperature at the heater was 80.5°C; the real gauge pressure was around 1 barg in 

the anode and 0.4 barg in the cathode. On the other hand, during the test at 60°C 

the cell temperature was 61.5°C, fluid temperature 60.8°C and real gauge pressure 

was 1 barg and 0.4 barg at the anode and cathode respectively.  
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6.1.1.2.5.1. Data quality assessment 

The KK validation shows a general poor quality of the impedance spectra, 

especially those obtained with galvanostatic tests. Potentiostatic mode has 

produced impedance measurements with acceptable quality only in the HF range. 

The main reason of non-validity of the impedance spectra obtained with 

galvanostatic tests is the time variance of the cell during its execution, as shown in 

Figure 98. In these figures the larger oscillations of pressure individuate when 

galvanostatic test have been performed. 

The number of time constants observed in the graphical representation are 

two for potentiostatic and at least three for galvanostatic. The ECM used to fit 

experimental data is LR(QR)(QR) due to the presence of noise at low frequency 

which makes difficult to get good results. 

 

Figure 6.42Trend of pressure during potentiostatic and galvanostatic 

measurements. 

6.1.1.2.5.2. Modelling at 80°C 

Nyquist plot below shows the impedance measurement at 80°C, both 

potentiostatic and galvanostatic. Impedance spectra under voltage control are 

characterized by an arc at high frequency and a straight line/second incomplete arc 

at mid-low frequency (some tests were interrupted before reaching the lowest 

frequency due to noise, this explains the difference in shape at lower frequencies). 

On the other hand, under current control the shape changes as the DC value is 

increased. At 0 mA and 1000 mA there are three arcs, one at HF and the others at 

mid-low frequency. As the DC current is increased up to 2000 mA the arcs become 

two and the LF arc tends to reduce. 
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Figure 6.43 Nyquist plot under current control at 80°C 0.5barg closed cathode 

with 20% pump. 

 

Figure 6.44 Zoom of Nyquist plot under current control at 80°C 0.5barg closed 

cathode with 20% pump. 
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Figure 6.45 Nyquist plot under voltage control at 80°C 0.5barg closed cathode 

with 20% pump. 

 

Figure 6.46 Zoom of Nyquist plot under voltage control at 80°C 0.5barg closed 

cathode with 20% pump. 

6.1.1.2.5.3. Modelling at 60°C 

Figures below show the EIS measurements at the end of the test at 60°C. 
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Figure 6.47 Nyquist plot under voltage control at 60°C 0.5barg closed cathode 

with 20% pump. 

 

Figure 6.48 Zoom of Nyquist plot under voltage control at 60°C 0.5barg closed 

cathode with 20% pump. 
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Figure 6.49 Nyquist plot under current control at 60°C 0.5barg closed cathode 

with 20% pump. 

 

Figure 6.50 Zoom of Nyquist plot under current control at 60°C 0.5barg closed 

cathode with 20% pump. 
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Impedance spectra under voltage control are characterized by an arc at high 

frequency and a straight line/second incomplete arc at mid-low frequency. The low 

frequency features show a dependence on voltage: as the DC value of potential 

increases, this tends to bend down towards the real axis. In fact, at 1.5 V a second 

arc is clearly visible. Same consideration for tests performed under current control, 

i.e. the shape changes as the DC value is increased. 

6.1.1.2.5.4. Considerations on tests performed at 80°C 

Results obtained by fitting the impedance spectra measured under current 

control are analysed from a qualitative point of view. First, it is observed a 

dependence on current density principally related to the LF arc. As the current 

density increases it is noticed that the LF arc is characterized by a decrease of 

charge transfer resistance while its capacitance C increases; so the LF semicircle 

becomes smaller. Considering that in the range 0-2 A (so 0-0,08 A/cm2 current 

density) we are in the activation domain and that the LF arc shows a dependence 

on current density, it is suggested that the LF arc is controlled by the charge-

transfer kinetics. It means that in the Nyquist plot the LF arc is related to OER and 

HER. The presence of noise makes impossible to say if mass transport processes 

are present.  

Instead, the HF arc and the ohmic resistance show an almost constant trend. 

Hence, it is possible to assess that the HF arc is current independent. This means 

that is not related to kinetics processes but rather to the MEA structure. 

About potentiostatic tests, the analysis of the fitting results concerns only 

valid spectra which are those obtained in the range 0.5-1 V and it is focused on the 

HF region of the spectra where quality is higher. It is possible to notice that the 

ohmic resistance is not varying significantly with voltage (from 0.770 to 0.730 

Ωcm2), the same thing for the HF arc which remains almost constant in this range. 

In fact, the maximum frequency is constant at 251.2 Hz. Figures below show a 

comparison between ECM fit and Circle fit. The trend is similar for both types of 

fit. In the ECM fit mode the result at 0.8 V is considered an outlier due to higher 

error of the fit. 
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Figure 6.51 Trend of the HF parameters at 60°C with 20%pump. 

6.1.1.2.5.5. Considerations on tests performed at 60°C 

The analysis is focused on the EIS measurements performed at the end of the 

test. Only good impedance spectra are considered, thus 1500 mA and 2000 mA for 

the galvanostatic mode and the range 0.5-1.5 V for the potentiostatic mode. 

As the current increases in the range 1.5-2 A we have that at LF the charge 

transfer resistance decreases from 0.583 to 0.428 Ωcm2 and the capacitance C is 

almost constant at 4-4.1 F, so the LF semicircle becomes smaller. Instead, the HF 

arc in the same range is characterized by an almost constant value of the charge 

transfer resistance HF (from 0.37 to 0.39 Ωcm2) and capacitance (from 0.034 to 

0.03 F), whereas the ohmic resistance is almost constant around 1.25-1.24 Ωcm2. 

Considering the range 0.5-1.5 V, it is possible to notice that the ohmic 

resistance is not varying significantly with voltage (from 1.178 to 1.200 Ωcm2), 

whereas as the voltage increases, we have that the LF arc bends down to the real 

axis. Moreover, at LF the charge transfer resistance decreases, and the capacitance 

C increases, so the LF semicircle becomes smaller. The high frequency arc, 

characterized by Rct and C, shows a very slight decrease with voltage: in particular, 

capacitance is increased while the charge transfer resistance shows lower value 

with higher voltage level.  
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Figure 6.52 Trend of the HF parameters at 80°C with 20%pump. 

6.1.1.2.5.6. Comparison Between 80°C And 60°C At 20% Pump 

Polarization curves show that the performance of the cell improves at higher 

temperatures. This result is in accordance with the findings of the EIS tests. First 

of all, the trends in Figure 6.54 show that the HF feature is improved at higher 

temperature. Further on, a qualitative comparison between impedance spectra 

obtained with galvanostatic tests allows to say that total polarization resistance is 

smaller at 80°C, hence not only the electrolyte benefits from higher temperature 

but also the anode. 

 

Figure 6.53 polarization curves 
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Figure 6.54 Comparison between 80°C and 60°C of the HF parameters with 

20%pump. 

6.1.2. Comparison of closed vs open cathode 

Making a comparison between open and closed cathode configuration at constant 

temperature in the range 40-60°C, EIS parameters obtained during the open 

cathode test have better trend. A possible reason is a better thermal stabilization of 

the system (temperature at the heater has less oscillations). On the other hand, 

closed cathode seems to perform better at higher temperature (>70°C)- lower value 

of the charge transfer resistance and capacitance- but still the ohmic resistance is 

not improving because too higher T cause dehydration effects. 

The improvement seen in the open cathode in both cases could be related to 

the more homogeneous temperature distribution in the housing during the test and 

improved transport phenomena. EIS tests show that closed cathode has generally a 

larger high frequency arc which could be related to a worsening of current 

constrictions. 

The details of some performed tests are: 

6.1.2.1. Effect of temperature 

Tests performed at gauge pressure 1.4 barg, with open/closed cathode at different 

temperatures. The objective of the experiment is to investigate the influence of 

temperature and different cathode configurations on the cell impedance by carrying 
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out EIS tests.  It consists of two series: the first series is done with open cathode 

with real imposed gauge pressure of 1,84barg in the anode and 1,83barg in the 

cathode and T going from 70°C to 40°C. The second series is done with closed 

cathode with real imposed gauge pressure of 2,38barg in the anode and 1,35barg 

in the cathode and T going from 50°C up to 80°C. After stabilization of the system 

at each value of temperature, EIS tests are executed. These are: 

- Potentiostatic test, performed at 0 DC V vs Open circuit by varying the 

frequency from 100kHz to 1Hz in single sine mode and using a sinusoidal 

excitation signal of 10mV root mean square (rms). 

- Galvanostatic test, performed at 0 DC mA by varying the frequency from 

200kHz to 0,2Hz in single sine mode and using a sinusoidal excitation 

signal of 1000 mA root mean square (rms). 

 

Figure 6.55 Trend of cell temperature and gauge pressure in the anode and 

cathode. 

6.1.2.1.1. Data quality assessment  

The KK validation shows that impedance spectra obtained under voltage control 

are characterized by lower residuals, whereas impedance data gained with 

galvanostatic tests are affected by time variance of the cell behaviour. In Nyquist 

spectra the shape is made of a semicircle in the HF and a second incomplete 
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semicircle/straight line in the mid frequency region, corresponding to two time 

constants in the Bode plots. Hence, the ECM used to fit is LR(QR)(QR).  

6.1.2.1.2. Modelling 

Figure 6.56 and Figure 6.57 show impedance spectra obtained with potentiostatic 

tests, with open and closed cathode respectively. The high frequency arc is not 

much affected by the temperature in both cathode configurations, whereas the 

second incomplete arc shows a different behaviour: with open cathode no relevant 

changes are seen but with closed it bends down to the real axis as temperature 

decreases. The EIS data obtained with closed cathode at 51°C is in contrast with 

the trend shown by the other impedance spectra of the same series.  

The imaginary part of all HF arcs reaches a maximum at 𝜔𝑚𝑎𝑥 equal to 158.5 

Hz for open cathode; for closed cathode is 125.9 Hz, except for 80°C characterized 

by  𝜔𝑚𝑎𝑥 equal to 158.9 Hz. 

 

Figure 6.56 Nyquist plot under voltage control at 1.4barg open cathode with 

different temperatures. 
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Figure 6.57 Nyquist plot under voltage control at 1.4barg closed cathode with 

different temperatures. 

Figure 6.58 and Figure 6.59 show impedance spectra obtained with open and 

closed cathode during galvanostatic tests. As before, the high frequency arc is not 

much affected by temperature in both cathode configurations, whereas the second 

incomplete arc shows a different behaviour: with open cathode no relevant changes 

are seen but with closed it bends down to the real axis as temperature decreases. 

The EIS data at low frequency obtained with closed cathode at 51°C are in contrast 

with the trend shown by the other impedance spectra of the same series.  

The imaginary part of all HF arcs reaches a maximum at 𝜔𝑚𝑎𝑥 equal to 158.5 

Hz for open cathode except for 41°C characterized by  𝜔𝑚𝑎𝑥 equal to 126.2 Hz.; 

for closed cathode is 126.2 Hz at 71°C and 601°C, whereas 80°C and 51°C have 

𝜔𝑚𝑎𝑥 equal to 158.9 Hz. 
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Figure 6.58 Nyquist plot under current control at 1.4barg open cathode with 

different temperatures. 

 

Figure 6.59 Nyquist plot under current control at 1.4barg closed cathode with 

different temperatures. 
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Results gained from potentiostatic tests are discussed. It is possible to analyse 

the high frequency region- represented by the semicircle- by measuring the ohmic 

resistance, intercept of the high frequency arc with the real axes, and the charge 

transfer resistance, represented by the intercept at mid frequency. 

Considering the effect of temperature, it is observed a clear dependence on 

T of all parameters. It is noticed a higher dependence during closed cathode 

whereas during open cathode the variation in the parameters values is negligible. 

In particular, open cathode shows an enhancement of charge transfer resistance 

(increment from 0.736 to 0.925 Ωcm2) and capacitance (from 0.035 to 0.018 F), 

whereas the ohmic resistance is almost constant.  On the other hand, closed cathode 

in the 51-71°C range shows a worsening of charge transfer resistance (increment 

from 0.700 to 0.887 Ωcm2) and capacitance (from 0.0360 to 0.0208 F), whereas 

the ohmic resistance improves from 0.800 to 0.588 Ωcm2. Data at 80°C of closed 

cathode shows an opposite trend, so worsening of the ohmic resistance – maybe 

due to dehydration effects- and improvement of capacitance and charge transfer 

resistance.  

 

Figure 6.60   Comparison between open and closed cathode of the HF 

parameters. 

In conclusion, open cathode is less affected by the increase of temperature- 

in the range from 40 to 60°C -with respect to the closed cathode configuration 

which benefits from an increase of temperature. Making a comparison between 
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open and closed cathode configuration at constant temperature in the range 40-

60°C, EIS parameters obtained during the open cathode test have better trend 

although it is characterized by higher pressure if compared at constant temperature. 

A possible reason is a better thermal stabilization of the system (temperature at the 

heater has less oscillations). On the other hand, closed cathode seems to perform 

better at higher temperature (>70°C)- lower value of the charge transfer resistance 

and capacitance- but still the ohmic resistance is not improving because too higher 

T cause dehydration effects. 

6.1.2.2. Effect of flow rate 

Tests performed with open/closed cathode with different mass flow rates. The 

objective is to investigate the influence of the cathode configuration on the cell 

performance. The only variable changed between open and closed cathode 

configuration is the mass flow rate; this is done to keep the mass flow rate per 

channel at the anode side constant between the two configurations. Moreover, two 

modalities are used to vary the mass flow rate: variation of the pump displacement 

chamber and usage of the needle valve. On the bases of these two possibilities, two 

series of experiments are identified: 

First series with recirculating pump 

1) test executed at 60°C 

• Open, 60% pump- 2,47 barg @anode & 2,42 barg @cathode  

• Closed, 10% pump- 1,73 barg @anode & 1,35 barg @cathode  

2) test executed at 80°C 

• Open, 60% pump- 2,36 barg @anode & 2,32 barg @cathode 

• Closed, 10% pump- 1,70 barg @anode & 1,30 barg @cathode 

Second series with needle valve  

1) test executed at 60°C  

• Open, 200ml/min, 1,65 barg @anode & 1,64 barg @cathode 

• Closed, 100ml/min, 1,56 barg @anode & 1,30 barg @cathode 

2) test executed at 70° C 

• Open, 200ml/min, 1,65 barg @anode & 1,64 barg @cathode 

• Closed, 100ml/min, 1,67 barg @anode & 1,36 barg @cathode 
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3) test executed at 80°C  

• Open, 200ml/min, 1,66 barg @anode & 1,67 barg @cathode 

• Closed, 100ml/min, 1,59 barg @anode & 1,26 barg @cathode 

The electrochemical characterization is performed with polarization curves and 

EIS measurements. Polarization curves are carried out by imposing the current and 

measuring the voltage. Two types of EIS tests have been used:  

- Potentiostatic test, performed at 0 DC V vs Reference by varying the 

frequency from 100 kHz to 0,001 Hz in single sine mode and using a 

sinusoidal excitation signal of 10 mV root mean square (rms) 

- Galvanostatic test, performed at 0 DC mA by varying the frequency from 

200 kHz to 0,002 Hz in single sine mode and using a sinusoidal excitation 

signal of 1000 mA root mean square (rms). 

For the 1st SERIES: 

6.1.2.2.1. Data quality assessment for tests performed at 60°C and 

80°C 

The KK validation shows impedance spectra of both EIS experiments affected by 

time variance behaviour, so high residuals values at almost all frequencies. By 

visual inspection a difference between potentiostatic and galvanostatic modes is 

observed in both Nyquist and Bode plots. Galvanostatic has produced impedance 

spectra with three-time constants, whether the potentiostatic has two. In any case, 

the ECM used to fit is LR(QR)(QR) because the LF range is affected by noise. 

6.1.2.2.2. Modelling 

1. 60°C open/closed cathode 

Figure 6.61 shows Nyquist plots of EIS data measured at 0V. It is possible to notice 

the presence of an arc at high frequency, and an incomplete second arc in the mid 

frequency region.  

In the closed cathode configuration, it is observed a general increase of HF 

arc, and a decrease of the second arc; the trend is opposite in case of open cathode. 

For detailed values refer to Table 0.6 and Table 0.7 in appendix. 
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Figure 6.61 Nyquist plot under voltage control at 60°C- open vs closed cathode. 

Figure 6.62 shows Nyquist plots of EIS data measured at 0 mA, 

corresponding to the open circuit voltage of the cell. It is observed the presence of 

an arc at high frequency, and a second arc in the mid-low frequency region affected 

by noise. The latter seems made of two merged semicircles. The comparison 

between open and closed cathode shows that the mid frequency arc is larger in case 

of open cathode, same consideration for the low frequency region. Instead, the HF 

arc intercept with the real axis is higher in case of closed cathode. 

 

Figure 6.62   Nyquist plot under current control at 60°C- open vs closed cathode. 
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2. 80°C open/closed cathode 

Figure 6.63 shows Nyquist plots of EIS data measured at 0V. It is possible 

to notice the presence of an arc at high frequency, and an incomplete second arc in 

the mid frequency region affected by noise. In the closed cathode configuration, it 

is observed a general increase of HF arc, and a decrease of the second arc; the trend 

is opposite in case of open cathode. For detailed values refer to Table 0.8 in 

appendix. 

 

Figure 6.63   Nyquist plot under voltage control at 80°C- open vs closed cathode. 

Figure 6.64 shows Nyquist plots of EIS data measured at 0 mA, 

corresponding to the open circuit voltage of the cell. It is observed the presence of 

an arc at high frequency, and a second arc in the mid-low frequency region made 

of two merged semicircles. For detailed values refer to Table 0.9 in appendix. 

The comparison between open and closed cathode shows that the mid frequency 

arc is smaller in case of open cathode, same consideration for the low frequency 

region. Instead, the HF arc intercept with the real axis is lower in case of closed 

cathode.  
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Figure 6.64   Nyquist plot under current control at 80°C- open vs closed cathode. 

Table 6.1 Pressure and temperature comparison between open and closed 

cathode 

Average value 60°C 80°C 

T cell open cathode [°C] 61.63 79.47 

T cell closed cathode [°C] 61.64 79.64 

T fluid open cathode [°C] 58.15 77.37 

T fluid closed cathode [°C] 63.14 82.05 

Fluid pressure at heater open cathode [bar] 3.51 3.30 

Fluid pressure at heater closed cathode [bar] 2.01 1.98 

6.1.2.2.3. model validation with iV curves 

Considering the test performed at 60°C the presence of noise in both EIS tests do 

not allow to quantify accurately the parameters gained from the fitting of the 

experimental data. Nevertheless, from galvanostatic test it seems that near the OCV 

closed cathode is performing better since it has a lower total polarization 

resistance- given by the difference between high intercept and low intercept with 

the real axis - even if the ohmic resistance is higher. The higher value of the ohmic 
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resistance can have role at higher current densities, where ohmic losses are 

dominant, determining a lower performance of the closed cathode.  

The first observation does not find correspondence in the polarization curves where 

near the OCV iV curves overlap. Meanwhile higher voltage values at higher 

current densities are observed for closed cathode in the comparison between iV 

curves, hence this is in agreement with higher ohmic resistance of the closed 

cathode. 

 

Figure 6.65  Polarization curves at 60°C- open vs closed cathode. 

The comparison between the polarization curves at 60°C shows a better 

performance of the open cathode configuration since its curve is lower with respect 

to the closed cathode one. 

The analysis shows that the cell temperature is the same during open and 

closed cathode (61.6°C), while fluid temperature and fluid pressure at the heater 

between open and closed cathode configuration are different. In particular, during 

open cathode experiment the fluid temperature is lower and pressure is higher 

compared to closed cathode.  

EIS tests at 80°C have produced still low quality impedance spectra but a 

trend can be seen from galvanostatic results to check the consistency with the 

polarization curves near the OCV. The most meaningful parameter obtained 

qualitatively by visual inspection is the polarization resistance, which gives an 

insight of the activation losses within the cell. It is possible to say that the overall 

polarization resistance is unvaried between open and closed cathode; only ohmic 

resistance of the open is higher compared to that of the closed cathode. The higher 
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ohmic resistance with open cathode should determine lower performance at higher 

current densities, but this hypothesis is not in agreement with the findings of the 

polarization curves where it is generally observed a better performance of the open 

cathode configuration. 

 

Figure 6.66 Polarization curves at 80°C- open vs closed cathode. 

The analysis shows that the cell temperature is around 79,5-79,6°C, instead 

fluid temperature and fluid pressure at the heater between open and closed cathode 

configuration are different. In particular, during open cathode experiment the fluid 

temperature is lower and pressure is higher compared to closed cathode. Again, 

although the closed cathode has higher T and lower p it shows a lower performance.  

For the 2nd SERIES: 

6.1.2.2.4. Data quality assessment 

The KK validation shows impedance spectra of both EIS experiments affected by 

time variance behaviour, so high residuals values, mainly larger at lower 

frequencies. By visual inspection a difference between potentiostatic and 

galvanostatic modes is observed in both Nyquist and Bode plots. As before, 

galvanostatic has produced impedance spectra with three-time constants, whether 

the potentiostatic is characterized by two time constants. In any case, the 

impedance spectra have poor quality especially at low frequency for both 

potentiostatic and galvanostatic modes, hence the ECM used to fit is LR(QR)(QR).  

6.1.2.2.5. Modelling  

1. 60°C open/closed cathode 
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Figure 6.66 shows Nyquist plots of EIS data measured at 0V. The shape of the 

impedance spectra changes between open and closed cathode. In the open cathode 

it is possible to notice the presence of an arc at high frequency, and a second arc in 

the mid-low frequency region. In the closed cathode configuration, there is a 

semicircle in the HF region followed by a straight line mostly affected by noise. 

For detailed values refer to Table Table 0.10 in appendix. 

 

Figure 6.67   Nyquist plot under voltage control at 60°C- open vs closed cathode. 

Figure 6.68 shows Nyquist plots of EIS data measured at 0 mA, 

corresponding to the open circuit voltage of the cell. It is observed the presence of 

an arc at high frequency, and a second arc- made of two merged semicircles- in the 

mid-low frequency region affected by noise.  

The comparison between open and closed cathode shows that the high 

frequency arc is smaller in case of open cathode whereas the closed cathode has 

smaller mid-low frequency arc. For detailed values refer to Table 0.11 in appendix. 
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Figure 6.68 Nyquist plot under current control at 60°C- open vs closed cathode. 

2. 70°C open/closed cathode 

Figure 6.69 shows Nyquist plots of EIS data measured at 0V. The shape of the 

impedance spectra is similar for both open and closed cathode. It is possible to 

notice the presence of a small arc at high frequency, and a second incomplete arc 

in the mid-low frequency region. A lower intercept with the real axis at high 

frequency is observed for the closed cathode tests. For detailed values refer to 

Table 0.12 in appendix. 
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Figure 6.69 Nyquist plot under voltage control at 70°C- open vs closed cathode. 

Figure 6.70 shows Nyquist plots of EIS data measured at 0 mA, 

corresponding to the open circuit voltage of the cell. It is observed the presence of 

an arc at high frequency, and a second arc in the mid-low frequency region affected 

by noise.  

The comparison between open and closed cathode shows some differences. 

The impedance spectrum of open shows an incomplete semicircle in the md 

frequency region, which almost disappears in the closed cathode impedance 

spectrum. Moreover, the high frequency arc is smaller in case of open cathode 

whereas the closed cathode has smaller mid frequency arc. For detailed values refer 

to Table 0.13 in appendix. 

 

Figure 6.70   Nyquist plot under current control at 70°C- open vs closed cathode. 

3. 80°C open/closed cathode 

Figure 6.71 shows Nyquist plots of EIS data measured at 0V. The shape of the 

impedance spectra is similar for both open and closed cathode. It is possible to 

notice the presence of an arc at high frequency, and a second arc in the mid-low 

frequency region. The main difference occurs in the mid-low frequency region 

where the open shows a smaller arc with respect to that appearing in the closed 

cathode impedance. For detailed values refer to Table 0.14 in appendix. 
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Figure 6.71 Nyquist plot under voltage control at 80°C- open vs closed cathode. 

Figure 6.72 shows Nyquist plots of EIS data measured at 0 mA, 

corresponding to the open circuit voltage of the cell. It is observed the presence of 

an arc at high frequency, and a second arc in the mid-low frequency region affected 

by noise.  

The comparison between open and closed cathode shows some differences. 

The impedance spectrum of open shows an incomplete and very small semicircle 

in the mid frequency region, which disappears in the closed cathode impedance 

spectrum. The high and low frequency arc do not show significant variations 

between the two cathode configurations. For detailed values refer to Table 0.15 in 

appendix. 
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Figure 6.72   Nyquist plot under current control at 80°C- open vs closed cathode. 

6.1.2.2.6. model validation with iV curves 

Tests performed at 60°C and 70°C under current control show a similar behaviour, 

i.e the high frequency arc is smaller in case of open cathode whereas the closed 

cathode has smaller mid-low frequency arc. All EIS tests have shown poor quality 

in the overall frequency range, but it is possible a qualitative analysis of the 

impedance spectra gained under galvanostatic mode. 

Galvanostatic tests at 60°C shows that closed cathode configuration has 

lower total polarization resistance; hence it may be assumed a better performance 

of closed cathode near the OCV. On the other hand, open cathode has lower ohmic 

resistance which may determine lower voltage value at higher current densities, 

but this assumption is not in accordance with the polarization results. The 

comparison between the polarization curves at 60°C shows a better performance 

of the closed cathode configuration since its curve is slightly lower with respect to 

the open cathode one. The analysis shows that the cell temperature and fluid 

pressure at the heater are unvaried –respectively 61,5-61,6°C and 1,99-1,89 barg- 

while fluid temperature between open and closed cathode configuration is 

different. In particular, during open cathode experiment the fluid temperature is 

lower compared to closed cathode.  
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Figure 6.73   Polarization curves at 60°C- open vs closed cathode. 

Galvanostatic tests at 70°C shows that both configurations have similar total 

polarization resistance. However, closed cathode has lower ohmic resistance so this 

suggests that it has better performance at high current density. The comparison 

between the polarization curves at 70°C seems to show an overlapping of the two 

curves. At high current density closed cathode has lower voltage values and hence 

this finding is in agreement with the previous hypothesis of lower ohmic resistance 

during closed cathode. The analysis shows that fluid pressure at the heater is around 

2 barg, instead fluid temperature and cell temperature between open and closed 

cathode configuration are different. In particular, during the open cathode 

experiment both temperatures are lower compared to closed cathode. The higher 

temperature of the cell during closed cathode with almost unvaried pressure in both 

sides of the cell for open/closed cathode configuration may be considered the 

reason of the better performance with respect to the open cathode at higher current 

densities. 
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Figure 6.74   Polarization curves at 70°C- open vs closed cathode. 

Tests performed at 80°C under current control show that open and closed 

cathode have similar impedance spectra but the comparison between the 

polarization curves at 80°C shows generally a better performance of the open 

cathode configuration since its curve is lower with respect to the closed cathode 

one. Moreover, it is found that open cathode has a slightly lower value of the ohmic 

resistance. The analysis shows that the fluid pressure at the heater is around 2 barg, 

instead fluid temperature and cell temperature between open and closed cathode 

configuration are different. During the open cathode experiment both temperatures 

are lower compared to closed cathode.  

Table 6.2 Pressure and temperature comparison between open and closed 

cathode 

Average value 60°C 70°C 80°C 

T cell open cathode [°C] 61,54 69,36 78,06 

 T cell closed cathode [°C] 61,62 71,37 79,49 

 T fluid open cathode [°C] 58,50 67,79 77,75 

 T fluid closed cathode [°C] 61,48 71,56 79,44 

Fluid pressure at heater open cathode 

[bar] 

1,99 2,02 2,04 

Fluid pressure at heater closed 

cathode [bar] 

1,89 2,01 1,99 
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Figure 6.75   Polarization curves at 80°C- open vs closed cathode. 

6.2. Degradation test 

6.2.1. Basics 

PEMWE, as seen, represents the best technology in terms of pure Hydrogen 

produced. In the next years, it will improve in order to increase the production 

efficiency and to reduce the disadvantages of this technology. In the Table 6.3 the 

main characteristics of state-of-the-art are reported. [20] [51] 

Table 6.3 Overview of the characteristics regarding PEMWE technology 

State-of-the-art Materials & Operating Conditions 

Materials Membrane  Nafion ® 115/117 

Anode CL  IrO2 / Ir-Ru Ox 

Cathode CL  Pt/C 

Anode GDL  Ti / SS grids 

Cathode GDL  Porous Carbon 

Anode BP  Ti / Ti-coated SS 

Cathode BP  Graphite 

End Plates  SS / Ti 
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Operating conditions Temperature [C]  30-80 

Pressure [bar]  1 - 300 

Current density [A/cm2]  0 - 2 

Voltage [V]  1.8 - 2.2 

Efficiency [%]  80 - 90 

The relevant improvement regarding PEMWE is the reduction of the cost, since 

today represent the main disadvantage in to use this technology. However, in order 

to become an affordable technology, some improvement on used materials will be 

done. [51] 

6.2.1.1. degradation mechanisms  

At the present durability, cost and reliability are the main concepts connected to 

operating conditions of PEMWE. [49] [149] In this sense, lifetime is a key factor 

to arrive to the commercialization in stationary and mobile application. [150] There 

are different issues that affect the performances and long-term functioning of the 

cell. Due to the fact that PEMWE and Fuel Cell (FC) are similar, equal methods 

are used to characterize these issues. The main issues that can degrade the entire 

cell are corrosion and contamination. Other issues can occur to Membrane, 

Catalyst Layer, and BP. [150] [151] 

6.2.1.2. Membrane degradation  

Membrane is known as the weakest component of the PEMWE considering long 

term performance. Differently than PEM Fuel Cell (PEMFC), it is always hydrated 

due to the fact that water is used for electrolysis reaction. [49] Generally, 

Membrane can be degraded mechanically, chemically, and thermally. The 

mechanical degradation can be caused by high value of gas pressure or by high 

compression pressure applied to entire structure of the cell. It was demonstrated 

that an increase of torque through bolts permits to reduce the voltage and the 

resistance. In this sense, the performance results better. [109] However, a huge 

application of pressure to entire system may lead to a mechanical failure of the cell. 

In this context, it was seen that formation of pinhole can occur in the membrane. 

These can initiate the propagation of cracks with the reduction of lifetime. High 

performance are reached when high pressure and high temperature are used. The 

high pressure can be reached with the circulation of pumped water that can take, 
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in case of non-uniform circulation, the starvation phenomena with consequent 

failure of system. [110] Thermal degradation, instead, is due to operating 

temperature. As said, high temperature permits to reach good performances if 

compared to low temperature. Nevertheless, if it operates at too low or too high 

temperature can suffer thermal stresses that affect the membrane structure. In 

particular, some test are conducted on a membrane and the results showed 

variations in hydrogen crossover and area resistance. [49] [55] Chemical 

degradation is, instead, due to a gradual decomposition of polymer constituent the 

membrane due to contamination of some impurities and other materials contained 

by water.[111] In feed water the Fe2+ ions can be dissolved causing a decrease of 

proton conductivity and increase of ohmic losses. It results into worst performance 

of the cell. [33] [143] Another type of contamination can be due to the to 

dissolution of platinum ions of electrocatalyst into membrane.[152]  

During the operation the Oxygen produced in the anode side can pass the 

membrane going to to the cathode and forming the Hydrogen Peroxide. When these 

meet the metals ions contained by water, a particular case occurs. It is the Fenton’s 

reaction mechanisms, in which in presence of ferrous ions, like Fe2+ and Fe3+, the 

Hydrogen Peroxide is decomposed into Hydroxil radicals. These tend to attack the 

membrane with a consequent release of Fluoride ions. The way to measure the 

chemical degradation consist into measure the fluoride ion content into water 

exhausted and in particular, the membrane thickness. In fact, Fenton’s mechanism 

tends to accelerate the membrane thinning. The higher the degradation the thinner 

is the membrane. [49] [153] 

6.2.1.3. Catalyst degradation  

The membrane, as said, must be covered by precious metals used as catalyst layers 

in order to increase the rate of reaction. However, these materials operate in harsh 

conditions and so they can fail, reducing of a lot the durability of cell. There are 

many effects that affects the durability. In particular, catalyst dissolution, catalyst 

agglomeration and passivation. These results in a decrease of active surface area 

that induces to have worst performances. [49]The catalyst dissolution depends 

mainly on the acid environment. In the case of anode side, it depends on the 

oxidation of Ir. However, it occurs mainly at high current density or in cyclic load. 

The dissolution can create serious problems like the reduction of electrochemical 

surface area (ECSA) and the diffusion of Ir inside the membrane. [133] In cathode 

side, instead, Pt is more stable than Ir and so it is able to resist to higher value of 

voltage. Although, after 5500 h of operation, it was demonstrated that Pt ions was 
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dissolved into membrane, following the dissolution phenomena. In this context, 

the migration of Pt tends to decrease its activity and anode catalyst surface was 

blocked from the Pt deposition. [49]Catalyst agglomeration is caused by an 

increase in size of particles that results in a reduction of ECSA. The agglomeration 

of catalyst particles tends to deactivate the anode side but observing the system 

after the operation, no variation in electronic conductivity are found. [133] In this 

sense, the main contributor of agglomeration is the ionomer loss. Increasing the 

voltage a degradation of ionomer occurs with a disintegration of catalyst 

layer.[154]  

Cationic contaminations originating from the feed water or cell components 

can occupy ion exchange sites of the ionomer in the catalyst layer, resulting in an 

increase of the charge transfer resistance. [49]A reduced activity due to a 

contamination of the anode with titanium species is observed. [142] Passivation 

occurs to anode support, and it is also a cause of catalyst layer degradation. It is 

due to oxidation of metal support, which can block current flow by forming a non-

conductive or semiconductive oxide layer. The surface oxidation between the 

anode support and the interconnect would increase the contact resistance, with 

consequent increasing of cell overvoltage. [155] In case of IrO2, passivation 

becomes faster at a higher current density. Additionally, the impurities produced 

by different degradation phenomena can increase passivation or arriving to 

destruction of the support. [49] 

6.2.1.4. Bipolar plate degradation 

One of main causes of cell degradation is corrosion. It can occur in different part 

of PEMWE cell, in particular Electrocatalyst layer, GDLs and BPs. [156] The BPs 

are the most influenced in terms of corrosion due to the fact that are made mainly 

by stainless-steel and so, in them a resistive layer on the surface can appear that 

can increase the ohmic resistance and reduce the performance. [55] The most used 

material for BPs is titanium. However, different problems can affect this material. 

In fact, hydrogen peroxide, that is responsible for membrane degradation, is also 

able to attack titanium chemically with the formation of an oxide layer on the metal 

surface and releasing titanium ions. It suffers the Hydrogen, which can form a 

mixture that can take to embrittlement of material with consequent risk of cracks. 

The embrittlement occurs mainly at higher temperature, since the formation of 

hydrides, like TiH2, can happen. Titanium of BPs has the risk to be weakened due 

to hydride formation. [49] It was demonstrated that the surface of the cathode BP 

degrades more than the anode one after 1000 h test due to H2 embrittlement. 
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However, if passivation occurs, an oxide films on the surface is formed that acts as 

a barrier to hydrogen penetration, and so the phenomena occur very slowly at 

temperature below 80◦C. [157] Due to the fact that it can be corroded in acid 

environment, other materials were studied to substitute this one. Stainless-steel is 

the alternative material to substitute titanium, but obviously this one suffers the 

corrosion at high potential in anode side. [49] To avoid this problem, stainless-steel 

can be coated with titanium or platinum. [158] Furthermore, a PEMWE stack is 

tested considering stainless-steel BPs coated with Ti and Pt/Ti. They demonstrated 

that degradation was reduced after 1000 h operation. [49] 

6.2.1.5. Voltage Losses 

The previously degradation mechanisms have a direct impact on the cell voltage. 

To understand the overall degradation over time of PEMWE cell, the increase in 

voltage is considered. So, a review over the available literature on long-term 

voltage degradation can be used as starting point to evaluate the crucial parameters 

influencing the degradation. [159] In this sense, the main literature is reported in 

Table 6.4. 

Table 6.4 Table of different degradation rate 

Mem

brane 

Anode 

Catalyst 

Layer 

Cathode 

Catalyst Layer 

Area 

[cm2] 

Degra

dation 

Rate 

[μV/h] 

T 

[C] 

I 

[A/cm2] 
t [h] 

Refer

ence 

N117 
1.99 mg/cm2 

IrO2, Ti 

1.31 mg/cm2 Pt 

black, SGL-

24BC 

25 5.2 60 0.2 − 1 1000 [160] 

N117 
1.94 mg/cm2 

IrO2, Ti 

1.19 mg/cm2 Pt 

black, SGL-

24BC 

25 6.2 80 0.2 − 1 1000 [160] 

N115 

2.5 mg/cm2 Pt 

unsupported, 

0.58mm Ti 

2.5 mg/cm2 

Pt/Vulcan, 

0.95mm Ti 

7 92.5 90 0 − 1 4000 [152] 

N117 

2.25 mg/cm2 

IrO2, 1.3mm 

Ti 

0.8 mg/cm2 

Pt/C, 2 x TGP-H 

120 

17.64 194 80 2 1009 [142] 

N117 

2.25 mg/cm2 

IrO2, 1.3mm 

Pt-coated Ti 

0.8 mg/cm2 

Pt/C, 2 x TGP-H 

120 

17.64 12 80 2 350 [142] 
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N117 

2.2 mg/cm2 

IrO2, 1.5mm 

Pt-coated Ti 

0.8 mg/cm2 

Pt/C, TGP-H120 

350µm 

17.64 63 80 ≥2.5   2000 [161] 

N117 

2.2 mg/cm2 

IrO2, 1.5mm 

Pt-coated Ti 

0.8 mg/cm2 

Pt/C, TGP-H120 

350µm 

17.64 6 80 1 − 2 2000 [161] 

N117 

2.2 mg/cm2 

IrO2, 1.5mm 

Pt-coated Ti 

0.8 mg/cm2 

Pt/C, TGP-H120 

350µm 

17.64 63 80 1 - ≥2.5 2000 [161] 

N117 

2.25 mg/cm2 

IrO2, 1.3mm 

Ti 

0.8 mg/cm2 

Pt/C, 2 x TGP-H 

120 

17.64 0 80 1 1009 [162] 

N117 

2.25 mg/cm2 

IrO2, 1.3mm 

Ti 

0.8 mg/cm2 

Pt/C, 2 x TGP-H 

120 

17.64 65 80 1 − 2  1009 [162] 

N117 

2.25 mg/cm2 

IrO2, 1.3mm 

Ti 

0.8 mg/cm2 

Pt/C, 2 x TGP-H 

120 

17.64 16 80 0 − 2 1009 [162] 

N117 

2.25 mg/cm2 

IrO2, 1.3mm 

Ti 

0.8 mg/cm2 

Pt/C, 2 x TGP-H 

120 

17.64 50 80 0 − 2  1009 [162] 

N117 

2.78 mg/cm2 

Ir, IrO2, 

350µm Ti 

0.5 mg/cm2 

Pt/C, SGL-

35DC 

2.89 73.6 60 1.5 500 
[163] 

[164] 

N115 
2.39 mg/cm2 

IrO2, 1mm Ti 

0.86 mg/cm2 

Pt/C, SGL-

28BC 

25 267 80 2 500 
[163] 

[164] 

N115 
2.57 mg/cm2 

IrO2, 1mm Ti 

1.08 mg/cm2 

Pt/C, SGL-

28BC 

25 17 80 0 − 2 500 
[163] 

[164] 

 

As it is possible to see, the voltage degradation rate is dependent on the 

reference current point. The majority of experiments are conducted at 80◦C. The 

experiments were performed with different operating conditions. The main 

condition in which the tests were conducted, was constant current (cc). It means 

that a certain value of current is fixed and the experiments are performed for a fixed 

time. However, cycling (cyc) is also another procedure that can be used to evaluate 

the degradation rate. It consists into applying a cyclic current value that goes from 

a minimum to a maximum for a certain period of time. In this sense, Rakousky et 

al. carried the tests both in cc and cyc, and the results are different.  From the first 

a value of 0 µV/h was obtained, while from the second different values was 
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obtained. This behaviour is due to the fact that cyc test time is different and so, the 

results were different one from the other. [162] Other tests were carried from the 

same author in cc condition. However, in this case, the current density was higher 

than the first tests and fixed at 2 A/cm2. The results showed that degradation rate 

at higher current density increases of a lot arriving to values of 194 µV/h. [142] 

Tests both at cc and cyc, changing the values of current densities were performed. 

In cc tests, the current was fixed to 2.5-3 A/cm2 and the results displayed a value 

of degradation rate equal to 63 µV/h. Instead, in cyc tests the cyclic current was 

imposed between 1.0 and 2.0 A/cm2  and low degradation rate was obtained (6 

µV/h), when the cyclic current was imposed between 1.0 and 2.5-3.0 A/cm2 the 

voltage degradation rate obtained was equal to cc test (63 µV/h). [161] 

Frensch et al. tested two type of cell for 500 h with different materials for 

anode and cathode catalyst layers. The test was carried out considering both cc and 

cyc condition. The first was tested with a fixed current density of 1.5 A/cm2, while 

the second one was tested with a fixed current density of 2 A/cm2. The results, as 

expected, showed a higher value of degradation rate in the second case (267 µV/h) 

rather than the first one (73.6 µV/h). Instead, cyc test was conducted with a cyclic 

current imposed between 0 - 2 A/cm2 and the result showed lower value of 

degradation rate (17 µV/h). [163] [164] Considering these tests and Rakousky et 

al. tests, it is clear that main parameter influencing the degradation rate is the value 

of current density and not the type operation imposed in the system. In order to 

prevent the degradation mechanisms can be good to use some coatings able to 

reduce the effects and the degradation rate. Rakousky et al. demonstrated the 

effectiveness of Pt-coated on anode side. Thanks to this coating the degradation 

rate dropped from 194 µV/h to 12 µV/h in cc conditions. [142] 

6.2.2. Accelerated tests 

In this chapter the effect of designed accelerated degradation tests are compared 

with a constant load profile. The experiment with the constant load profile at 80°C 

and 1A/cm2 has been performed for more than 1000 hours and the results show a 

degradation rate of 12 µV/h. the next step was performing accelerated tests with 

frequent shutdowns to see the effect of these variations on the degradation rate and 

on the mechanisms that affect the cell. 
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6.2.2.1. Frequent shut downs / Dynamic profile 

6.2.2.1.1. I 

Degradation test performed at 60°C and 80°C, 0.5barg, closed cathode, 10% mass 

flow rate, constant current density of 0.5 A/cm2: 

The degradation test is carried out at a constant current density of 0.5 𝐴/𝑐𝑚2 and 

the cell voltage increase over time is monitored.  It consists of two series: the first 

series is performed at 60°C while the second at 80°C; both have an imposed gauge 

pressure of 0.5barg in the anode and cathode, and closed cathode configuration. 

During the first series EIS tests have been performed each twelve hours which 

means two tests each day (early morning and evening) whereas each 24 hours (one 

test each evening) while performing the second series of the degradation test. Two 

types of EIS tests have been used:  

- Potentiostatic test, performed at 0 DC V by varying the frequency from 100 

kHz to 0,001 Hz in single sine mode and using a sinusoidal excitation signal 

of 10mV root mean square (rms) 

- Galvanostatic test, performed at 0 DC mA by varying the frequency from 

200 kHz to 0,002 Hz in single sine mode and using a sinusoidal excitation 

signal of 1000 mA root mean square (rms). 

It is expected to have an increase of the cell potential therefore a decrease of the 

cell performance.  

6.2.2.1.1.1. Results of first series 

After around 168 h of operation at 0.5 𝐴/𝑐𝑚2 the cell has shown a degradation 

rate of 1080 𝜇𝑉/ℎ. 

 

Figure 6.76 Voltage trend during the degradation test at 60°C. 
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The effective temperature during the experiment oscillates around 61°C 

whereas the real gauge pressure at the anode and cathode was 0,89 barg and 0,44 

barg respectively.  

The study shows an increase of pressure at the heater (from 1 to 1.3 barg), 

instead cell temperature remains in a range of values between 61-61,39°C and fluid 

temperature at the heater between 61,35-63,32°C.  

 

Figure 6.77 V-t 

 

Figure 6.78 P-t 

During the experiment there was a fault of the system on 3rd August afternoon 

that explains the anomaly on the cell voltage. Another remark should be done for 

the measurement done on 4th August. In the cell voltage graph a steep increase of 

the voltage is noticed, probably related to a decrease of the pressure at the heater, 

which also caused a decrease of cell temperature and fluid temperature. 

Figure 6.79 and Figure 6.80 show the overall EIS measurements performed 

under voltage and current control during the degradation test at 60°C. 
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Figure 6.79 All EIS measurements with potentiostatic mode. 

 

Figure 6.80 All EIS measurements with galvanostatic mode. 

6.2.2.1.1.1.1. Data quality assessment 

Validation through KK relations shows that impedance spectra obtained with both 

modes have similar residuals behaviour, i.e. low residuals of high frequency data 

and larger residuals as data are collected at lower frequencies. This is probably 

related to the drift of the system during the measurements at low frequency, which 

are more time consuming.  
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Impedance spectra showing very high residuals in all frequency range are 

discarded. These are 2nd, 4th and 5th morning for the potentiostatic and 2nd evening, 

3rd 4th and 5th morning for the galvanostatic. Another EIS test not considered due 

to tripping of the system is the one performed on the 3rd evening. 

By visual inspection of the Nyquist and Bode plots it is possible to say that 

EIS measurements with galvanostatic and potentiostatic mode have produced 

impedance spectra characterized by at least two-time constants. The low frequency 

impedance spectra in both modes- particularly in the potentiostatic mode- is 

affected by noise and/or time variance of the cell behaviour. Consequently, the 

impedance spectra obtained at lower frequencies is considered only from a 

qualitative point of view because its approximation to an ECM will probably 

produce a poor fit. Hence, the impedance spectra are fitted up to where data show 

a good trend, typically the first semicircle at HF and the initial part of the second 

semicircle appearing in the mid frequency range. Accordingly, the ECM used is 

LR(QR)(QR). 

6.2.2.1.1.1.2. Modelling  

Figure 142 shows Nyquist plots of EIS data measured at 0V, with invalid spectra 

removed. It is possible to notice the presence of an arc at high frequency, and an 

incomplete second arc in the mid frequency region. The low frequency data are 

affected by noise, but it is possible to notice a third semicircle. It is observed a 

general increase of HF arc, and a decrease of the second arc in favour of an 

increment of the LF arc even if it is affected by noise.  

 

Figure 6.81 EIS measurements with potentiostatic mode- removed invalid 

impedance spectra. 
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Figure 143 shows Nyquist plots of EIS data measured at 0 mA, 

corresponding to the open circuit voltage of the cell, with invalid spectra removed. 

It is observed the presence of an arc at high frequency, and a second arc in the mid-

low frequency region affected by noise. The latter seems to be made of two merged 

semicircles. 

It seems that the HF arc increases but the second arc shows a decreasing 

behaviour. 

 

Figure 6.82   EIS measurements with galvanostatic mode- removed invalid 

impedance spectra. 

6.2.2.1.1.1.3. Discussion 

The analysis considers both EIS results gained from potentiostatic and 

galvanostatic modes. The trend of ohmic resistance, high frequency charge transfer 

resistance and capacitance is shown in: 

 

Figure 6.83 
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For both EIS tests the ohmic resistance seems to have a very slight decrease- 

although an oscillating behaviour between 0.818-0.542 Ωcm2 and 0.0806- 0.593 

Ωcm2 is noticed for potentiostatic and galvanostatic respectively- whereas the 

charge transfer resistance increment is much more evident from 1.51 to 3.92 Ωcm2 

for potentiostatic and 1.55 to 3.35 Ωcm2 for galvanostatic. The capacitance of the 

high frequency arc is characterized by a decreasing trend, at least during the first 

part of the test. Anyway, possible oscillations of the value may be related to time-

variance of the system during the whole test but if the start and the end are 

considered, a decrease can be observed. It is not possible to say much about the 

low frequency arc due to the presence of noise, particularly in the impedance 

spectra obtained with voltage control. Hence, it is not possible to gain a quantitative 

and reliable measurement of the overall polarization resistance. On the other hand, 

some qualitative considerations can be done for the LF results gained with 

galvanostatic tests. The low frequency intercept with the real axis seems to show 

increasing values, hence it is suggested an increase of the total polarization 

resistance. As it is shown in the figure below, the trend of the total polarization 

resistance is mainly due to that of the charge transfer resistance of the HF arc.  

 

Figure 6.84 Galvanostatic test 

Considering the trends of Figures 144 and 145, it is assumed that the HF 

feature is related to current constrictions, whereas the second incomplete 

semicircle and third one are respectively associated to charge transfer kinetics in 

the anode and mass transport limitations.  

Concluding, the EIS results are in accordance with the increase of voltage 

during the degradation test. A probable reason of the ohmic resistance decrease 

(from 0.8 to 0.6 Ωcm2) is the thinning of the membrane.  It is suggested a loss of 

material from the aged membrane, which can also explain the decrease of the 
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capacitance at high frequency. A loss of materials or agglomeration of catalyst 

particles can cause an increase of the distributed contact resistances at the 

electrolyte/anode interface. This determines current constrictions and thus a lower 

performance of the cell. About the low frequency region, qualitatively it is possible 

to say that the larger arc in the galvanostatic tests or the increment of the third arc 

in the potentiostatic tests may be insights of the anode degradation. Large arcs are 

characterized by lower value of the capacitance, which in turn is linked to the 

number of active sites in the electrode surface. A low value of the capacitance 

demonstrates the occurrence of degradation processes in the catalyst layer. Instead, 

the presence of a third arc at low frequencies suggests important mass transport 

limitations, another sign of degradation. 

6.2.2.1.1.2. Results second series 

After around 135 h of operation at 0.5 𝐴/𝑐𝑚2 the cell has shown a degradation 

rate of about 720 𝜇𝑉/ℎ. 

 

Figure 6.85   Voltage trend during the degradation test at 80°C. 

The effective temperature during the experiment oscillates around 79°C 

whereas real gauge pressure at the anode and cathode was 0,91 barg and 0,44 barg 

respectively.  

The study shows an increase of the cell potential, instead pressure at the 

heater remains in a range between 1,14 barg-1,29barg, temperature at the heater 

between 79,3°C -79,8°C and cell temperature remain 79,5°C -79,7°C. 
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Figure 6.86 V-t 

 

Figure 6.87 P-t 

Figures 71 and 72 show the overall EIS measurements performed under voltage 

and current control during the degradation test. 

 

Figure 6.88   EIS measurements with potentiostatic mode. 
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Figure 6.89   All EIS measurements with galvanostatic mode. 

6.2.2.1.1.2.1. Data quality assessment 

Validation through KK relations shows that impedance spectra obtained with both 

modes have similar residuals behaviour, i.e. low residuals of high frequency data 

and larger residuals as data are collected at lower frequencies. Data quality is 

mostly affected by time variance rather than noise. 

By visual inspection of both Nyquist and Bode plots, at least two time 

constants are individuated, so two distinguishable features are observed: high 

frequency arc and a mid-frequency arc, mainly affected by noise. As previously 

said, due to high level of noise the LF data are considered only in a qualitative way. 

Therefore, the ECM used to fit the experimental data is LR(QR)(QR). 

6.2.2.1.1.2.2. Discussion 

The analysis is carried out with both EIS results gained from potentiostatic and 

galvanostatic modes. The trend of ohmic resistance, high frequency charge transfer 

resistance and capacitance is shown in the figures below. 
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Figure 6.90 Potentiostatic 

 

Figure 6.91 Galvanostatic 

For both EIS tests the high frequency arc shows a moderate increase: the ohmic 

resistance seems to oscillate in the between 0.8-1.1 Ωcm2 whereas there is an 

evident increment of the charge transfer resistance. Instead, the HF capacitance 

shows a small decrease, higher in the potentiostatic test (from 0.0209 to 0.0176 F) 

rather than in the galvanostatic (from 0.0160 to 0.0155). As before, it is possible 

to get a qualitative trend of the LF feature from the galvanostatic measurements. It 

is observed an increase of the diameter of the mid-low frequency arc; hence, it can 

be assumed an increase of the total polarization resistance.  
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Figure 6.92 Galvanostatic 

These results are consistent with the voltage increase during the experiment at 

80°C. Therefore, the cell is experiencing degradation mainly of the anode even if 

some loss of performance are individuated also in the membrane. 

6.2.2.1.2. II 

Degradation test performed at 80°C, 0.5barg, closed cathode, 10% mass flow rate, 

constant current density of 1 A/cm2: 

The degradation test is carried out at a constant current density of 1 𝐴/𝑐𝑚2 and the 

cell voltage increase over time is monitored.  It is performed at 80°C, imposed 

gauge pressure of 0.5barg at the anode and cathode, and closed cathode 

configuration.  

Two types of EIS tests have been used:  

- Potentiostatic test is performed at 0 DC V by varying the frequency from 

100 kHz to 0,001 Hz in single sine mode and using a sinusoidal excitation 

signal of 10mV root mean square (rms);  

- Galvanostatic test is performed at 0 DC mA by varying the frequency from 

200 kHz to 0,002 Hz in single sine mode and using a sinusoidal excitation 

signal of 1000 mA root mean square (rms). 

After around 350 h of operation at 1 𝐴/𝑐𝑚2 the cell has shown a degradation rate 

of about 180 𝜇𝑉/ℎ. 
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Figure 6.93 

The effective temperature during the experiment oscillates around 80°C 

whereas real gauge pressure at the anode and cathode was 0,95 barg and 0,42 barg 

respectively. The study shows an increase of the cell potential and of the pressure 

at the heater; instead, temperature at the heater and cell temperature remain almost 

unvaried. 

6.2.2.1.2.1. Data quality assessment 

All impedance spectra are subject to a quality validation through KK relations. It 

is noticed that impedance measurements gained with galvanostatic mode have 

quite high residuals due mostly to the instability of the cell during their execution. 

Conversely, potentiostatic test have provided measurement with lower residuals 

thus higher quality. A visual inspection of Nyquist and Bode plots clearly show 

two time constants for the potentiostatic tests and three for the galvanostatic tests. 

6.2.2.1.2.2. Modelling 

Nyquist plot below shows the impedance spectra measured during potentiostatic 

tests.  Impedance spectra obtained under voltage control are characterized by two 

semicircles, appearing at high and mid-low frequency respectively. On the other 

hand, the shape of the impedance spectra produced by galvanostatic tests changes 

depending on the DC value of the current. Three semicircle are detected at 0mA, 

one at high frequency and two merged in the mid-low frequency range. As the 

current increases the mid frequency arc tends to disappear so at the end there are 

two arcs. 

6.2.2.1.2.3. Discussion 

The degradation test has a duration of around 350 hours in which the cell behaviour 

is under dynamic conditions, i.e. several perturbations occur during its execution. 
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After perturbation the system tends to reach a new equilibrium hence there is 

always a period of stabilization after each perturbation. 

The first part of the test (60 hours) is of stabilization of the cell voltage, then 

there is the start of the degradation test.  At around 120 h there is a perturbation of 

the cell hence the time lapse up to 200h is of stabilization. After that, the 

degradation test continues till the end at around 350h.   

As a consequence, parts of the test where perturbations and stabilization 

occur are not considered in the analysis. This means that EIS measurements gained 

during these part of the test are not considered as well. 

The validation with KK relations put in evidence the inconsistency of the 

impedance spectra measured with galvanostatic mode whereas almost all 

impedance data under potentiostatic mode showed good quality, i.e. residuals 

below 0.5%. As a result, only potentiostatic tests are used for the analysis. The EIS 

tests considered are those shown in the figure below. 

 

Figure 6.94 Potentiostatic test 

It is observed an increase of the low frequency arc whereas the dimension of 

the high frequency arc seems not to vary. Further on, a third semicircle affected by 

noise appears at very low frequency as the degradation test goes on. 
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Figure 6.95 trend of resistances 

The ohmic resistance shows an oscillating behaviour, so it is not possible to 

say whether or not a degradation process is occurring in the MEA. Its value goes 

from a maximum of 1.84 Ωcm2 and a minimum of 0.63 Ωcm2. The high frequency 

arc seems not change during the operation of the cell, the charge transfer resistance 

is around 0.73-0.82 Ωcm2 and the capacitance is constant at 0.02 F. What shows a 

substantial increase is the low frequency arc, i.e. the charge transfer resistance 

increases from 2.10 to 19.11 Ωcm2 whereas the capacitance decreases from 0.5 to 

0.3 F. As a consequence, the polarization resistance-corresponding to the sum of 

the diameters of the two arcs- increases from 2.9 to 19.9 Ωcm2. 

The results of the EIS tests shows that a component affected by degradation 

process is the anode. This is in accordance with the increase of voltage during the 

degradation test of about 350 mV, corresponding to a degradation rate of 180 μV/h. 

6.2.3. Further analysis  

A series of Fluoride ion chromatography has been performed which confirmed its 

direct relation with the conductivity of the demineralized water that is used inside 

the circuit. As a result, the online control was performed on the values of 

conductivity to see the effect of the degradation. 
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After the degradation tests on the mentioned cells, post-mortem analysis 

using SEM and EDS was performed to have a complete overview about the 

degradation mechanisms. A sample of the degraded cell after the frequent shut-

down profile at 80 degrees Celsius and 1 A/cm2 test is brough in Figure 6.96 , 

Figure 6.97 , and Figure 6.98. 

 

Figure 6.96 Anode SEM: left: as received  right: degraded 

 

 

Figure 6.97 oxidized Ti GDL   right: degraded membrane thickness 
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Figure 6.98 EDS of membrane, presence of Iron after degradation test 

 

Some noteworthy results are : 

• In Ti gas diffusion layer we see Oxidation which is more evident in 

anode side due to harsher condition. 

• In Membrane electrode assembly (or MEA): 

o We have Presence of Iron which probably come from circuit 

tubing 

o Membrane thinning is also measured here in Micrometers and 

can be seen from the presented SEM image. 

o Loss of Fluor from the membrane is also evident with EDS 

analysis. 

This loss of fluor was also Verified with the Fluoride ion chromatography 

test that was done by sampling the circuit water coming out of cathode at specific 

time periods. 
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Chapter 7. Final remarks 

7.1. Conclusions and addressed research questions 

All said, in the current situation the increase or decrease in the production and use 

of hydrogen still strongly depends on the policies that are imposed by decision 

making organizations. In the recent years the energy landscape is changing rapidly, 

particularly due to the current geopolitical situation. Europe, US and China -some 

of the world’s biggest players in the hydrogen sector- have announced positive 

changes in their plans. For instance, due to the global energy market disruption 

caused by the geopolitical conflicts, EU strategies had significant implications on 

hydrogen production. In the “EU’s plan to rapidly reduce dependence on Russian 

fossil fuels -REPowerEU- hydrogen is receiving more attention along with its 

derivatives, such as ammonia, methanol, e-kerosene, and e-petrol. While the 2030 

target for renewable hydrogen in “Fit for 55” was set at 5.6 Mt, the new 

REPowerEU strategy has increased the target to 20 Mt, with a purpose to replace 

50 bcm of Russian gas. The immense change becomes particularly clear in the 

planned use of hydrogen by 2030 where this utilization in many important sectors 

increase some 2 to 5 fold compared to the already ambitious Fit for 55 targets. 

China’s long term plan for hydrogen is another evidence for the growth in the needs 

for hydrogen production. They intend to arrive at the use of 35 Mt in 2030 (at least 

5% of the Chinese energy supply) and 60 Mt in 2050 (10 %). As another example, 

the U.S. Department of Energy (DOE) has also recently made $7 billion available 

to fund regional clean hydrogen hubs across the country, which will form a 

potential key power source in America's future clean energy economy. Hence, 

although the changes in policies may affect the hydrogen sector rapidly, evidence 

show that the policies are towards continued and increased support of this sector. 

Based on these evidence, many market players have already introduced an 

expansion of electrolyser infrastructures. Such examples can be easily found as 

gigafactories in Denmark and France.[165][166][167][168][169][170][171] 

In this context PEMWE technology represents one of the best choices in 

terms of environment protection when compared to the traditional methods used to 

produce this element. Besides, the main advantages of the PEM are its better 

dynamic behaviour and flexibility in comparison to other electrolyzers. 
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The performance of PEMWE has been examined in this work from different 

perspectives such as V-I polarization curve and hydrogen production. 

Understanding how the performances change requires knowledge of the 

polarisation curve. After constructing the test rig, electrolytic cell assembly and 

test bench preparation has been completed in order to conduct the tests. The test 

bench's primary components, including the temperature and back pressure 

controllers, have been set up to operate in accordance with the design of 

experiments. To find the best clamping pressure for the housing of the cell, the 

pressure paper method has been adopted. The preparation involved carrying out a 

number of pre-testing steps that directly and indirectly impacted the electrolyser’s 

function. Procedures for assembly, activation, and humidification were done 

directly on the electrolyzer. Other steps such as thermocouple calibration and 

temperature controller setting were done in order to guarantee an accurate 

measurement of the variables. More specifically, after all pre-testing procedures 

have been conducted, the electrolytic cell has been assembled. The assembly 

process includes several phases. In order to assemble the MEA along with its GDLs 

in the cell housing, GDLs have been cut and prepared to the right size. Considering 

the application and working condition, a gasket material has been chosen and 

through literature and experimental phases the appropriate thickness of gasket has 

been found out. In the next phase, the Labview based software has been configured 

to run the tests.  after the assembly of the cell, hydration of the cell is performed. 

Subsequently a stabilization test was also done to ensure the optimal working 

condition for the cell. These steps contributed to addressing the first research 

question mentioned in the sub-chapter 1.4 Research questions addressed  

The tests were carried out at various temperatures and pressures by varying 

the current applied to the cell and selecting between two different configurations: 

open and closed cathode. The studies were conducted out, in particular, for various 

temperatures (40-80°C) and pressures (2.5-15barg). The first series of results were 

voltage-current polarizations which showed that as expected from literature, as the 

temperature rises, the polarization curve shifts to lower values. Also, the 

polarization curves are shifted to higher values as the pressure is increased. 

Considering the obtained values, certain number of oscillations have been seen in 

the results. The cause could be as a result of various imposed controls working on 

the cell for example the range of working and delay of the PID controller; i.e. they 

may have been caused by temperature and pressure controllers' oscillating values. 

They can also be contributed to external factors acting on the cell and the test 

bench. In the case of an open cathode configuration, the obtained findings are 
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reasonably similar to the value of the literature, and in the case of a closed cathode 

configuration, they are slightly higher. These results contributed to addressing the 

second research question mentioned in the section 1.4. 

The production of hydrogen has also been examined because, together with 

the polarization curve, it is the outcome that matters the most for a commercial-

scale stack. These two outcomes aid in determining whether the MEA and other 

components are accurately installed and whether the system is operating properly. 

The closed cathode configuration has been taken into consideration when creating 

the graphs of hydrogen generation. The values of Hydrogen recorded by the mass 

flow meter have been studied. The graphs have been created considering the 

polarization experiment descending from higher current densities to zero. When 

these production graphs are analyzed, oscillations are visible, but they are caused 

by the Back Pressure Controller's physics. Additionally, the system's production 

was compared to the theoretical one, which was computed using the Faraday Law, 

and it was discovered that the system's rate of production was somewhat lower than 

the computed one. This is how energy systems often behave. The Faradaic 

efficiency may be calculated using theoretical and experimental numbers, and it is 

obvious that it is close to unit, indicating that the system assembly and testing 

methods have been set up correctly. Moreover, a mass spectroscopy was utilized 

to understand the percentage of produced hydrogen and oxygen, with excellent 

results on both the anode and cathode sides. 

The 0D mathematical model that was coded on MATLAB® demonstrated 

the main contributions of voltage for electrolysis processes to be activation and 

ohmic overpotentials. The ohmic overpotential has a high influence at higher 

current densities. The validation revealed that the anode and cathode reference 

exchange current densities are the main impacting ones,and in particular the anode 

one, has a significant impact on the polarization curve. Numerous fitted parameters 

have been calculated, and they are extremely close to the values found in the 

literature. In order to undertake a model validation, three experimental curves for 

an opened cathode valve configuration at the same pressure (5bar) have been 

selected. For closed cathode valve design, the same process is carried out with a 

fixed pressure of 15 bar. In this sense, the curves have merely been fitted while 

keeping the fitting parameters constant and modifying the temperature. These 

results contributed to addressing the fourth research question mentioned in the 

section 1.4. 

Multiphysics models were also developed during this work ,i.e. a 2-D 

multiphysics model that studies the anode compartment as single phase flow, a 2-
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D multiphysics model that studied the anode compartment as multi-phase flow and 

finally 3-D extension of the same models. In the 2D model the results include 

laminar single-phase and turbulent multiphase flow, while in the 3D model the 

laminar single-phase and turbulent single-phase flow, and the closed cathode 

comparison is analysed. The development of the various models demonstrated how 

the same phenomenon can be analyzed using different techniques. The model that 

treats the anode compartment flow as a multi-phase flow is undoubtedly the 

essential part of this work because it captures the interaction between the gas and 

liquid phases in the slow electrode. The development of this model is driven by 

both the gap in the literature and the presence of biphasic mixtures in the system, 

which necessitates the use of a multiphysics model to capture the impact of bubbles 

on PEMWE performance. The interaction of the gaseous bubbly phase and the 

liquid phase was thus modeled. In the laminar flow the reported results in the 2D 

model are, the polarization curve, hydrogen and oxygen concentration, the water 

concentration with analysis on the water in the membrane and its main 

concentration factors, potential at the electrodes and at the membrane, local current 

at the electrodes, temperature distribution, and temperature gradients at anode and 

cathode. As a result, the velocities of the gaseous and liquid phases, the fraction of 

gaseous volume relative to the liquid, which is the percentage of volume occupied 

by bubbles, and the overpotential caused by bubbles are the most important results 

because they highlight the influence of multiphase flow in an electrolysis process. 

The effect of bubbles on the electrochemical process could be simulated and 

compared to the single phase multiphysics model. Furthermore, the Diffusion 

overpotential for the two 2-D models with a lower limiting current for the multi-

phase treatment was investigated. Another difference between the two 2-D models 

is the temperature distribution and thermal gradients involved at the interfaces, 

which show lower values for the multi-phase model. A fitting procedure was also 

used to validate the model, and the fitted parameter values for both models were 

close to the values assumed and within the range reported in the literature. The 

reported results in the 3D models, in addition to those reported in the 2D models, 

are focused on the comparison of the laminar/turbulent model and open/closed 

cathode configuration. The main turbulence variables, such as turbulent kinetic 

energy, specific dissipation rate, and turbulent dynamic viscosity, are presented in 

the 3D turbulent model analysis. The differences with respect to the 3D laminar 

model are in the different distribution of the velocity field and vorticity in the 

anodic channels, where the turbulent flow applies. Another important results in the 

turbulent model in the different concentrations of water, oxygen and hydrogen, is 
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that the concentration of hydrogen as a function of channel height is increased 

compared to the laminar model. This is due to the increase and distribution of 

turbulent kinetic energy at the interface. The interesting findings with regard to the 

open/closed cathode configuration are the confirmation of the hypotheses that a 

closed cathode configuration, which appears to lack water in the cathode channels, 

causes an increase in temperature due to the lack of a cooling fluid, which in turn 

causes an increase in the production of hydrogen (with a significant increase in 

concentration) and polarization of the cell. These results contributed to addressing 

the fifth research question mentioned in the section 1.4. 

Among the different techniques available to study electrolytic systems, AC 

impedance spectroscopy is one of the most promising, so EIS has been chosen to 

analyse the cells. The ability to individualize and differentiate phenomena, measure 

their effect on cell performance, and pinpoint the crucial element are the key 

benefits. Furthermore, it is a non-destructive method, so it is applied during the 

operation of the cell. Impedance spectra measured during the performance of EIS 

tests are then analysed by complex non-linear least square (CNLS) approximation. 

the spectra is utilized for equivalent circuit model which is  to fit the experimental 

data. The time needed to obtain a complete impedance spectrum is this method's 

main flaw. Low frequency measurements take a long time, and during that period 

the system may drift, which may then impact the measurements. 

Regarding the EIS results, the results obtained from open cathode 

measurements suggest attributing the high frequency feature to the properties of 

the MEA, due to the fact that it is not dependent on current density and voltage. 

The capacitive behaviour at high frequencies could be due to agglomerated 

catalysts or poor contact between the anode catalyst layer and the electrolyte. This 

hypothesis is also supported by the fact that the same behaviour is present in both 

MEAs that have been tested. The mid-low frequency semicircle, on the other hand, 

is the result of kinetic processes related to the OER and HER. In this regard, it is 

assumed that the low frequency feature is primarily associated with the anode, 

which has sluggish kinetics in comparison to the faster cathode. The open/closed 

cathode series of experiments shows that open cathode has better performance, 

most likely due to higher thermal stability. It was also discovered that EIS 

measurements performed during closed cathode show a more pronounced high 

frequency arc, implying the presence of more relevant current constrictions. These 

results contributed to addressing the third research question mentioned in the 

section 1.4. 
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Finally, the most time-taking tests performed, are the degradation tests. After 

performing tests with a base profile of constant current at 1 A/cm2 which resulted 

in a degradation of 12 μV/h, the first series of dynamic profile degradation is 

performed on a MEA at two different temperatures having the same constant 

current densities of 0.5 A/cm2. A degradation rate of 1080 μV/h during the 168 

hours of test at 60°C and 720 μV/h for the test performed at 80°C with a duration 

of around 135 hours was found. The higher degradation of the 60°C is related to 

the higher number of shut downs in the test profile. The results of the impedance 

spectra indicate that both the anode and the electrolyte are subject to degradation, 

as both the charge transfer resistances of the HF arc-related to the MEA structure 

as previously stated- and the low frequency arc-attributed to the anode- have shown 

increasing behaviour. Regarding the second series performed on the MEA at 80°C 

and with constant current density of 1 A/cm2, practically only the anode shows the 

presence of degradation effects. These results bring the essence of all of the 

research questions together. 

 

7.2. Future works 

Although in this work fundamental goals have been achieved, there are various 

aspects that can to be improved. First of all, the control system of the test bench 

can be improved to have a more automated system configuration. in a first phase 

an automatic water tank refilling system can be installed. Currently the water tank 

contains approximately 10 litres of demineralized water which for long term 

degradation tests need a refill once every some days. Another example could be 

using the already-existing thermocouples at the entrance and exit of anode and 

cathode sides -in excess to the ones that are present inside the cell housing and 

inside the flow of input water- and creating a better control on the LabVIEW 

software to be able to control the temperature of the cell housing more preciously. 

Another future step could be installation of other conductivity meters at the 

entrance of the cell in order to have a comparison with the current conductivity 

meter at the exit of the cell. Besides, regarding the MATLAB model, more data 

can be used to improve the fitted parameters. 

Regarding the modelling, the integration of the multi-phase flow approach in 

the anode compartment can be extended to an improved 3-D multiphysics model 

that completely considers the dimensions of the electrolyzer in order to catch the 

impact of the bubbles in the electrochemical process in a better way. Furthermore, 
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other multi-phase flow approaches can be implemented in the multiphysics model 

to describe higher coalesced agglomerates of gas since the current model treats the 

gaseous phase as diluted. Moreover, another possible improvement would be to 

deepen the turbulent motion applied to 2D and 3D models in order to gain a better 

understanding of the multiphase processes present in the cell and considering 

applying multiphase models to 3D closed cathode configuration 

Regarding the EIS and EEC, a fundamental aspect is to account for the 

ambiguity related to the equivalent circuit model used to simulate the experimental 

impedance spectrum. ECMs, generally chosen a priori, do not describe the 

physiochemical properties of the system. They simply reproduce the experimental 

data. Only a pre-knowledge of the system under study can help the selection of the 

ECM to get meaningful results. Consequently, other methods such as distribution 

of relaxation times (DRT), can assist to the identification of a proper number of 

circuit element avoiding problem of under- or over fitting as well as lack of 

correlation with the physics. 

Regarding the analysis of output hydrogen and oxygen, apart from the mass 

spectrometer and the gas analyser that are currently used, dedicated gas analysers 

with calibrated high precision hydrogen capabilities can also be implemented in 

future to study the output gasses of the cells in a better way. 
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Appendix A: 

7.3. Modelling elements and their physical meaning 

Equivalent electrical circuit is a combination of different elements, which are 

divided in two groups: 

Lumped elements: they are electrical elements and can describe only 

homogeneous systems. Resistors, capacitors and inductors belong to this category. 

Frequency dependent elements: they are electrochemical elements, i.e. these 

are developed for the description of electrochemical processes. 

7.3.1. Lumped elements 

7.3.1.1. Resistor 

The impedance of a pure resistor, where R is the resistance [Ω ], is 

characterized only by the real part: 

𝑍𝑅(𝜔) = 𝑅 0.1 

In the Nyquist plot it appears as a single point in the real axis. 
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Figure 0.1 Impedance diagram of Resistance simulated in the frequency range 103 

÷10-3 Hz (R = 90 Ohm, 200 Ohm, 300 Ohm, 400 Ohm) [117] 

In general, the resistance represents an internal opposition to the occurrence 

of a process within the system.  

In PEM electrolysers it is used to describe:  

Proton transport in the electrolytic membrane. It is known as ionic or 

membrane resistance and it is directly proportional to the electrolyte resistivity 

𝜌 [Ωcm]   and the membrane thickness. The membrane resistance is affected 

positively by increasing value of temperature since the ionic conductivity 𝜎 = 1/𝜌, 

reciprocal of the resistivity, is temperature dependent. Furthermore, lower value of 

the ionic resistance is provided by thinner membrane but in this case gas cross-over 

can occur. 

Movement of electrons in the metallic parts and conductors, such as current 

collectors and wires. Its name is electronic resistance and it is usually negligible in 

comparison with the membrane resistance. 

Electrons transfer at the electrode/electrolyte interface, named charge-

transfer resistance. It is associated with the charge transfer mechanism for the 

electrode reactions. In other words, is the resistance that occurs when electrons 

transfer at the electrode/electrolyte interface. It depends on the potential and 

temperature as well; an increase of the potential generally determines a decrease of 

the charge-transfer resistance [116]whereas higher temperature improves kinetics. 

The sum of membrane resistance and electronic resistance is called ohmic 

resistance 𝑅Ω and it is obtained by the intercept of the HF feature with the real axis, 

whereas the overall resistance to electron crossing the interface at both anode and 

cathode is called polarization resistance 𝑅𝑝  and it is gained by the difference 

between the intercept of low frequency feature and the intercept of high frequency 
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feature. The total resistance corresponding to the differential resistance of the 

polarization curves is given by the intercept of the low frequency feature with the 

real axis, hence 𝑅Ω + 𝑅𝑝. 

7.3.1.2. Capacitor 

The impedance of a pure capacitor, where C is the capacitance [F], has only 

the imaginary part and its value is negative when C is positive. 

𝑍𝐶(𝜔) =
1

𝑗𝜔𝐶
 0.2 

The behaviour of a pure capacitor is represented in the Nyquist diagram by a 

line parallel to the negative imaginary axis.  

 

Figure 0.2 Impedance diagram of Capacitance simulated in the frequency range 

103 ÷10-3 Hz (C = 1E-3 F) [117]. 

It is possible to distinguish between bulk capacitance which represents the 

electric charge stored between the electrodes, and double layer capacitance 𝐶𝑑𝑙, 

arising from an electrical double layer formed at the interface between electrode 

and electrolyte [172]. 

7.3.1.3. Inductor 

The impedance of a pure inductor, where L is the inductance [H], has only 

the imaginary part with positive values when L is positive. 

𝑍𝐿(𝜔) = 𝑗𝜔𝐿 0.3 
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It is used to model the inductive behaviour of wires used for the test 

performance and its behaviour when considering a pure inductor is represented in 

the Nyquist diagram by a line parallel to the positive imaginary axis. 

 

Figure 0.3 Impedance diagram of Inductance simulated in the frequency range 

103 ÷10-3 Hz (L = 1E-3 H) [117]. 

7.3.2. Frequency-dependent elements 

7.3.2.1. Warburg element (W) 

It is related to mass transfer in the electrochemical system. It describes linear semi-

infinite diffusion. Its impedance is: 

 𝑍𝑤(𝜔) = 𝜎(𝑖𝜔)
−
1
2 0.4 

Where 𝜎 is known as the Warburg parameter. 

Real part and imaginary part of the impedance have same value thus in the 

Nyquist plot the Warburg impedance is represented by a line with 45° phase shift, 

and it is not dependent on frequency. 
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Figure 0.4 Impedance diagram of Warburg element simulated in the frequency 

range 103 ÷10-3 Hz (σ = 400 Ω /s1/2). 

It is important to point out that in real systems diffusion is limited. Hence, a 

finite diffusion behaviour is generally present, which in the Nyquist plot is 

represented by a different shape with respect to the standard semi-infinite Warburg 

impedance. To consider finite diffusion two other type of equivalent circuit 

elements are used. These are the finite space Warburg (FSW) and finite length 

Warburg, sometimes called open and short Warburg elements respectively. 

The finite space Warburg or open Warburg describes reflective finite 

diffusion. It tends towards capacitive behaviour at low frequency or in other words 

the impedance terminates in an open circuit, which corresponds to the reflection.  

The finite length Warburg or short Warburg describes transmissive finite 

diffusion. It terminates in a large resistance at low frequency whether at high 

frequency the response is almost equal to that of the semi-infinite Warburg, i.e. it 

looks like a 45° line [116] . The short Warburg is also referred as bounded Warburg 

impedance and it will be discussed more in detail in the following paragraphs. 
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Figure 0.5 Variation of impedance for diffusive systems: a semi-infinite diffusion; 

b reflective finite diffusion; c transmissive finite diffusion [116]  

7.3.2.2. Constant phase element (CPE) 

It is a generalised element, it is used to consider the deviations of the double 

layer from ideal capacitive behaviours which are related to surface roughness and 

non-uniformly distributed propertied of the irregular electrode surface, as well as 

varying thickness or composition, non-uniform current distribution. The 

impedance is described as: 

𝑍𝐶𝑃𝐸(𝜔) = 𝑄
−1(𝑖𝜔)−𝑛 0.5 

where 𝑄  is a factor of proportionality and 𝑛  is the CPE exponent which 

characterizes the phase shift. For integral values of 𝑛 (𝑛 = 1, 𝑛 = 0, 𝑛 = −1) the 

CPE represents C, R and L respectively. Instead, when 𝑛 = 0.5 it describes the 

Warburg impedance. 

Table 0.1 Physical meaning of the parameter Q with different values of the 

exponent n. 

n Physical 

meaning 

parameter units 

1 capacitance 𝐶 𝐹 = Ω−1𝑠 

0 Resistance 𝑅−1 Ω−1 

-1 Inductance 𝐿−1 𝐻−1 = Ω−1𝑠−1 

0.5 Warburg element 𝜎−1 Ω𝑠−1/2 
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Figure 0.6 Impedance diagram for CPE simulated in the frequency range 103 ÷10-

3 Hz at different values of n (Q = 100). 

In the Nyquist plot, when a CPE is connected in parallel with R, it is 

represented by a semicircle with the centre located below the real axis, the so-called 

depressed semicircle.  

7.3.3. Bounded frequency-dependent elements 

7.3.3.1. Bounded Warburg element (BW) 

It describes linear diffusion in a homogeneous layer with finite thickness. It 

is also denoted as short Warburg element. Its impedance is written as 

𝑍𝐵𝑊 = 𝜎(𝑖𝜔)
−1/2 tanh(

𝑖𝜔𝑅0
2

𝜎2
)

1/2 

 0.6 

Where 𝜎  and 𝑅0  are two independent structural parameters. It shows the 

behaviour of a Warburg element at 𝜔 → ∞  and it tends to a finite value at 𝜔 → 0, 

therefore it is represented by a 45° line followed by a semicircle. 
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Figure 0.7 Impedance diagram of Bounded Warburg element simulated in the 

frequency range 103 ÷10-3 Hz (σ = 0,01 Ω/s1/2, R0= 100 Ω). 

7.3.3.2. Bounded constant phase element (BCPE) 

It represents the impedance of a bounded homogeneous layer with CPE 

behaviour. Its impedance is  

𝑍𝐵𝐶𝑃𝐸 = 𝑄
−1(𝑖𝜔)−𝑛 tanh(𝑅0𝑄(𝑖𝜔)

𝑛) 0.7 

where 𝑄, 𝑅0, 𝑛 are structural parameters. 

For n=0.5 it corresponds to linear diffusion in a finite length (BW) and the 

parameter Q is related to the effective diffusion thickness and to the diffusion 

coefficient of the diffusing species. The diffusion resistance 𝑅0 is obtained by the 

intercept of the low frequency feature with the real axis at 𝜔 → 0. 

To recap, the BCPE is the most generalised model for homogeneous layers, 

as it can represent BW as well as CPE with its transformations in R, C, L and W 

[117]. 
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Figure 0.8 Impedance diagram of BCPE simulated in the frequency range 103 

÷10-3 Hz at different values of R0 (A= 0,01). 

The table below summarizes the main impedance elements with their 

fundamental parameters. 

Table 0.2 Description of the impedance elements. 

element name parameter units 

R Resistance 𝑅 Ω 

C Capacitance 𝐶 𝐹 = Ω−1𝑠 

L Inductance 𝐿 𝐻 = Ω𝑠 

W Warburg element 𝜎 Ω𝑠−1/2 

BW Bounded 

Warburg 

𝜎 Ω𝑠−1/2 

𝑅0 Ω 

CPE Constant phase 

element 

𝑄 Ω−1𝑠𝑛 

𝑛 − 

BCPE Bounded CPE 𝑄 Ω−1𝑠𝑛 

𝑛 − 

𝑅0 Ω 
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Appendix B: data tables 

Table 0.1 Characteristic frequency at high and low frequency and correlated time 

constant for both types of EIS test. 
 

POTENTIOSTATIC  GALVANOSTATIC 

DC 

VALUE 

ω HF 

[Hz] 

τ HF [s] ω LF [Hz] τ LF 

[s] 

DC 

VALUE 

ω HF 

[Hz] 

τ HF 

[s] 

ω LF 

[Hz] 

τ LF [s] 

0V 79.43 0.0020 0.631 0.2524 0mA 79.62 0.0020 0.1589 1.0021 

0.5V 100 0.0016 0.2512 0.6339 1000mA 100.2 0.0016 0.1589 1.0021 

1V 100 0.0016 0.3921 0.4061 1500mA 100.2 0.0016 0.1589 1.0021 

1.5V 125.9 0.0013 0.07943 2.0047 2000mA 126.2 0.0013 0.1002 1.5892 

 

Table 0.2 Characteristic frequency at high and low frequency and correlated time 

constant for both types of EIS test at 60°C. 

60°C POTENTIOSTATIC  GALVANOSTATIC 

DC 

VALUE 

ω HF 

[Hz] 

τ HF [s] ω LF 

[Hz] 

τ LF 

[s] 

DC 

VALUE 

ω HF 

[Hz] 

τ HF 

[s] 

ω LF 

[Hz] 

τ LF 

[s] 

0V 79.43 0.0020 0.631 0.2524 0mA 79.62 0.0020 0.1262 1.2618 

1V 100 0.0016 0.2512 0.6339 1000mA 79.62 0.0020 0.1589 1.0021 

1.2V 125.9 0.0013 0.1585 1.0046 1500mA 100.2 0.0016 0.1262 1.2618 

1.5V 125.9 0.0013 0.0631 2.5235 2000mA 126.2 0.0013 0.1002 1.5892 

 

Table 0.3 Characteristic frequency at high and low frequency and correlated time 

constant for both types of EIS test at 74°C. 

74°C POTENTIOSTATIC  GALVANOSTATIC 

DC 

VALUE 

ω HF 

[Hz] 

τ HF [s] ω LF [Hz] τ LF 

[s] 

DC 

VALUE 

ω HF 

[Hz] 

τ HF 

[s] 

ω LF 

[Hz] 

τ LF [s] 
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0V 100 0.0016 0.631 0.2524 0mA 100.2 0.0016 0.1589 1.0021 

1V 125.9 0.0013 0.1585 1.0046 1000mA 126.2 0.0013 0.1589 1.0021 

1.2V 158.5 0.0010 0.1995 0.7982 1500mA 126.2 0.0013 0.1589 1.0021 

1.5V 158.5 0.0010 0.0631 2.5235 2000mA 126.2 0.0013 0.1262 1.2618 

 

Table 0.4 Values of pressure during the test. 

Imposed 

gauge 

pressure 

Pressure at the 

heater @79°C 

Real gauge 

pressure @79°C 

Pressure at the 

heater @71°C 

Real gauge 

pressure @71°C 

1.4 2,19 1,8 2,27 1,8 

2.4 3,08 2,7 3,28 2,8 

5 5,46 5,1 5,70 5,3 

7.5 8,08 7,7 8,00 7,6 

 

Table 0.5 Values of temperatures, pressure at the heater and voltage at different 

percentage of mass flow rates during the test. 
 

Voltage 

[V] 

Fluid 

pressure at 

heater [bar] 

Cell 

Temperature 

[°C] 

Fluid 

Temperature at 

Heater Outlet [°C] 

10% 2,79 1,31 61,26 61,82 

EIS at 10% - 1,10 61,14 62,03 

30% 2,79 2,46 61,30 59,17 

EIS at 30% - 2,57 61,08 58,70 

50% 2,87 4,36 61,32 58,71 

EIS at 50% - 4,45 61,23 59,05 

70% 3,00 6,32 61,32 58,86 

EIS at 70% - 6,19 61,11 59,10 

100% 3,19 8,71 61,34 58,97 
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EIS at 100% - 8,86 61,24 59,07 

 

Table 0.6 Characteristic frequency at high and low frequency and correlated time 

constant for potentiostatic test at 60°C. 

POT ω HF [Hz] τ HF [s] ω mid-LF [Hz] τ mid-low F [s] 

open 100 0.001592357 0.3162 0.503591615 

closed 63.1 0.002523545 - - 

 

Table 0.7  Characteristic frequency at high and low frequency and correlated 

time constant for galvanostatic test at 60°C. 

GALV ω HF 

[Hz] 

τ HF [s] ω mid-

LF [Hz] 

τ mid-low F 

[s] 

ω LF 

[Hz] 

τ LF [s] 

open 100.2 0.001589178 0.1262 1.261772336 0.05024 3.169499777 

closed 126.2 0.001261772 - - 0.0317 5.023207217 

 

Table 0.8 Characteristic frequency at high and low frequency and correlated time 

constant for potentiostatic test at 80°C. 

POT ω HF [Hz] τ HF [s] ω mid-LF [Hz] τ mid-LF [s] 

open 79.4 0.002005487 0.1585 1.004641443 

closed 63.1 0.002523545 0.2512 0.633899955 

 

Table 0.9 Characteristic frequency at high and low frequency and correlated time 

constant for galvanostatic test at 80°C. 

GALV ω HF 

[Hz] 

τ HF [s] ω mid-LF 

[Hz] 

τ mid-LF [s] ω LF [Hz] τ LF [s] 

open 100.2 0.001589178 0.1262 1.261772336 0.05024 3.169499777 

closed 100.2 0.001589178 - - 0.06325 2.517559981 
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Table 0.10 Characteristic frequency at high and low frequency and correlated 

time constant for potentiostatic test at 60°C. 

POT ω HF 

[Hz] 

τ HF [s] ω mid-

LF [Hz] 

τ mid-LF [s] 

open 79.43 0.002005 0.3162 0.503591615 

closed 79.43 0.002005 - - 

 

Table 0.11 Characteristic frequency at high and low frequency and correlated 

time constant for galvanostatic test at 60°C. 

GALV ω HF 

[Hz] 

τ HF [s] ω mid-

LF [Hz] 

τ mid-

LF [s] 

ω LF 

[Hz] 

τ LF [s] 

open 79,62 0,0019999

46 

- - 0,06325 2,51756 

closed 31,7 0,0050232

07 

- - 0,0317 5,02320

7 

 

Table 0.12 Characteristic frequency at high and low frequency and correlated 

time constant for potentiostatic test at 70°C. 

POT ω HF [Hz] τ HF [s] ω mid-LF [Hz] τ mid-LF [s] 

open 100 0,0015924 0,01995 7,981737784 

closed 63,1 0,0025235 - - 

 

Table 0.13 Characteristic frequency at high and low frequency and correlated 

time constant for galvanostatic test at 70°C. 

GALV ω HF 

[Hz] 

τ HF [s] ω mid-

LF [Hz] 

τ mid-LF [s] ω LF 

[Hz] 

τ LF [s] 

open 100,2 0,001589178 0,3991 0,398986892 0,06325 2,51756 

closed 25,18 0,006323895 - - 0,0317 5,023207217 
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Table 0.14 Characteristic frequency at high and low frequency and correlated 

time constant for potentiostatic test at 80°C. 

POT ω HF [Hz] τ HF [s] ω mid-LF [Hz] τ mid-LF [s] 

open 63,1 0,002524 0,3162 0,503592 

closed 63,1 0,002524 0,2512 0,6339 

 

Table 0.15 Characteristic frequency at high and low frequency and correlated 

time constant for galvanostatic test at 80°C. 

GALV ω HF 

[Hz] 

τ HF [s] ω mid-LF 

[Hz] 

τ mid-LF 

[s] 

ω LF 

[Hz] 

τ LF [s] 

open 63,25 0,00251756 - - 0,7962 0,199995 

closed 63,25 0,00251756 - - 0,05024 3,1695 
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