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Abstract  
The adoption of artificial intelligence (AI) tools in medicine poses challenges to existing clinical workflows. This commentary discusses the ne-
cessity of context-specific quality assurance (QA), emphasizing the need for robust QA measures with quality control (QC) procedures that en-
compass (1) acceptance testing (AT) before clinical use, (2) continuous QC monitoring, and (3) adequate user training. The discussion also cov-
ers essential components of AT and QA, illustrated with real-world examples. We also highlight what we see as the shared responsibility of 
manufacturers or vendors, regulators, healthcare systems, medical physicists, and clinicians to enact appropriate testing and oversight to en-
sure a safe and equitable transformation of medicine through AI.
Keywords: artificial intelligence; radiology; machine learning; quality assurance; quality control; acceptance testing; deep learning. 

Introduction
Artificial intelligence (AI) tools have the potential to revolu-
tionize all aspects of medicine, from decision support in diag-
nosis to workflow management, drug discovery, and across 
the entire imaging chain in radiology. However, their 

integration into the clinical setting faces challenges, such as 
limited generalizability and fragility in real-world scenarios, 
that are exacerbated by a lack of transparency.1-10

Despite the promise of AI tools in medicine, the absence of 
standardized quality assurance (QA) protocols designed to 

Received: 17 October 2023; Revised: 8 January 2024; Accepted: 12 January 2024 
# The Author(s) 2024. Published by Oxford University Press on behalf of the British Institute of Radiology.  
This is an Open Access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which 
permits unrestricted reuse, distribution, and reproduction in any medium, provided the original work is properly cited. 

BJR|Artificial Intelligence, 2024, 1(1), ubae003 
https://doi.org/10.1093/bjrai/ubae003 
Opinion 

D
ow

nloaded from
 https://academ

ic.oup.com
/bjrai/article/1/1/ubae003/7615564 by guest on 05 M

arch 2024

https://orcid.org/0000-0002-5170-5794
https://orcid.org/0000-0001-7777-9006
https://orcid.org/0000-0001-6544-3476
https://orcid.org/0000-0002-6661-4801
https://orcid.org/0000-0003-0809-8308
https://orcid.org/0000-0001-5167-8899
https://orcid.org/0000-0001-8081-7376
https://orcid.org/0000-0003-3492-4407


evaluate performance in the local context to ensure patient 
and provider safety increases the risk of widespread errors 
and unintended consequences.11,12 For instance, the Epic sep-
sis model, a proprietary AI-driven system, was reported to 
have a substantial gap between its reported and local perfor-
mance by independent auditors.19 Similarly, in 2017, 
Argentina's Salta province deployed an AI tool to identify 
adolescents at high risk of pregnancy; independent auditors 
found that the tool had inflated predictive accuracy because 
it had been trained and evaluated on nearly identical and bi-
ased datasets.10 Even AI tools that received regulatory clear-
ance for clinical use may underperform when deployed in 
new clinical settings due to poor generalization or off-label 
use.8,13 These cases highlight the challenges faced by AI tools 
in medicine due to biases in development data (ie, training, 
validation, and test sets used by the developer to create the 
tool) and the potential distribution shifts in the characteristics 
of external, previously unused test sets or patient cases that 
reflect the local context.10-12,14 For the ethical and effective 
integration of AI tools into the clinical workflow, transpar-
ency from manufacturers about the development process and 
QA programs is necessary.10

Implementing AI tools into clinical practice is a shared re-
sponsibility between manufacturers and end-users2 that should 
mirror the QA programs required to install medical imaging 
devices.15 The programs should include comprehensive accep-
tance testing (AT) and continued, periodic quality control 
(QC) procedures. End-user training and a proper trial period 
with the local patient population should be required to ensure 
an understanding of the intended use and limitations of the AI 
tools before the AI recommendation may influence clinical 
decisions.3,11,12 The American Association of Physicists in 
Medicine (AAPM) Task Group (TG) 273 report provides a 
framework for AI tool testing and evaluation11 prior to clinical 
deployment. The pressing challenge is to develop rigorous QA 
procedures that maximize benefits, minimize risks, and are 
practical to implement in a clinical setting. This challenge insti-
gated the formation of the multi-disciplinary AAPM group, 
TG 416, titled “Quality Assurance and User Training of CAD- 
AI Tools in Clinical Practice.” TG 416 aims to provide best 
practices for the QA of AI tools in medicine. The current com-
mentary serves as an introductory discourse to TG 416, stress-
ing the importance and function of QA in safeguarding patient 
care by ensuring the quality and safety of any AI tool used 
within the healthcare sector.

Quality assurance—the act of responsibly 
ensuring the integration of AI tools in medicine
Quality control, a vital part of QA, consists of distinct techni-
cal procedures or checks for end-users to implement. The QA 
program encompasses initial AT and periodic QC procedures 
(Figure 1) that aim to identify, isolate, and resolve any issues 
before they impact patients.3,11,12 Given the technical com-
plexities of AI algorithms, these guidelines should be practical 
and accessible to medical professionals who may not be AI 
experts. As specific procedures vary across AI tools, manufac-
turers should offer detailed guidelines on system setup, proto-
cols, expected performance metrics for vendor-supplied 
reference datasets, and ongoing QC tests.12 They should also 
specify tolerance limits for both initial installation and future 
upgrades. Ideally, they should offer software tools to automati-
cally track specific performance benchmarks over time. 

Additionally, user-friendly and efficient reporting tools for 
clinicians should be provided to document instances in which 
an AI tool provides unreasonable recommendations during 
routine use. Details on the development data, including demo-
graphic composition and intended use, should also be dis-
closed, so users can better understand the potential limitations 
of the tool in the local population.

Medical imaging has a longstanding commitment to qual-
ity and safety, upheld through stringent QA protocols. For 
example, mammography in the United States is governed by 
the Mammography Quality Standards Act (MQSA), which 
requires a comprehensive QA program consisting of initial 
AT, ongoing QC testing of the hardware and software, equip-
ment maintenance, initial and continuous education, and 
peer-reviewed medical audits.16 The MQSA framework could 
serve as a valuable model for crafting QA guidelines for medi-
cal AI tools, targeting performance stability, user training 
standards, continuous education, and regular peer reviews.

One specific aspect of the MQSA framework that could be 
particularly beneficial for AI tools in medicine is the require-
ment for facilities to conduct regular audits, including peer 
reviews of diagnostic outcomes. Applying this principle to AI 
tools means establishing mechanisms for continuously evalu-
ating the tools' performance in real-world clinical settings. 
For example, implementing systems to track specific safety 
and quality metrics is crucial in the context of AI tools used 
for diagnostic purposes. The accuracy of AI-generated diag-
noses against confirmed clinical outcomes can be assessed, 
similar to how MQSA rules require facilities to compare 
mammographic findings with biopsy results annually. This 
process can confirm that AI tools are operating as intended. 
Moreover, continuous education, which is vital in MQSA for 
operators of mammography equipment, is equally essential 
for users of AI tools. Within medical imaging settings, QA is 
the core responsibility of medical physicists, who often inter-
act with all teams installing new equipment. As such, the 
evaluation of AI tools in medicine could very well fall under 
the purview of the accreditation programs for physicists, 
interpreting physicians, and technologists.

Given the diverse applications of AI in medical imaging, 
each AI tool will require its own specific QA program. 
However, the general principle should be to assess each tool's 
functionality locally using well-curated, reference test sets 
with sufficient annotated cases for each subgroup in the local 
patient population. This approach involves evaluating the AI 
tool's performance across diverse patient subgroups that 
cover the local real-world patient population of interest, in-
cluding subgroups that might be underrepresented in the ini-
tial training or pre-release test data. A carefully designed 
testing regime goes beyond mere accuracy metrics; it critically 
examines potential biases, sensitivity to specific anatomical 
variations, and the tool's adaptability to different clinical 
contexts. The increased scrutiny ensures that the AI tool 
operates equitably across a broader spectrum of patients, 
thereby building trust in its ability to generalize to the unique 
components of the local context. Additionally, the QA pro-
cess should be tailored to the specific application, associated 
risks, and clinical environment in which it will be used.

In general, a QA program should include four steps:

1.  AT of newly installed tools, which is typically more rig-
orous than the ongoing routine QC tests. 

2.  Determination of baseline performance. 
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3.  Ongoing monitoring of the tools to ensure early detec-
tion of any changes in performance. 

4.  Periodic re-validation to verify performance after 
any changes to the workflow that could impact the AI 
tool output. 

Preparation for AI integration, transparency, and 
acceptance testing
AI tools, categorized as medical devices, are susceptible to 
subtle or pronounced failures that can negatively impact pa-
tient care and introduce liabilities. For example, Voter et al 
found reduced diagnostic accuracy in a commercially avail-
able AI tool on a local test dataset.8 In some cases, the rea-
sons for the errors remained unknown. These findings stress 
the importance of context-specific evaluation of AI tools with 
locally curated reference test sets.

Ultimately, effective AT ensures seamless integration of the 
AI tool into local workflows without disrupting existing 
functionalities.5,11,12 It also verifies performance, outlines 
limitations, and flags potential biases. Table 1 offers an over-
view of the key elements involved in AT.

Figure 2 outlines the range of information that the AI man-
ufacturer should disclose during the initial purchasing or up-
grade process and again to the teams performing the QA 
procedures, including demographics and characteristics (eg, 
sex, body mass index (BMI), age, race, type of equipment, 
and other confounding factors) of the development data. 
Such information is necessary to determine the relevance of 
the tool to a specific local patient population.11 Additional 
transparency about performance metrics and human factors, 
such as annotation procedures, is essential for building trust 
in the tool. Transparent communication from manufacturers 

or vendors is not only beneficial but essential for informed 
decision-making and safeguarding patient care.11

Maintaining trust with ongoing, periodic 
quality control
While AT establishes baseline performance, ongoing QC is 
essential to monitor for any drifts in performance over 
time.3,5,11,12 The need for an ongoing QA program becomes 
even more critical if continuous-learning AI tools are intro-
duced in the future. In addition, over time, the patient demo-
graphics or clinical workflow may change, shifting the local 
population characteristics (eg, patient age, BMI, conditions 
treated, imaging equipment or protocols). The evolved data 
may cause AI tools to drift from their initial performance. A 
routine QA program is indispensable for the timely detection 
of performance shifts in both the AI tool and the clinicians 
using it. The frequency of monitoring should be aligned with 
the risk that the tool poses (ie, higher risk should require 
more frequent audits). While not comprehensive, Table 2 
gives a high-level overview of some factors that could lead to 
a malfunctioning AI tool.

Multifaceted approach to QA
Given the multiple factors affecting human and AI perfor-
mance, a comprehensive QA strategy is essential.11,12 This 
strategy could include tests on hardware, software, or AI sys-
tem inputs at various intervals, eg, daily, monthly, or semi- 
annually. Manufacturers should identify local workflow ele-
ments that could affect AI output and offer monitoring tools. 
Additional QA procedures may be designed according to 
end-user feedback. In addition to manufacturer guidance, test 
frequency should consider the risk level, regulations (if they 

Figure 1. Flowchart illustrating the interconnected processes of quality assurance (QA), acceptance testing (AT), and quality control (QC) for AI tools in 
medical settings. The figure delineates the key steps emphasizing the cyclical nature of these processes for continuous improvement and patient safety. 
Some information that may be necessary for AT or the overall QA program must be obtained and reviewed before purchasing the AI tool. At installation 
of any AI tool, the necessary information must be provided to the team performing AT and ongoing QC procedures.
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Table 1. General overview of the key considerations for acceptance testing and quality assurance of AI tools in medicine.

Stage Description Critical considerations Potential stakeholdersa

Preparation Information review prior to installa-
tion: The vendors must provide 
instructions for use with detailed 
guidance on system installation, AT, 
acceptance criteria at installation and 
subsequent upgrades, proper user in-
terface configuration, vendor-pro-
vided reference dataset, and the 
expected performance level of the AI 
tool along with tolerance limits. In- 
house teams ensure infrastructure 
compatibility, acquire representative 
local datasets, identify gaps, and es-
tablish test protocols and plans.

Considerations regarding the compo-
sition of training data, the target vari-
able used for training, and the 
dataset size are necessary since in-
creasingly complex AI models are at 
risk of overfitting.11 In addition, at 
this stage, factors related to the com-
patibility of models with local equip-
ment and software environment, 
regulatory compliance, and stake-
holder engagement should be under-
stood. Performance metrics for 
efficacy and efficiency must be 
established.

Administrators, manufacturers 
or vendors, 
AT and IT teams. Patient repre-
sentatives or ethic teams may be 
considered too 

Implementation Integrating the AI tool within the lo-
cal setting, interoperability, cyberse-
curity, calibrating the system, and 
confirming functionality with a ven-
dor-provided reference dataset.1

IT auditing processesb, system cali-
bration, ensuring proper input data 
compatibility, verifying AI output 
and user interface functions, data pri-
vacy and security, vendor support.

AT and IT teams

Retrospective Evaluation AI performance testing with local test 
sets. Baseline AT results are docu-
mented to enable comparisons. 
Performing additional failure mode 
analyses or case review audits.

Baseline metrics include obtaining 
quantitative and subjective measures 
from clinical users. In addition, iden-
tifying potentially unintended biases 
or unfairness using subgroups of 
patients, and performance metrics 
that capture ethical measures.c

Clinicians, AT and IT teams

Prospective Evaluation Evaluation of the AI tool in a real- 
world clinical setting to gain experi-
ence or when retrospective test sets 
are not readily available. In general, 
this step should be completed after 
the tool is installed but before clinical 
use to ensure clinical decisions are 
not influenced.12

AI performance in clinical workflow 
is recorded and analyzed by clinicians 
and AT team, compared to follow-up 
clinical outcomes for sufficiently 
large number of cases. Procedures 
should be established to identify and 
address harmful or incorrect 
recommendations.

Clinicians, AT and IT teams, 
administrators, manufacturers 
or vendors

Ethical Considerations Ensuring alignment with ethical 
standards, regulations, and best prac-
tices, including informed consent (if 
needed) and transparency.

Ethical guidelines considering the 
need for informed consent, transpar-
ency in algorithms, accountability 
mechanisms, and bias assessment.

Clinicians, regulators, patient ad-
visory groups, manufacturers, 
administrators

User Training and  
Support at AT

Providing comprehensive training 
and ongoing support to end-users, in-
cluding feedback mechanisms before 
the tool is deployed for routine clini-
cal use.

User training should include hands- 
on experience observing AI perfor-
mance in real-world cases, to under-
stand its intended use and 
limitations, establish proper levels of 
trust/confidence, and avoid off-label 
use or misuse. This can be conducted 
during the prospective evalua-
tion period.

Manufacturers or vendors, 
end-users

Risk Management Identifying, assessing, and mitigating 
potential risks associated with the AI 
tool, including legal and clini-
cal risks.

Identifying the risk of off-label use, 
inflated performance metrics,10 risk 
mitigation strategies, emergency pro-
tocols, liability considerations, and 
patient safety measures.

Clinicians, administrators, risk 
management team 

End-to-end Workflow  
during Installation

Consideration of the entire workflow 
including training.

Comprehensive workflow consider-
ation and optimization of all aspects 
of the AI tool usage.

AT and IT teams, manufacturers, 
or vendors

Abbreviations: AT ¼ acceptance testing, IT ¼ information technology.
The manufacturer creates the tool, establishing QA protocols, seeking regulatory approval, and offering product updates or technical support. A vendor may 
be responsible for distributing the tool and aiding with installation, user training, and support. The testing procedures required will depend on the tool, the 
risk it poses, and regulatory and manufacturer or vendor requirements.

aThere may be more stakeholders or involvement than indicated, depending on resources at the local institution. The QA team generally includes clinicians, 
physicists, and technologists. Other technical personnel including AI domain experts, data scientists, statisticians, etc., may be involved if available and 
if needed.

bIntegration of the device within the local setting, similar to the IT auditing processes established for cloud computing or cybersecurity, should be 
confirmed before testing the AI tool's functionality with vendor-supplied and locally acquired test datasets. Calibration is how well the predicted absolute 
risk corresponds to the true absolute risk.11 “Vendors” refers to groups that sell the AI tools, and “manufacturers” refers to those who develop the AI tools.

cAI tools must meet predefined performance and safety tolerance limits on retrospective and prospective case reviews before accepting for clinical use. 
Vendor-specified performance on the reference dataset and generalization performance on the local test sets should be documented as baseline results. Testing 
should also include assessing the tools’ performance on sub-groups, infrequent cases, and inputs with known artifacts that can reveal unintended biases or 
unfairness of the AI tool.
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exist), and operational experience. Furthermore, frequent 
testing may be warranted for high-risk tools after significant 
changes in clinical workflow, technical updates, or unusual 
errors noticed by clinical users. The goal is to balance patient 
safety with operational efficiency.

High-risk AI tools, such as those involved in triage or med-
ical diagnoses, require rigorous annual assessment. The eval-
uations should scrutinize the tool for fairness, potential 
biases, and error rates. In addition, the clinicians' interactions 
with the AI tool should be reviewed to identify potential 
issues such as automation bias. The annual re-validation pro-
cess may involve repeating AT procedures with the vendor- 
provided and locally curated reference test sets to identify 
any deviations from baseline performance. If changes in clini-
cal workflow, patient demographics, imaging equipment or 
software upgrades, or other factors that could influence the 
AI tool occur, re-validation must be considered. In such cases, 
compiling an updated local reference test set that reflects the 
changes would also be advisable. Moreover, a peer-review 
mechanism is essential to identify performance shifts.  
Figure 3 elaborates on the components of a comprehensive 
QA program.

Example QA workflow
AI-based auto-segmentation in radiation therapy17 can be 
used as an example for a general QA workflow for the clini-
cal application of AI.

Step 1: Following the QA considerations in Table 1 and  
Figures 1-3, the first step requires forming a multidisciplinary 
team, identifying and justifying the clinical need, and review-
ing available performance data from the development and 
regulatory approval phase.18 The local requirements of the 

AI tool must be identified including the business needs, the 
target use case and variables, anticipated equipment the tool 
will interface with, details about the local patient popula-
tion,12 anticipated patient volumes, general purchase condi-
tions, generic technical specifications of the AI tool, a request 
for acceptance testing and routine QA protocols, and a re-
quest for expected performance levels and metrics to assess 
the AI tool.19 The collected information should be docu-
mented in a detailed QA manual that describes each test, met-
rics used to assess performance, and the acceptability criteria.

Step 2: Post-installation, the successful integration of the 
AI tool within the local clinic is confirmed by IT, cyber- 
security, and other relevant parties as deemed necessary by 
the vendor and local site. AT, then, is conducted using 
vendor-supplied reference and locally curated test sets 
(Table 1 and Figures 1-3). The entire imaging chain or end- 
to-end workflow should be evaluated before the tool is 
allowed to influence clinical decision-making. A local test set 
should represent a diverse range of patient cases and include 
pixel-wise annotations by experts; patient cases in the local 
patient archive with clinically verified manual contours for 
treatment planning can be retrieved and de-identified for this 
purpose. A beta trial period with prospective evaluations 
could be conducted if a local test set is unavailable, as de-
scribed in Table 1. For auto-segmentation, prospective testing 
requires comparing AI tool segmentation results with manual 
contours drawn by experts. A vendor-supplied tracking pro-
gram could help quantify performance discrepancies and log 
cases or instances where the tool underperformed. The AI 
tool may be rejected if the performance fails the acceptance 
criteria. The results of the acceptance testing must be docu-
mented for future reference.

Figure 2. Overview of the different information sources involved in AI development, regulatory review, and clinical installation. Upon model completion 
(left), the locked model either undergoes regulatory review, additional retrospective or prospective multi-institutional validation (middle), or local clinical 
installation (right). Finally, before the tool is deployed for clinical use, testing with a site-specific, locally curated test set, the composition of which could 
be facilitated by vendor transparency, is essential.

BJR|Artificial Intelligence, 2024, Volume 1, Issue 1                                                                                                                                                              5 
D

ow
nloaded from

 https://academ
ic.oup.com

/bjrai/article/1/1/ubae003/7615564 by guest on 05 M
arch 2024



Step 3: Minor errors may be corrected, but significant in-
accuracies requiring manual organ delineation from scratch 
necessitate deeper investigation, including vendor involve-
ment. Subsequent routine QA testing of the tool should oc-
cur at intervals recommended by the vendor, regulatory 
bodies, or the QA team. Routine QA should encompass 

technical QC checks for tool reproducibility using the same 
local test set at acceptance testing, performance monitoring 
of the tools and human users, and annual training. Medical 
audits comparing outputs against ground truths and annual 
peer reviews against expert clinician segmentation are 
recommended.

Table 2. Clinical factors contributing to the malfunctioning of AI tools in medicine.

Category Factors Implications for ongoing QA

Shifts in Input Data Changes in demographics, new hardware or 
software, change in image acquisition 
protocol, artifacts that impact input data 
quality, shifts in disease prevalence.12

Distribution or dataset shifts may cause AI tools to deviate 
from their baseline performance. The shifts may be antici-
pated due to planned changes or unexpected. They may also 
be isolated incidents due to off-label use (eg, adult tools used 
on pediatrics) or corrupted input (eg, poor image quality). 
Ongoing QA should include periodic review for distribution 
shifts and re-validation against the reference datasets.

Hardware Reliability Hardware failure, updated hardware 
incompatibility, or general wear.

Physical component failures (eg, X-ray tube, detectors, sen-
sors, etc.) affecting inputs or computational capabilities may 
impact performance and reliability of AI tools.12 QA proce-
dures are contingent on the specific hardware configurations, 
the type of AI tool being used, and the unique operational en-
vironment in which it is deployed. QA should include regular 
hardware diagnostics and stress tests, especially for critical 
components, as instructed by the manufacturer or vendor.

Software Issues Software bugs, version incompatibility, and 
security vulnerabilities in AI algorithms and 
supporting systems.

Ongoing QA may need to consider the interoperability of the 
AI tool with various medical data standards.12 Periodically 
assessing the tool’s compliance with evolving cybersecurity 
regulations is essential. QA should include regular security 
audits and penetration testing.

Data Integrity Incomplete, incorrect, biased, or  
AI-derived input data.

Implement automatic QC check to monitor any drift of AI 
performance over time. If drift occurs, identify whether input 
data integrity is the cause.

Figure 3. Example considerations for quality assurance (QA) in the 3 phases of AI tool integration into the clinical workflow: pre-install QA preparation, 
post-install acceptance testing, and routine quality control.
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User training
Building on the essential roles of AT and QC, user training is 
a critical element for successfully integrating AI tools into 
healthcare. To encourage adoption and minimize risks, the 
end-users must understand the tool’s intended use, capabili-
ties, limitations, and ethical implications. Such training 
should be both comprehensive and tailored to meet the 
unique requirements and protocols of each clinical site.10-12

In addition to application-specific instructions, training 
modules should include information on the correct usage of 
the AI tool, underlying assumptions, legal framework, and 
case studies illustrating both successful and unsuccessful 
applications. This multifaceted approach aids in understand-
ing the tool's strengths and limitations. Crucially, user train-
ing should commence before the AI tool starts influencing 
clinical decisions and should be periodically updated 
throughout the AI tool's operational life. Continuous educa-
tion should include peer-reviewed audits and equip clinicians 
to effectively communicate the role and impact of AI tools in 
patient care. Furthermore, settings where AI outputs guide 
downstream decisions warrant additional discipline-specific 
training. For example, auto-segmentation for radiotherapy 
planning requires robust education across dosimetrists, physi-
cists, physicians, and oncologists interacting with the con-
tours.17 Comprehensive training that includes all users 
empowers the local teams to effectively scrutinize AI outputs 
during treatment planning, identify deviations, and account 
for limitations.

Conclusion
In summary, the ethical and effective deployment of AI in 
healthcare is substantially enhanced by rigorous QA proto-
cols, transparent vendor practices, and a commitment to on-
going monitoring and adaptation. Through continuous 
monitoring and rigorous testing, QA ensures that medical AI 
tools remain reliable and effective across varied patient dem-
ographics and clinical scenarios. Rigorous testing procedures 
enhance their trustworthiness among clinicians and patients 
and support the broader goal of ensuring that AI tools can be 
effectively generalized to different settings. Integrating robust 
QA programs creates a more resilient healthcare system 
equipped to harness the benefits of AI while minimizing risks. 
These elements collectively contribute to making AI a more 
reliable, safe, and equitable tool in medicine, enabling health-
care providers to build trust and prevent harm while adapting 
to the evolving landscape of AI.
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