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Abstract

Artificial intelligence (AI) and deep learning (DL) have significantly advanced in
computer vision (CV), particularly in image classification and object recognition.
However, ensuring the trustworthiness of AI systems, especially in safety-critical
applications remains a major challenge. Enhancing model robustness and inter-
pretability is crucial for making AI systems reliable and explainable, which in turn
improves user trust and facilitates widespread adoption. In this context, the primary
goal of the research during the Ph.D. program was to address the challenges of
improving the robustness and interpretability of AI systems. Specifically, innovative
techniques were leveraged to ensure data-quality and provide new insights into the
opaque and complex nature of DL models.

On one hand, the recent discipline of data-centric AI emphasized the importance
of high-quality data for building effective AI systems, moving the focus towards
improving data treatment steps such as data augmentation and monitoring after de-
ployment to ensure fairness and robustness. On the other hand, continuous advances
are being made in the field of Explainable AI (XAI), where techniques such as
attention mechanisms and saliency maps were developed to provide insights into
the decision-making process of these models. Expanding upon these domains, my
research endeavors to address several unresolved challenges pertaining to the areas
of robustness and interpretability. These include the exigency of studying novel
systematic approaches to data preprocessing in data-centric AI, which arises from
the need to structure datasets in a way that avoids or reduces biases in data, leading
to more reliable and trustworthy AI systems. The lack of publicly available visual
collections of XAI methods is another challenge that hinders a widespread adoption
of interpretability in AI. Additionally, the need for more research in efficient unsuper-
vised drift detection and for a systematic approach to create challenging real-world
benchmark datasets for OOD detection arises due to the complexity and diversity of
real-world data. Addressing these challenges is crucial for the development of more
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reliable and robust data-centric AI models that can be trusted to make decisions in
real-world scenarios.

The research described in this thesis aims to provide innovative solutions to the
challenges mentioned earlier. By delving into each topic, the ultimate goal of this
document is to propose solutions to address some of the most pressing issues in
trustworthy AI development and provide directions for future research in related
domains.
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Chapter 1

Introduction

Deep Learning (DL) is a subfield of Machine Learning (ML) that involves training
neural networks to learn increasingly complex representations of data [1]. In recent
years, DL has emerged as a powerful tool in computer vision (CV), which is the field
concerned with enabling computers to interpret and understand visual information
from the world around us [2]. This approach has led to breakthroughs in a range of
applications, such as image and video recognition, object detection, face verification,
etc. [3]. For instance, DL algorithms have been used to improve doctors’ diagnoses
by analyzing medical images [4], to let autonomous vehicles navigate complex
environments by recognizing objects and obstacles [5], and to enhance security by
identifying individuals from facial images [6].

DL and CV have a rich history. The origins of CV can be traced back to the
1960s, when researchers first began developing algorithms to analyze and interpret
images [7]. However, it wasn’t until the 1980s and 1990s that neural networks began
to emerge as a powerful tool for image recognition and CV [8]. These early neural
networks were relatively shallow and could only recognize simple patterns, but they
paved the way for the development of more sophisticated DL models in the 2000s
and 2010s [9].

The applications of DL and CV extend far beyond those already mentioned.
One area where DL has made significant contributions is that of gaming, where it
has been used to create sophisticated agents powered by artificial intelligence (AI)
capable of beating human champions in games such as Go and Chess [10]). Another
area of application that of cybersecurity, where DL algorithms can be used to detect
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and prevent cyberattacks by analyzing network traffic [11]. Additionally, DL has
been used in the entertainment industry to create realistic visual effects, such as
computer-generated characters and environments in movies and video games [12].
The potential applications of DL and CV are vast, with potential to transform
fields such as transportation, finance, and even agriculture. In addition to these
applications, DL could have a significant impact in environmental monitoring and
conservation. For example, DL algorithms could be used to analyze satellite imagery
to detect deforestation, monitor wildlife populations, and track changes in the Earth’s
climate [13]. Other potential applications are in the field of robotics, where DL could
be used to improve the perception and decision-making capabilities of autonomous
systems [14]. For instance, DL algorithms could enable robots to recognize and
respond to human gestures, navigate complex environments, and perform tasks such
as object manipulation and assembly [15]. Additionally, DL has shown promising
results in fields such as finance, where it can be used to analyze large datasets and
detect fraud or predict market trends [16].

However, despite its remarkable achievements, the growing usage of DL algo-
rithms in critical domains like healthcare and finance highlights the pressing need
for ensuring trustworthy AI systems. Trustworthiness refers to the ability of AI to
perform its intended function reliably, safely, and ethically. Trustworthiness can be
achieved by ensuring the transparency and accountability of AI systems, guarantee-
ing their fairness and inclusivity, as well as their safety and security. By ensuring that
AI systems are developed in a way that is transparent and accountable, stakeholders
can have greater confidence in the fairness and reliability of these systems [17]. The
guidelines for building trustworthy AI provided by bodies like, e.g., the European
Commission, are intended to guide the development and deployment of AI systems.
Guidelines stress the importance of a human-centric approach, with AI systems that
need to be designed to respect human rights, cultural diversity, and the principles
of the rule of law. Technical robustness and safety are critical considerations, thus
AI systems must be auditable, interpretable, and reliable. Privacy and data gov-
ernance are also important, with AI systems that shall be designed to ensure data
protection and individual control over their data. Interpretability is emphasized,
with AI systems that are requested to be open about their capabilities and decisions.
Diversity, non-discrimination, and fairness are critical considerations, with AI sys-
tems that need to avoid bias and discrimination, and ensure that their use is fair
and non-discriminatory. Societal and environmental well-being are also important,
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with AI systems that shall be designed to enhance human well-being and sustainable
development. Accountability is a fundamental principle, with AI systems that must
be subject to human oversight, and their developers and operators be responsible
for their actions. By following these guidelines, AI systems can be developed and
deployed in a responsible and ethical manner. The present thesis will delve into the
issues of robustness and interpretability in DL, to provide specific solutions that can
help establish trust in AI systems.

Data is a significant factor in determining model robustness, and problems related
to data quality can have a significant impact on the overall performance of the model.
The lack of diversity in training data for DL models has been widely acknowledged
as a challenge for the development of robust and fair models. Research has shown
that biases in the training data can lead to biased models that perform poorly on
certain groups of people. For instance, facial recognition systems have been found
to be less accurate in identifying people with darker skin tones, which can result
in discriminatory outcomes [18]. To mitigate this issue, researchers have proposed
various approaches, including data augmentation and bias correction techniques.
Data augmentation involves generating new data samples from existing data, which
can help increase diversity in the training data [19]. Bias correction techniques aim to
reduce bias in the training data by modifying the data or the learning algorithm [20].
Moreover, topics such as concept drift and anomaly detection become crucial in
monitoring the performance of the model in real-world scenarios. Concept drift refers
to the phenomenon where the statistical properties of the data distribution change
over time, causing the model performance to degrade [21]. Anomaly detection, on
the other hand, helps to identify instances where the model is making unexpected or
erroneous predictions [22]. To ensure model robustness and reliability, it is important
to continuously monitor the data being fed into the model and adapt the model
accordingly [23]. This requires ongoing data collection, analysis, and maintenance,
as well as the use of techniques such as transfer learning and active learning to adapt
to changing data distributions [24]. Effective data preprocessing, maintenance and
monitoring are also key aspects in the field of Machine Learning Operations (MLOps).
MLOps is a promising field of ML engineering that offers many benefits for the
efficient deployment and management of ML models in production environments.
One of the major challenges related to the MLOps paradigm is the need for effective
data management, including data storage and data labeling. Another challenge is
the need for continuous model training and updating to keep up with changing data
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and user needs, which requires effective model versioning and management [25, 26].
Additionally, ensuring the security and privacy of sensitive data used in ML models
is another critical challenge that requires robust approaches. Solving these challenges
requires approaches that can help automate and optimize the MLOps workflow by
improving data processing and analysis.

Recent advances towards the resolution of these challenges eventually led to the
birth of a new discipline named data-centric AI. According to Andrew Ng [27], Data-
centric AI is the discipline of systematically engineering the data used to build an AI
system. In this regard, Ng suggests that focusing on high-quality, consistently labeled
data will unlock the full potential of AI in sectors such as health care, government
technology, and manufacturing. However, to achieve this, organizations will need to
treat data more systematically and frequently include the data preparation process
more domain experts, who can provide input on how data should be labeled and
what features are most relevant for AI systems in specific fields. By following these
principles, data-centric AI can enable organizations to build custom AI systems that
are trained on their data, rather than relying on multipurpose AI systems that are
not tailored to specific industries. More in specific, the pioneers of this discipline
focus their attention on improving data-treatment steps such as data-augmentation
and data-monitoring after deployment. They highlight how crucial these steps are
in guaranteeing both fairness in real-world scenarios characterized by imperfect
datasets as well as on robustness in deployment scenarios where the quality of the
data plays a fundamental role both in terms of performance and overall cost. In
fact, according to the authors, 70% of the complexity of an AI based system is
tied to data processing, handling, and monitoring. In this context, factors such as
data preprocessing, dataset drift, and anomaly detection must be tackled to advance
towards data-centric and trustworthy AI.

Building on the aforementioned introduction to open challenges, the aim of
this thesis is to disseminate the key studies conducted during the three-year Ph.D.
path that focus on understanding domains, monitoring data, and interpreting models
within the field of CV research. Specifically, the thesis will address the issues of
model robustness, reliability, domain understanding, and model interpretability in
separate chapters. Various data-centric approaches will be presented as potential
methods for addressing model robustness issues. One study, for instance, will explore
the use of causal models in data preprocessing and management, demonstrating their
effectiveness in avoiding or reducing biases in data and in the selection of an optimal
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learning approach for real-world datasets. The thesis will also discuss multiple
studies on data treatment and maintenance, including a novel and efficient technique
for detecting and monitoring concept drift in CV datasets, as well as an analysis
of out-of-distribution (OOD) detection techniques for large-scale and challenging
real-world datasets. These studies will introduce innovative methodologies and
avenues towards developing robust data-centric AI models, which may prove to
be useful tools in addressing MLOps challenges. Finally, the thesis will report
on various studies related to interpretability in AI, including a novel Graphical
User Interface (GUI) enabling an easier usage of XAI techniques and an innovative
methodology capable of providing part-based explanations for Convolutional Neural
Networks (CNNs). Research in this area will undoubtedly contribute to the demand
for interpretability in neural networks and overall AI trustworthiness.

The thesis has been organized according to the following structure. Chapter 2
explores the use of causal models for modelling the data domains in DL and ML.
The potential benefits of causal analysis are demonstrated through a dedicated
study. In Chapter 3, a novel XAI methodology for CNNs interpretation is presented,
accompanied by an easy-to-use GUI that provides a comprehensive range of XAI
techniques. Lastly, Chapter 4 delves into the complexities of data understanding,
by illustrating a cutting-edge unsupervised methodology for detecting concept drift
that was extensively investigated and successfully tested in a real-world context;
additionally, a thorough analysis that was conducted on OOD detection and resulted
in the creation of a challenging benchmark is reported.



Chapter 2

Understanding the Data Domain

Work described in this chapter was originally presented in [28, 29].

2.1 Introduction

DL has become an increasingly popular field of study in recent years, particularly in
the area of CV [1]. The vast amounts of data that are now available have facilitated the
development of powerful algorithms that are capable of recognizing and interpreting
images, videos, and other types of visual data [2]. However, the effective use of
DL techniques in CV tasks requires more than just access to large datasets; it also
requires a deep understanding of the data domain.

The first section of this chapter will provide a brief introduction to causal model-
ing and its relevance to DL. As, previously highlighted, the diverse and imperfect
nature of data in real-world scenarios have led to the urge for systematic approaches
to data-treatments and data-maintenance. Causal modeling is a powerful tool for
structuring complex datasets, and it has been used extensively in fields such as
economics, epidemiology, and social science [30]. By explicitly modeling the causal
relationships between variables, researchers can gain a deeper understanding of the
underlying processes that generate the data. In the context of DL, causal models
represent an effective tool to move towards more data-centric AI. They can help
to identify which features are relevant for a given task and how they should be
represented. To illustrate the use of causal models in DL, it will also be presented
a real-world use case from industry. Specifically, a study will be discussed where
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causal models were used to structure a dataset of camera surveillance videos. The
goal of this study was to detect wet/dry roads from the videos, a task that is essential
for ensuring road safety in adverse weather conditions [31]. It will be described how
causal models were used to identify the relevant features in the videos and how the
dataset was structured to facilitate the training of a DL model. The second section
of this chapter will focus on the application of DL techniques in the wet/dry road
detection task. The DL architecture that was used will be described, together with
the preprocessing steps that were necessary to prepare the data for training. The
challenges that were faced in this task will be also illustrated, including issues related
to data quality and bias. Finally, the results of the experiments will be described, and
the implications of the findings discussed.

Throughout this chapter, it will be emphasized the importance of taking a data-
centric approach to DL. Rather than relying solely on the power of DL algorithms,
it is argued that it is essential to have a deep understanding of the data domain,
possibly gathering information directly from domain experts. By leveraging the
insights gained from causal modeling and other techniques, researchers can develop
more effective DL models and contribute to the continued advancement of the field.

2.2 Causal Modeling in DL: Understanding Complex
Data Relationships

ML and DL have become the high performance solutions for a large number of
classification tasks, from autonomous driving [32] to natural sciences [33] to disease
diagnosis in the medical domain [34]. It is well-established that the quality of a
trained ML model is closely tied to the underlying dataset, as famously stated by
the adage "Garbage In, Garbage Out". While much research in the field of ML and
DL focuses on improving models through novel training strategies or diagnosing
models post-training, only recently has the research community begun to take a more
data-centric approach [35].

Dataset bias can greatly impact the performance and the robustness of a ML
model during its operational life, causing the model to exploit spurious correlations
and preventing generalization to unseen data [36–40]. Furthermore, there is mounting
evidence that biased ML models may perpetuate social and racial biases, exacerbating
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discrimination and resulting in unfair outcomes [40, 41], or even have serious
implications in domains where robustness and safety are critical [42, 43].

Deep Neural Networks (DNNs), due to their high nonlinearity and black-box
nature, are particularly prone to dataset biases. DNNs tend to learn and rely on
shortcuts to solve a specific task, a behavior which has been traced to several
properties of DNNs [44]. A simple example of this is when a model that recognizes
cats and dogs is exclusively trained on images of cats with an overlayed text, it
may learn an association between the cat class and the presence of text, and even
rely solely on the latter. This is not a far-fetched example, but it has occurred in
real-world medical problems where hospital archival systems often superimpose
textual information on X-ray scans [44].

Another important phenomenon to consider is concept drift, as it will be discussed
in details in Chapter 4. It occurs when the statistical properties of the training data
and deployment data diverge over time. For example, if new species of cats and dogs
that were not originally included in the training data appear over time, would the
cats vs dogs classifier still be able to generalize?

Given these considerations, it is clear that a more systematic and robust approach
is needed when collecting, structuring, and characterizing the development datasets
used to train a DL model. One of the most promising approaches is the use of causal
models. Causal models provide a way to understand the underlying mechanisms
that generate the data, by explicitly modeling the causal relationships between
variables. This can aid in identifying and mitigating sources of bias, as well as better
understanding the robustness and generalizability of the models trained on the data.

Causal inference methods, such as do-calculus and instrumental variables, allow
to infer causality from observational data, which is often the only feasible option
in practice. Additionally, recent developments in counterfactual thinking allow to
infer the effect of interventions on a system, which is especially useful for decision
making and understanding how ML models work.

With a data-centric approach that utilizes causal models, practitioners can select
more effective training, collection, annotation, and data augmentation strategies,
detect biases and other limitations in the current dataset, and possibly resolve or
at least anticipate any issues in the resulting ML models. This approach would
ultimately lead to models that are less prone to biases, have improved robustness,
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and enhance their overall performance, especially when dealing with the challenge
of concept drift.

Moreover, adopting a causal modeling approach would allow all stakeholders to
be aware of the characteristics and potential pitfalls of a dataset, as well as document
the underlying assumptions in the data collection and generation process in a clear
and transparent fashion that can be easily validated or integrated by domain experts.
It would also allow to better understand the nature of the problem, identify important
variables and interactions among them, and estimate the effect of interventions, even
in the presence of measurement errors and unobserved confounders.

This analysis aims to showcase how causal models provide a way to better
understand the underlying mechanisms that generate the data and make informed
decisions on how to collect, structure, and analyze the data to mitigate bias, improve
robustness, and enhance performance. The remaining of the section will be organized
according to the following structure. In Section 2.2.1 the related work on causal
modeling in ML and DL is presented. Sections 2.2.2 and 2.2.3 respectively define
the main principles of causal modeling and the methodology that can be followed
to build a causal model for a specific dataset. In Section 2.2.4 two case studies
involving the usage of causal modeling are presented, one from the medical literature
domain and the other from an industrial real-world scenario tackled during the Ph.D.
path.

2.2.1 Related Work

Several recent works have aimed to increase the reliability and reproducibility of
the data collection and annotation phases in ML, as well as to raise awareness of
the risks and perils of dataset biases. Initiatives such as Dataset Datasheets [38]
and Data Nutrition Labels [45] have been developed to standardize the way datasets
are collected and reported. A Dataset Datasheet includes discursive descriptions
such as the motivation behind the creation of the dataset, its composition, and other
methodological information such as any applied preprocessing and the recommended
usage. The Data Nutrition Labels provide similar information but in a more concise
format inspired by food nutritional labelling. Both initiatives enhance the trans-
parency of the data collection process, and have had a mitigating effect on undesired
or undetected dataset biases.
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On the other hand, causal diagrams represent a formal tool that can be used
during and after the creation of a dataset to reason about the relationships between
different variables. A few authors have worked on quantifying biases in ML datasets
by employing statistical techniques [37, 46, 47]. For example, Beretta et al. studied
the intrinsic discriminatory risk by assessing the degree of dependency between
a protected attribute (e.g., race or gender) and the target variable [46]. However,
the majority of these techniques work on structured datasets and are not directly
applicable to typical DL models for unstructured data, such as images or text.

Causal and counterfactual reasoning have also been increasingly used to quantify
and/or mitigate biases in trained ML models [48, 49, 40]. Nevertheless, most existing
causality-based algorithms require knowledge of the underlying causal graph. The
examples presented in this paper show how causal diagrams can connect these
two lines of research by linking unstructured data (e.g., images) to latent factors,
whose distribution can be modelled and analyzed by either statistical methods or
counterfactual reasoning.

An open question is how to evaluate the validity of the causal model when used
in this fashion. First, the correctness and completeness of the causal model cannot
be checked against the ground truth, as the latter is unknown. Recent work has
tackled the problem of verifying causal models learned from observational data, but
the method is not readily applicable to unstructured data [50]. Second, the benefit
of integrating causal models into dataset construction, while strongly supported by
intuition, has not been experimentally linked to an increase in performance and
generalization of the trained ML models.

The nature, type, and presence of biases in CV datasets have also been extensively
studied, starting from the seminal work by Torralba and colleagues. This is most
commonly done by studying the cross-dataset generalization performance of trained
DNNs [44, 36, 51, 39]. Torralba et al. suggested general strategies to avoid common
biases such as selection bias, capture bias, and negative set bias [36]. Biases due
to gender and ethnicity have been addressed by collecting larger, more diverse
datasets [49]. These strategies are complementary to causal diagrams, which however
are more easily applied to specialized datasets in which the domain is well defined
(e.g., industry) and the data generation process can be precisely and accurately
modelled.
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In summary, recent works have focused on increasing the reliability and repro-
ducibility of data collection and annotation in ML by standardizing the way datasets
are collected and reported through initiatives such as Dataset Datasheets and Data
Nutrition Labels. Statistical techniques and causal and counterfactual reasoning have
also been used to quantify and mitigate biases in ML datasets and models. However,
there are still open questions and challenges in evaluating the validity of causal
models, and linking the integration of causal models into dataset construction to an
increase in performance and generalization of trained ML models. Furthermore, the
nature, type, and presence of biases in CV datasets have been extensively studied,
and strategies such as collecting larger and more diverse datasets have been proposed
to address them.

2.2.2 Problem Definition

In this section, a brief overview of the key concepts of causality theory is presented,
adhering to the terminology of previous seminal works (e.g., [52–55]).

A causal model can be represented by a Directed Acyclic Graph (DAG) consist-
ing of nodes (representing variables or factors) and arrows, also known as edges
(representing causal relationships between variables). The notation A→ B repre-
sents a direct causal relationship between A and B, meaning that an experimental
manipulation of A would change the probability of B, assuming all other factors
remain constant. One important principle in causal inference is that the probability
distribution of a cause, P(A), should not affect the conditional probability distribution
P(B|A), which is known as the independence of cause and mechanism [55]. An
intervention, defined as any forced change to the value or probability distribution of
a node, regardless of its direct cause, results in a modified DAG in which that node
is disconnected from its parents. This can be achieved through techniques such as
randomization, stratification and controlling for a variable when building a statistical
model.

Causality theory also introduces three main canonical relationships between three
(or more) variables: confounders, mediators, and colliders. In large graphs, it is
necessary to reason in terms of paths [53]. A mediator B is a variable that connects
an indirect cause A to the final effect C (A→ B→C). Controlling for B, such as
by conditioning a statistical model on the value of B, eliminates the link between A
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A X Y

B C S

X W1 Y

W2 S

Fig. 2.1 Illustrations of causal models for a causal (left) and anticausal (right) task
are shown. X and Y denote the input and output variables, respectively, while the
selection variable is denoted by a double line circle. Empty circles indicate hidden
(latent) variables.

and B, thereby completely blocking the effect of A. A confounder C is a common
cause of two variables A and B (A←C→ B). A variable A that is simultaneously
an effect of multiple independent causes B and C is referred to as a collider of B
and C (B→ A←C). Another concept in causality is the idea of “adjustment” for
confounding in observational study, which involves controlling for the effect of a
confounder by including it as a covariate in the statistical model or by matching on
it.

2.2.3 Methodology

When modeling a ML task, which is defined as a mapping function f : X 7→ Y
between an input space X and an output space Y , a key question that must be
answered is whether the task is causal or anticausal. A task is considered causal
when the goal is to estimate P(Y | X) when X → Y , meaning that Table are trying to
estimate the conditional distribution of an output Y which is an effect of the input X .
Conversely, a task is defined as anticausal if the goal is to estimate P(Y | X) when
Y → X . Anticausal problems are common in ML/DL. A specific case of anticausal
task occurs when there is no direct relationship between X and Y , but both have a
common unobserved common cause (confounded). The distinction between causal
and anticausal tasks may not be straightforward, depending also on the level of
information available about the data collection process. Examples of causal and
anticausal tasks are shown in Fig. 2.1. Some practical examples will be provided in
Section 2.2.4.
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Causal diagrams allow practitioners to link the characteristics of their problem to
properties established by ML and statistical theory, and to select the most appropriate
training and statistical methods accordingly. For instance, Self-Supervised Learning
(SSL) techniques should give little benefits for causal tasks, meaning that other
training strategies should be prioritized. This is because, in SSL, it is only possible
to access unlabelled data, hence to the distribution P(X), which for the principle
of independence of cause and mechanism should be uninformative with respect to
P(Y |X) if X → Y . On the other hand, SSL could work for anticausal tasks.

A causal model should not be limited to the input and target variables, but
should also include all factors (either observed or hidden) that may influence their
distribution. With causal diagrams it is possible to define and assess the role of
confounders and colliders in a robust way. Confounding influence can introduce
what is often called a “spurious” correlation, i.e., when the considered variables
are statistically correlated through another variable but have no causal relationship
between each other. Controlling for a confounder blocks the corresponding path,
effectively removing the spurious correlation. This may be achieved in several ways,
e.g., by introducing the confounder as an additional variable to the ML model, or by
stratified sampling. On the other hand, controlling for a collider (or its descendants)
introduces an association between the two otherwise independent causes, and hence
should be avoided. A vast body of literature in the epidemiological sciences exploits
causal models for determining which variables should be controlled for.

Colliders play a fundamental role in the appearance of dataset bias. for instance,
it is possible to consider the case of a dataset of patients and their medical records.
The medical records include information about whether a patient has a disease,
whether they have taken a certain medication, and whether they have a certain
genetic variant. In this case, the genetic variant and the medication are colliders
because their presence depends on the presence of the disease. Training a model on
this dataset, the model may develop a bias towards the medication as a cause of the
disease, even though it is actually a result of the disease. This is because the collider
bias causes the model to overestimate the association between the medication and the
disease, leading to inaccurate conclusions about causality. Therefore, it is important
to be aware of colliders and take steps to control for them when modeling the data.

Another important aspect of causal modeling is the consideration of the data
generation and selection processes. This includes understanding how the data was
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collected and what factors may have influenced the selection of the data points. For
example, if a dataset is collected through a self-selection process, such as a survey,
the data may be biased towards certain groups of individuals who are more likely
to respond to the survey. Similarly, if a dataset is collected through a convenience
sampling process, the data may be biased towards certain groups of individuals who
are more easily accessible. These biases can lead to inaccurate conclusions about the
underlying population and must be taken into account when analyzing the data.

In conclusion, understanding the causal structure of a task and the data generation
and selection processes is crucial for accurate modeling and interpreting the results
of ML tasks. The use of causal diagrams and the consideration of confounders
and colliders can help practitioners to link the characteristics of their problem to
properties established by ML and statistical theory, and to select the most appropriate
training and statistical methods accordingly. Additionally, understanding the data
generation and selection processes can help to identify and control for sources of
bias in the data.

In order to thoroughly represent the data generation, collection, and annota-
tion process, a comprehensive causal model can be created using the methodology
reported in the following (adapted from [53]).

• Collect information about the data collection, annotation, and selection pro-
cesses to build a complete model, including relevant mediators, confounders,
and colliders.

• Determine if the task is causal or anticausal.

• Identify potential discrepancies between the training and testing sets and imple-
ment strategies such as data augmentation, domain adaptation, or resampling
to address them, depending on the nature of the domain shift.

• Evaluate if the data collection was biased with respect to the input X , the target
Y or any other variable.

• Draw the causal model and include all factors, paying attention to the emer-
gence of collider biases.

• Decide if and how further selection (randomization or stratification) should be
conducted to control for confounders.
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2.2.4 Case Studies

In this Section, two case studies are presented, one from the medical domain and one
from an industrial CV application, to demonstrate the practical application of causal
diagrams in characterizing the data collection, annotation, and selection processes
for ML tasks.

During the Ph.D. path, the use of causal models in the medical imaging field
has been explored, as proposed by Castro et al. in their seminal work [53]. Medical
imaging analysis tasks often share a common workflow and involve a limited number
of factors. The role of these factors in the construction, sampling, and annotation of
datasets has been extensively studied in literature [42, 56].

Building on this research, Castro and colleagues propose a general causal
model 2.2 structure that can be applied to the majority of medical imaging ML
tasks. The model includes selection and domain variables, which allow for the
modeling of different types of dataset biases and domain shifts. The introduction of
a selection variable D is particularly noteworthy, as it models factors that may differ
between the training and testing population. The resulting causal model and the type
of task (anticausal vs. causal) determine the appropriate countermeasures to address
domain shifts [53].

Fig. 2.2 A causal model template for medical imaging dataset analysis is presented.
Measured values are denoted by filled circles, hidden variables by empty circles, and
selection variables by double-line empty circles. Adapted from [53].
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To illustrate the application of this model, a sample medical task is considered
herewith: the diagnosis of cancer (e.g., prostate cancer) from an image (e.g., a
magnetic resonance image). The goal is to predict the probability of the presence
or absence of cancer (Y ) from the input image X . Training sets for this model are
typically based on datasets collected from one or multiple institutions.

The image X is the result of various causes, including the presence of the disease,
patient anatomy, and acquisition conditions. Patient anatomy is an internal hidden
variable that accounts for inter-patient variability, whereas acquisition conditions
represent all factors (type of scanner, acquisition protocol, etc.) that may affect
image appearance.

To determine whether the task is causal or anticausal, it is essential to understand
how the reference standard is established. Whenever possible, the presence or
absence of the disease should be defined by means of biopsy and/or follow-up for a
suitable period of time [42]. In this case, the presence or absence of the disease is
known, and manipulating or changing the image would not alter the label. This task
would be anticausal, as is the case with many computer-aided diagnosis tasks.

In contrast, if labels are established solely on the radiologist report, then the task
is considered causal (Fig. 2.3). The true disease status W2 is considered a hidden
variable, and the image X is a mediator between the disease W2 and the output label
Y . In this case, manipulating the image could alter the radiologist perception, and
hence the resulting labels. However, practical situations can be more nuanced. For
example, biopsy is typically performed only for cases that the radiologist deems
suspicious. This factor can be represented by adding a selection variable biopsy
which is an effect of the label Y .

Finally, the input image depends on the acquisition conditions, which may pro-
duce diverse sets of images, and the model should be robust to these variations. The
general causal model structure proposed by Castro et al. is a useful tool for under-
standing and addressing these factors, ensuring robust and accurate performance in
medical imaging tasks.

For the use case in the industrial field, it will be discussed the causal diagram for
the task of estimating road conditions using surveillance Full-HD cameras. The goal
is to identify the presence of wet road conditions from video frames captured by the
cameras. The frames have been collected from areas with varying characteristics
such as illumination, road morphology, and point of view. The causal diagram,
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Fig. 2.3 A representation of a causal model is given for classifying prostate cancer.
Hidden factors of interest are illustrated using empty circles.

as shown in Fig. 2.4, helps to understand the role of different factors in the data
collection, sampling, and annotation process.

The main variables of interest are the image (X) and the manually determined
label (Y ), which is a binary value indicating whether the road appears to be dry or wet.
The phenomenon of interest is the presence of water W , which is caused by weather
conditions such as rain or snow, or other factors like floods. These variables are
considered hidden because they are not directly measured in the adopted experimental
setup. In causality terminology, the input image X acts as a mediator between the
phenomenon of interest W and the label Y .

The camera site, time of day and month (or season) are also important factors
to consider. They are indirect causes of both W and X (highlighted in light blue in
Fig. 2.4). For example, the site variable embeds information such as geographical
location, road morphology, the type of asphalt, and the frequency of car passing.
Similar factors are crucial in determining the presence of water on the road [53].
Additionally, images taken at different sites have distinctive visual features due to the
different road morphology, illumination, etc. This results in a domain or acquisition
shift.

To address these issues, data resampling is a possible strategy to mitigate preva-
lence and population biases [53]. By considering the causal diagram and the factors
that influence the data, it is possible to improve generalization during training and
testing.

The task of classifying road conditions using surveillance Full-HD cameras can
be modeled as a causal task. The images are manually labeled, and the assumption
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Fig. 2.4 A causal model is presented for predicting wet road conditions, where hidden
variables are shown using empty circles. The selection method involves random
sampling.

is that the label Y is caused by the image X , and not vice versa. This is because the
labels are generated through manual annotation without explicit knowledge of the
hidden variable W , and any substantial modification of the image may change the
value of the assigned label. For example, if the presence of water is not visible due
to occlusions or poor visibility, any rater would give a negative label, regardless of
the actual road condition.

However, the distinction between causal or anticausal tasks is not entirely clear-
cut. If the image-derived labels determined by an expert are nearly identical to the
hidden variable, then the labels could serve as proxies for the ground truth, possibly
configuring an anticausal relationship. In this case, the annotators were aware of
the site, date and time of acquisition, and the weather could be inferred from the
input image. From this viewpoint, the task can be seen as confounded, and hence
anticausal. This perspective is supported by the observation that SSL was effective
to improve performance. Further investigations are needed to clarify the role of SSL
in ML tasks for which the causal or anticausal nature is not easily determined.

The domain D is determined by several variables such as the site, season, camera
orientation, and camera model. Camera orientation and camera model have a direct
influence on the image and are contributors to the domain or acquisition shift. From
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a causal perspective, the image X is a collider of many variables, including W and
camera parameters, thus care must be taken to prevent collider biases affecting the
training process. The distribution of all known factors was studied and corrected, if
needed, by sampling and data augmentation. For example, when data is acquired
continuously during the day and for the whole year, the distribution may be balanced
with respect to time of day and season, but it is unlikely to account for all possible
sites, which is the most critical factor for generalization. Camera orientation has a
profound impact on the presence of reflections, myrages, as well as under- and over-
exposure. Data augmentation strategies that simulate different camera orientations
and illumination conditions are useful in this case to prevent the appearance of
spurious correlations as a result of imperfect data selection or small dataset sizes.

In conclusion, a predictive model can be influenced by confounders (such as
the season) by incorporating them as additional inputs. This allows the model to
condition its prediction on the value of the confounder. However, this approach is
only feasible if the confounder is observed and measured during both training and
inference, and if the training set includes examples from all possible values of the
confounder distribution.

2.3 Road Condition Estimation with CNNs and LSTMs

In this Section, a real-world case study tackled with the usage of causal modeling
is presented in detail. The study highlights how the configuration of a data domain
through a data-centric approach eventually led to an unbiased and robust model
capable of generalizing to unseen data. In particular, as previously mentioned in
Section 2.2.4, the study was carried out in the context of road condition estimation
using DL models trained on surveillance camera footage captured from cameras
placed over the road.

The different methodologies in literature can be divided into categories based
on factors such as the source of data acquisition (camera mounted on the vehicle
or near the road), type of sensors, and methodology (analysis based on data or
based on physics measurements). In this section, Table focus on the latter category,
which relies on distributed fixed sensors for road infrastructure management [57–
59]. Historically, RWIS stations have been largely adopted to gather utilized to
collect measurements on atmospheric conditions, road status, and visual percep-
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tibility. RWIS can have various sensors such as cameras and thermometers, but
their installation and operational costs limit their availability and cause low spatial
resolution. Outdoor cameras provide an economical alternative with low installation
costs [57, 60, 61], but factors such as their distance from the road and varying illumi-
nation conditions can make the detection task challenging. Hence, semi-supervised
techniques have been proposed to reduce manual labeling costs [57].

Different methods have been used to detect road conditions based on physics or
data. Physics-based methods are intended for detecting weather conditions like fog,
snow, or rain [62–65]. An example of a proposed method is a camera-based rain
gauge by Allamano et al. [62], which measures rain intensity using a single camera.
These methods offer more interpretability and stability compared to data-driven
methods, but they cannot handle complex phenomena like water buildup on roads and
are dependent on camera parameters [62]. On the other hand, DL-based techniques
such as CNNs have been widely used in related applications [57, 66, 67, 59]. They
can be trained to manage various illumination and acquisition conditions without
the need for calibrated cameras, unlike physics-based methods. Frame-by-frame
classification through fine-tuning of state-of-the-art CNNs is the approach taken
by most existing works, without consideration of the temporal correlation between
frames [67, 58, 59, 57, 66, 68].

In [57], the authors studied a system for real-time road condition detection in
a similar configuration. They more than 1 million frames captured by cameras
placed on highways and streets, and applied a semi-supervised strategy to label the
large dataset before fine-tuning CNN models. However, their work has limitations
compared to the study reported herewith. Their dataset was collected over a period
of three months while the dataset developed for the work reported herewith spans
two years and includes continuous sampling over several months. Additionally, this
study demonstrates that a temporal model like a Convolutional Long Short-Term
Memory (ConvLSTM) outperforms a frame-by-frame approach by reducing false
alarms and capturing the temporal evolution of the phenomenon more effectively.
The proposed pipeline involves self-supervised and semi-supervised training of
the temporal model with spatially and temporally consistent data augmentation for
improved generalization.

The utilization of self-supervised pre-training is employed to take advantage of
the availability of unlabeled frames. Such methods learn feature representations that
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are semantically meaningful through pretext tasks, which don’t require semantic
annotations but do require a higher-level semantic understanding to solve [69]. These
representations can later be fine-tuned to the target downstream task with the help
of a labeled subset of data. Self-supervised pre-training and pseudo-labelling has
been previously shown to outperform pseudo-labelling alone in a semi-supervised
setting [70]. The proposed methodology draws inspiration from contrastive SSL
techniques [71, 72], which have proven effective in transferring to fine-grained
image classification [69]. Contrastive self-supervised methods, which treat each
image as a unique instance, utilize aggressive data augmentation to generate multiple
views [71, 69, 73]. Meanwhile, spatiotemporal extensions for video sequences
rely on the assumption that each sequence represents a different scene [74]. Both
approaches are unsuitable for the proposed dataset, which contains a small number
of scenes acquired by fixed cameras, but a large number of consecutive frames.
SSL has also been applied to remote sensing [75, 76]. However, the proposed
dataset, which contains multiple images of the same area acquired at regular intervals,
is sampled sparsely along the spatial dimension and at high resolution along the
temporal dimension, whereas satellite imagery is sampled continuously in the spatial
dimension but sparsely in the temporal dimension.

Thus, drawing inspiration from SSL in the medical domain [72] - in which
similarity between two images is based on discrete variables such as lesion type,
location, and size - here an SSL approach is adopted relying on the discrete features
of the dataset and using a ConvLSTM. The technique is validated on a real-life
dataset containing continuous video streams spanning multiple months, providing a
realistic picture of performance under varying illumination and weather conditions.
The contributions are:

• The introduction of a semi-supervised training approach that leverages unla-
beled data through self-supervised pre-training and established semi-supervised
techniques, specifically, contrastive self-supervised pre-training for road-side
and surveillance camera video streams;

• The design and training of a ConvLSTM for road condition classification, in-
cluding temporally consistent data augmentation techniques to mimic outdoor
illumination changes;
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Camera site A1 A2 A3 A4 A5 A6
Acquisition period 02/2020 - 05/2020 02/2020 - 05/2020 07/2018 - 07/2019 10/2018 - 07/2019 10/2018 - 05/2020 10/2018 - 07/2019

Camera site A7 A8 A9 A10 B1 - B15
Acquisition period 07/2018 - 09/2018 10/2019 - 11/2019 08/2018 - 07/2019 02/2020 - 05/2020 12/2020 - 01/2021

Table 2.1 Period of acquisition for each road-camera involved in the analysis.

• The evaluation of by-frame (CNN) and temporal (ConvLSTM) models on a
well-balanced dataset covering a wide range of acquisition, illumination, and
weather conditions, using appropriate per-event metrics to measure the ability
to precisely identify the start and end time of wet road events.

The remaining of the chapter is structured as follows. Section 2.3.1 provides an
overview of the dataset used for training and testing. The training strategies adopted
for the task are described in Section 2.3.2. In Section 2.3.3, the settings used to carry
out the experiments are reported in detail, whereas in Section 2.3.4

2.3.1 Dataset

This study makes use of a real-life dataset collected from 25 roadside Full HD
cameras positioned primarily in Europe and primarily in the Northern hemisphere.
The cameras were primarily located in extra-urban areas along crucial segments of the
road network, exposing them to a wide range of weather and traffic conditions [77].
The dataset consists of images captured from a combination of bullet and PTZ
cameras, installed at an approximate height of 5m and angled towards the road at
10°-20° [77]. The camera locations are presented in Fig. 2.5 and their acquisition
periods in Table 2.1. The original frame rate of 12 frames per minute was reduced
to 1.3 frames per minute to lower computational costs. Only frames captured
between sunset and sunrise were used, with light sensors utilized in some cameras
to distinguish between day and night. In other cases, sunset and sunrise hours
were calculated using ephemeris equations [78] and geographical information. This
section will delve into the data acquisition and selection process through causal
analysis (Section 2.3.1), annotation process (Section 2.3.1), and the properties and
training/validation split of the dataset (Section 2.3.1).

Causality Analysis A range of factors impact road conditions, and therefore must
be taken into account when constructing a training and validation set from collected
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Fig. 2.5 Geographical positions of the road-cameras involved in the analysis.

data [28, 79, 80]. The aim of this analysis was to provide a solid foundation for the
data to be split into a training and validation set and to characterize the properties of
the domain for the classifier.

The causality diagram for the task of detecting the presence of water in video
frames captured on a specific road stretch was described in details in Section 2.2.4.
The resulting model is shown in Fig. 2.4, and here it is described in short to help the
reader. The goal is to predict the likelihood Y of water being present on the road,
given a frame or sequence of frames X , where Y can also represent different weather
conditions such as wet, dry, or snowy. The actual presence of water is depicted by
the latent variable W , as direct observation of the phenomenon was not possible,
such as through on-field sensors.

There are several reasons for water buildup on the road. Weather conditions play
a significant role, but the interplay between weather and the road’s drainage system
is also crucial. For example, light rain may not result in water buildup, while heavy
rainfall could cause persistent water buildup. Weather conditions were treated as
a latent variable in the presented analysis as it was not possible to access weather
reports, but they can largely be inferred from the images. Variables such as camera
site, time of day, and season act as confounders as they affect both illumination and
water buildup frequency. The camera site variable encompasses multiple elements
such as geographical location, road morphology, type of asphalt, road drainage, etc.
All of these factors impact the frequency and characteristics of wet road events. The
image X acts as a collider between the true phenomenon W and other independent
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variables such as camera orientation and model. Hence, care must be taken as
colliders can lead to biased datasets [81, 56].

Based on the diagram, the task is considered causal, as the label is directly
inferred from the input frame, which acts as a mediator with respect to the underlying
phenomenon [54]. On the other hand, the annotators were aware of the season, time
of day, and weather, which were either available or could be easily inferred from
the image, as indicated by the dashed arrows in the diagram. Although annotators
were instructed not to rely on these variables for classification, it is possible that this
information was useful for human annotators to perform the task. Hence, from this
perspective, the task can also be considered confounded and anticausal, which is in
line with theoretical conjecture that SSL should not improve performance on causal
tasks [54].

Annotation Procedure To validate and test the performance of SSL strategies, a
subset of the data was manually annotated to obtain a set of clean labels. Furthermore,
this annotated subset was used to transfer the learned representation to the target
task. In particular, all of sites B1-B15 were annotated due to their short acquisition
period and challenging illumination conditions, which were not well represented in
sites A1-A10. For sites A1-A10, a random number of days per site was selected and
annotated.

The annotation process involved five annotators: two experts and three juniors.
The expert annotators established the criteria for labeling and provided initial training,
while consensus meetings were used to review the initial annotations and resolve
ambiguous cases. A frame was labeled as wet if the water build-up or water pools
were deemed significant enough to reduce vehicle traction and increase the risk of
accidents. All other frames were labeled as dry, even if the road was moist or drying
up. This choice, which is more challenging than previous works that defined the wet
class as "a spectrum of conditions from moist roads to puddles to soaking wet" [57],
was made to avoid an unacceptable false positive rate in real-world applications.

Initially, the problem was framed as a binary classification problem, but auxiliary
classes were defined to account for cases in which labeling was not possible:

• Poor visibility: This class represents frames in which visibility is reduced by
fog or other weather conditions to the point that labeling is not possible.
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• Dark: This class represents frames in which the road is severely under-
illuminated or under-exposed, typically at the start or end of the day.

• Offline: This class represents the static feed when the camera is offline due to
network errors.

• Over-exposed: This class represents frames in which the image is too over-
exposed to clearly assess the state of the road, typically around mid-day,
depending on camera orientation.

To reduce the annotation time, only a small portion of the dataset (approximately
3,000 frames) was completely annotated by hand. For the remaining frames, a
classifier was trained to produce tentative labels, which were then manually refined
following the procedure outlined by Ramanna et al. [57]. Features were extracted
by fine-tuning a ResNet50 CNN pre-trained on ImageNet and applying a k-Nearest
Neighbor classifier (k = 50). The tentative labels were grouped by camera and
denoised using a majority filter to exploit temporal consistency. Finally, all labels
were manually refined and confirmed using the Microsoft CVAT tool [82] by loading
each day of acquisition as a separate video. Critical or borderline cases were
discussed in consensus meetings. Hence, this process is considered equivalent to
manual annotation and reasonably noise-free.

Frames labeled as poor visibility, dark, offline, or over-exposed were removed
from the final dataset. These special classes were used only during manual labeling,
but were not included as additional classes due to their low prevalence, as discussed
in Section 2.3.2. The only exception was over-exposed frames, which were auto-
matically discarded by applying a threshold on the average intensity. This simple
approach was found to be equivalent to manual labeling on the annotated subset.

Dataset Division and Training/Validation Split Strategy The overall dataset
encompasses around 400,000 frames collected from 24 cameras. The annotated
portion of the dataset was separated into a training set and a validation set, while the
rest was kept for further training purposes.

The dataset was sampled with each day being treated as a separate entity. As
night frames were disregarded in the analysis, each day represented a disjoint and
non-overlapping set of frames. The frames captured by a single camera in a day are
referred to as a camera day throughout the analysis. Thus, each camera day was
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either allotted to the training set or the validation set, and was either annotated or not.
This strategy ensures that the frames in the validation and testing sets are statistically
uncorrelated and helps to evaluate the performance on an event-wise basis, instead
of a frame-wise basis. Additionally, all the illumination conditions that occur during
the day are equally represented, thereby eliminating biases.

The training/validation/testing split was done at the camera day level, taking into
account the major confounding factors discussed in Section 2.3.1, specifically the
camera location and season.

As depicted in Table 2.1, the number of camera days available varied across
the different sites. Sites with more than 50 camera days (6) were randomly divided
into a training and validation-test set to guarantee that all seasons were equally
represented. The validation-test set was further split into a validation set (50%) and
a test set (50%), stratifying by camera orientation. Sites with fewer than 10 camera
days (15) were either assigned to the training or validation set, as it was not feasible
to reserve part of the data for external testing in these cases. Sites were manually
assigned to ensure that sites with similar characteristics and morphologies (e.g., the
presence of elevated roads, bridges, or tunnels) were evenly divided between the two
datasets. This strategy guarantees that the training set and the validation set include
similar acquisition conditions, while also avoiding network memorization of each
acquisition site. Furthermore, sites located outside of the Northern hemisphere were
included in the training set, as the amount of data available would not be adequate to
test the performance of the model in these climatic conditions.

The distribution of the training and validation sets is detailed in Table 2.2, in
which "Training-50K" refers to the annotated portion of the training set, while
"Training-300K" refers to the complete set, including both annotated and non-
annotated frames.

Finally, to account for temporal continuity, an event is defined as a sequence of
consecutive frames labelled as "wet". This definition will be further discussed in
Section 2.3.3 in the context of performance assessment. As shown in Table 2.4, very
short events (less than 15 minutes) and very long events (more than 6 hours) are rare,
and many wet events start in the morning, prior to 9 am.
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Table 2.2 Distribution of the training, validation and testing sets.

Training-300K Training-50K Validation Set Test Set
Total Frames 307,034 50,152 47,613 42,164
Dry Frames 245,087 43,038 41,837 38,786
Wet Frames 61,947 7,114 5,776 3,378
Camera Sites 14 14 16 9
Camera Days 1,458 263 239 208
Wet Events / 172 118 78
Wet Events Longer Than 120 Frames (360 minutes) / 12 13 12
Wet Events Shorter Than 5 Frames (15 minutes) / 23 14 8
Wet Events Starting In The Morning (Before 9AM) / 58 52 34

2.3.2 Methodology

This section outlines the method for wet road detection. Data preprocessing and aug-
mentation techniques are presented in Section 2.3.2. The proposed approach trains
models of increasing complexity, starting with a self-supervised and SSL trained
CNN (Section 2.3.2) and followed by the integration of the feature extractor into a
temporal ConvLSTM model that is fine-tuned on video sequences (Section 2.3.2).

Data Preprocessing and Augmentation The first step in the process involves the
preprocessing of the data to remove any text overlays present in the surveillance
camera feeds. This is achieved through simple thresholding and morphological
operators as the text is typically black or white in color.

For the CNN model, a set of random transformations were applied independently
to each frame to augment the data, including shear (in the range –45 to +45 degrees),
horizontal flipping (20%), cropping (in the range –0.05% to 0.10%), perspective
transformation (0.1 ratio), random rotation (in the range –45 to +45 degrees), additive
Gaussian noise, coarse dropout (3–15% of the pixels), and brightness variation (in
the range –30 to +30).

For the temporal ConvLSTM model, the data augmentation should generate
spatially and temporally consistent sequences to capture subtle changes in the appear-
ance of the road. The temporally consistent method from Qian et al.[74] was adopted
for the spatial and geometric transformations, where a set of random transformations
(shear, flipping, cropping, perspective, rotation, additive noise, and dropout) is sam-
pled for each sequence and applied consistently to all frames. The same settings
were used as in the CNN model.
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Fig. 2.6 Sequence generation process. Sequences generated for each frame included
the S−1 previous frames.

A novel brightness transformation was introduced for the temporal ConvLSTM
model to simulate changes in illumination conditions in outdoor scenes. This trans-
formation multiplies the intensity of each frame by a factor Asin(k(i+b)), where
A, k, and b are randomly selected parameters. The parameters were set to have a
maximum brightness increase of 2 and a maximum decrease of 0.5 to simulate a
wide range of different illumination and climatic conditions. Examples of augmented
video sequences are shown in Fig. 2.7.

CNN Model and Training Procedure The baseline model employed in this study
is a Resnet50 network that has been pre-trained on ImageNet [83]. Given that
incidents of wet roads are relatively infrequent and class imbalance could potentially
hinder the convergence speed and overall generalization performance of the model
on the test set [22], the focal loss function was selected for all experiments. While
oversampling by repetition is a common technique to address data imbalance, it was
discovered to be susceptible to overfitting.

To mitigate the effects of class imbalance, the multi-class formulation proposed
by Cui et al. [84] was employed. This approach considers each sample along with
a small neighboring region, rather than a single point. The effective number of
samples Eny is calculated as (1−β ny)/(1−β ), where ny is the number of samples
for class y and β ∈ [0,1] is a hyper-parameter that regulates the rate of growth. This
re-weighting strategy can be applied to any loss function L (p,y), resulting in a
class-balanced loss CB(p,y) expressed as:
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Fig. 2.7 Sequences generated by accounting for temporally coherent spatial augmen-
tation and for a realistic simulation of outdoor brightness conditions.

CB(p,y) = αiL (p,y) =
1

Eny

L (p,y) =
1−β

1−β ny
L (p,y) (2.1)

where y ∈ 1,2, ...,C is the label and p = [p1, p2, ..., pC] is the class probability
vector estimated by the model. The class weight αi ∝

1
Eny

is proportional to the
inverse of the effective number of samples for class i. Setting β = 0 corresponds to
no re-weighting, while choosing β = 1 leads to re-weighting by the inverse of class
frequency.

Finally, the class-balanced focal loss is obtained by combining the focal loss with
the above weighting scheme:

CB f ocal(p,y) =−
1−β

1−β ny

C

∑
i=1

(
1− pt

i
)γ log

(
pt

i
)

(2.2)

where pt
i = sigmoid(zt

i) is the model estimated probability for class i and

zt
i =

(zi) if i = y

(−zi) otherwise.
(2.3)

Parameter γ smoothly adjusts the rate at which easy examples are downweighted.

Self-Supervised Pre-training The neural network undergoes pre-training through
a self-supervised contrastive method that leverages the inherent similarities present
in the dataset, followed by fine-tuning to the target classification task, as depicted
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Fig. 2.8 Self-supervised pre-training (left) and the Semi-supervised fine-tuning (right)
methodologies.

in Fig. 2.8. The network is pre-trained with the objective of learning to distinguish
fine variations in spatiotemporal features by comparing frames taken at varying
times and locations. In this work, time is treated as a continuous variable and the
camera location is considered as a discrete variable. These variables are combined
to generate sequences that contain samples of gradually increasing differences, as
inspired by previous studies [72].

Starting from an anchor sample (A), sequences of five samples, A, B, C, D, and
E were generated from positive samples with varying levels of similarity, and one
negative sample, as shown in Table 2.3. The degree of similarity was determined
based on three factors: the camera location, date, and time of day. Two images were
considered similar if they were collected from the same camera location, within the
same month (30 calendar days, excluding the year), or acquired less than two hours
apart. This approach discretizes the concept of seasonality (month) and varying
illumination conditions (time of day), and combines them with the camera location.

A five-stream Siamese network with a ResNet50 backbone was used for pre-
training. The feature vectors were normalized to unit norm before computing the
Euclidean distance, and a contrastive loss based on margins was defined as in Yan et
al. [72]:



2.3 Road Condition Estimation with CNNs and LSTMs 31

Table 2.3 The similarity between the anchor sample and other samples in the
sequence is established by considering the camera site, date, and time of day in that
order. A ✓ indicates similarity between the samples with respect to the considered
factor, while an ✗ indicates difference.

A B C D E
Camera site Anchor ✓ ✓ ✓ ✗

Date of the year Anchor ✓ ✓ ✗ Don’t care
Time of the day Anchor ✓ ✗ Don’t care Don’t care

L sequence = max(0,d2AB−d2
AC +m1)+

max(0,d2
AC−d2

AD +m2)+

max(0,d2
AD−d2

AE +m3)

(2.4)

where d2
i j is the squared Euclidean distance in the feature space between frames i

and j, and mi represents the margin distance applied to each sample feature represen-
tation, subject to the condition m3 > m2 > m1 > 0. The loss encourages sample B to
be close to anchor A in the feature space, while pushing samples C, D, and E further
away, in that order. Given that each batch comprises S sequences, the final loss is
calculated as L = 1

2S ∑
S
s=1 Ls. The self-supervised pre-trained backbone is then

used to initialize the baseline instead of the standard ImageNet pre-training [85].

Semi-supervised Method The proposed approach is based on the widely-used
semi-supervised learning technique referred to as pseudo-labeling [86]. The method
involves generating pseudo-labels for unlabeled data utilizing an initial version of
the classifier, which is then refined iteratively. To mitigate the effect of noisy pseudo-
labels, an ensemble of three ResNet50 networks is employed, initialized through
self-supervised pre-training or previous SSL iterations. Binarized predictions are
obtained by selecting a threshold with a 10% false positive rate, and then combined
using majority voting. Further refinement is done by applying majority voting along
the temporal axis for temporal consistency.

The weight of pseudo-labeled samples is controlled by a hyper-parameter ε ,
which starts with a low value and gradually increases with the improvement of the
classifier’s performance. This allows for a trade-off between labeled and unlabeled
data and is crucial in reducing the impact of noisy labels in early iterations [87, 88].
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Temporal (ConvLSTM) Model and Training The proposed temporal model
classifies each ith frame by considering the preceding N−1 frames. The model is
built using a ConvLSTM architecture, which comprises a ResNet50 backbone as
a visual encoder, and a stack of three LSTM cells and two Fully Connected (FC)
layers, as shown in Fig. 2.9.

Different variations of the LSTM model were experimented with. The first
variation is the DenseLSTM [89], where the three LSTMs receive the visual features
concatenated with the outputs from all previous cells, similar to the DenseNet
architecture. The second variant substitutes the LSTM with a 1D CNN layer with
kernel size equal to 2 and stride 1. The output from the 1D CNN is flattened and fed
to the two FC layers. Dropout is applied after the first FC layer to reduce overfitting.

Temporal sequences were extracted from the continuous data stream by em-
ploying a sliding window approach, defined by the parameters: sequence length N,
sampling rate s, and stride K. In the experiments, the length of the sequence was
set to N = 6, with a sampling rate of s = 1.3 (1 frame every 3 minutes), resulting
in a time window of 18 minutes. This time window was chosen based on domain
knowledge and preliminary experiments and was deemed sufficient to capture the
evolution of the phenomenon of interest. The stride K was set equal to the sampling
rate for simplicity.

To reduce computational effort during training, the temporal model was initialized
from the by-frame model through a two-step transfer learning approach. During the
first phase, referred to as warm-up, only the LSTM was trained, with the feature
extractor frozen. In the second phase, both the backbone and the LSTM were
fine-tuned using the class-balanced focal loss defined in Section 2.3.2.

2.3.3 Experimental Settings

CNN model All experiments were carried out by resizing Full HD frames to
480×270 pixels, which slightly affects the classification accuracy but considerably
accelerates training and testing processes. The hyper-parameters for the focal loss
were set as β = 0.9999 and γ = 2 unless otherwise specified. Only the frames
labeled as wet and dry were used, while others such as over-exposed, dark, offline,
and poor visibility were removed as described in Section 2.3.1. The learning rate
was determined on the training set via the learning rate finder methodology [90]
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Fig. 2.9 Unrolles representation of the Temporal (ConvLSTM) model.

and set to 10−6. The Adam optimizer was applied with a batch size of 16 for all
experiments.

The baseline was trained using SSL on 308,523 sequences for 20 epochs. The
original training set was used to generate the sequence dataset where each sample
acted as anchor A. Samples B, C, D and E were randomly selected to meet the
requirements for each anchor. The generated sequences were split into 2,982 for
validation and 305,541 for training. The hyper-parameters of the loss function were
set to m1 = 0.2, m2 = 0.3 and m3 = 0.4 (refer to Section 2.3.2 for more details on the
loss function) with a batch size of S = 3. After the pre-training stage, the backbone
was fine-tuned to the classification task. The learning rate was determined through
the learning rate finder methodology [90] and set to 5×10−6.

For SSL iterations, the pseudo-labels were downweighted by a factor ε , which
started at 0.2 for the first iteration and increased to 0.9 for the fourth and final SSL
iteration.

It should be noted that only the data from sites A1-A10 was used for the self-
supervised pre-training and the first four SSL rounds as these sites have a broader
temporal range than sites B1-B15. However, the latter sites include more diverse
scenes and challenging illumination conditions, making them a suitable choice for
the temporal model training and evaluation.
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ConvLSTM model The training process for the temporal ConvLSTM model
baseline followed a two-phase procedure. The optimizer utilized was the Adam
optimizer and the loss function used was the focal loss with hyperparameters β =

0.9999 and γ = 2. During the warm-up phase, the network was trained for 4 epochs
with a batch size of 64 and a learning rate of 9× 10−5. In the second phase, the
network was fine-tuned for a further 6 epochs with a lower learning rate of 9×10−6

and a batch size of 16. In both SSL rounds, the value of ε was set to 0.9. The
optimal learning rates, as determined using the learning rate finder algorithm, were
9× 10−5 and 9× 10−6 for the first and second SSL rounds, respectively. The
frames were resized to 480×270 pixels, as was the case with the CNN model. The
ConvLSTM model was trained on 256,882 sequences of S = 6 frames extracted from
the Training-50K dataset through the methodology outlined in Section 2.3.2.

Experiments All the experiments were performed on a system equipped with a
Intel® Core™ i9-9940X CPU with 32 GB RAM and a NVIDIA Titan RTX GPU (24
GB). The models were implemented in Keras v2.3 and Tensorflow v2 frameworks.

Evaluation of Model Performance In order to assess the performance of the
devised models, two classes of performance metrics were used, at both the frame
and event levels. The first set of metrics aimed to evaluate the ability of the models
to classify each frame independently as either dry or wet. For this, the Receiver
Operating Curve (ROC) was used, with the Area under the ROC curve (AUC) as the
summary performance measure. The 95% confidence intervals (CI) for the AUCs
were computed using bootstrap sampling with 1000 repetitions and replacement [91].
The p values were calculated using the paired non-parametric DeLong method for
comparing correlated ROC curves [92], with correction for multiple tests using
the Bonferroni method. The differences between the final two models, as well as
between each semi-supervised iteration and the baseline model, were tested.

The second set of metrics evaluated the accuracy with which the models detected
wet road events, the number of false alarms generated, and their distribution through-
out the day or across different sites. An event was defined as a series of consecutive
frames with the same label, and predictions were binarized to generate the predicted
events. A threshold was selected at a fixed false positive rate of 10% to balance
specificity and sensitivity and to make fair comparisons between models.
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The ground truth and predicted events were matched along the temporal axis
using the Temporal Intersection over Union (IoU) metric [93]. An event was con-
sidered to be detected if the IoU exceeded a threshold of 0.2. Any predicted event
that was not associated with a ground truth event was considered a false positive or
false alarm. However, if a predicted event was completely included in a ground truth
event but did not reach the IoU threshold, it was not counted as either a false positive
or true positive detection.

Finally, per-event performance was estimated through a variant of the ROC curve,
known as the Free-Response ROC curve (FROC). The FROC plots the recall versus
the average false positive rate, which was computed by dividing the total number
of false positives by the number of camera days and corresponds to the average
number of false positives generated daily at each site. False positives with a duration
of one frame were discarded. Each detected event was assigned a score equal to
the maximum score assigned by the model to the frames included in the event. By
construction, each event had a score equal to or higher than the threshold used for
binarizing predictions.

2.3.4 Results

CNN Model: Self-Supervised and Semi-Supervised Pre-Training To evaluate
the CNN model’s ability to distinguish between dry and wet frames, a set of experi-
ments that excluded sites B1-B15 due to the unavailability of unlabeled data and a
relatively short acquisition period was conducted. The validation set consisted of 208
camera days from eight different sites, with four of them never seen during training.
The CNN model was trained in consecutive steps as described in Section 2.3.2. The
Self-sup baseline refers to the model that was pre-trained using the self-supervised
methodology and then fine-tuned on the labeled portion of the dataset, while the
Semi-sup X model refers to the X th SSL round on the complete Training-300K
dataset.

As shown in Fig. 2.10(a), the baseline AUC was 0.855(0.850−0.860), which
increased to 0.910(0.906−0.913) in the 4th round (p < 0.0001). However, only the
first three iterations showed improvement over the previous one in ROC space, as
evidenced by the intersecting curves in Fig. 2.10(a). The differences between each
Semi-sup X model and the Self-sup baseline were highly significant (p < 0.0001)
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Table 2.4 The validation and test set AUCs along with their corresponding 95% CI
are presented. Statistical significance of differences between each SSL round and
the Self_sup baseline were tested and indicated by asterisks (*) for p value < 0.001.

Model Validation set (A1-A10) Test set
Self_Sup 0.857 (0.852 - 0.861) 0.890 (0.885 - 0.895)*
Semi_Sup round 1 0.874 (0.869 - 0.879)* 0.912 (0.908 - 0.917)*
Semi_Sup round 2 0.878 (0.872 - 0.883)* 0.914 (0.909 - 0.918)*
Semi_Sup round 3 0.904 (0.889 - 0.908)* 0.923 (0.919 - 0.928)*
Semi_Sup round 4 0.911 (0.907 - 0.914)* 0.920 (0.915 - 0.923)*

on both the validation and test sets. The AUC values with 95% CI are presented in
Table 2.4.

The performance varied greatly by site, for both the Self-sup baseline (per-
site AUC: median 0.86, IQR 0.09, range [0.58,0.97]) and the final Semi-sup 4
model (median 0.895, IQR 0.06, range [0.81,0.98]). The final performance for
sites seen/unseen during training was 0.91 (range [0.81,0.98]) and 0.875 (range
[0.84,0.96]), respectively, indicating that the model did not overfit to the specific
sites in the training set. Performance was lower for sites with challenging weather or
acquisition conditions, such as low prevalence of wet events or cameras located far
from the road.

An ablation study was performed to compare the impact of self-supervised pre-
training to the standard ImageNet pre-training. The Baseline-ImageNet refers to
the model pre-trained on ImageNet and fine-tuned on the Training-50K dataset
excluding sites B1-B15. The Semi-sup-ImageNet model refers to the 1st SSL round
on the complete Training-300K dataset, starting from the Baseline-ImageNet. The
results of the ablation study are illustrated in Fig. 2.10(b) and the AUCs with 95%
CI are compared in the same figure. The results showed that the Self-sup baseline
outperformed the ImageNet baseline by a large margin (p< 0.0001) with AUC of
0.855 (0.850 - 0.860) compared to 0.819 (0.810 - 0.826). Despite a reduction in the
performance gap, the Self-sup baseline still outperformed the Semi-sup-ImageNet
model (p< 0.0001) with AUC 0.874 (0.869 - 0.879) compared to 0.859 (0.854 -
0.864).

Evaluation of ConvLSTM Next, the performance of the ConvLSTM models,
which were introduced in Section 2.3.2 and fine-tuned from the final model described
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Fig. 2.10 ROC curves comparing the performance of the baseline model with self-
supervised initialization (Self-sup) to models fine-tuned through SSL on the large
Training-300K dataset. (a) Four rounds of SSL performance comparison. (b) Com-
parison of the baseline model with (continuous line) and without (dashed line)
Self-sup initialization. Models initialized with self-supervised methods achieve supe-
rior performance, with or without fine-tuning via SSL.

in Section 2.3.4 was evaluated. To begin with, the performance of the LSTM was
compared with those of DenseLSTM and 1D CNN models on a subset of the Training-
50K dataset, excluding the B1-B15 sites. The LSTM model achieved the highest
AUC, which was equal to 0.87, followed by the DenseLSTM with 0.88, and the 1D
CNN with 0.85. Therefore, the LSTM model was selected, as it offered the best
balance between accuracy and computational complexity.
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Fig. 2.11 ROC curves of the ConvLSTM model (a) and 2D CNN (b) trained on the
complete Training-300K dataset. Both models were fine-tuned from the Semi-sup 4
model shown in Fig. 2.10(a). Three rounds of SSL were performed for both models.

All further experiments were performed on the complete dataset, including sites
B1-B15. The models were initially trained on the labelled Training-50K dataset
(Temp-Baseline) and fine-tuned for two more semi-supervised iterations (Temp-Semi-
Sup X). To ensure a fair comparison between the ConvLSTM and CNN models, the
CNN was also fine-tuned for three additional rounds on the complete dataset.

As shown in Fig. 2.11, the Temp-Baseline model obtained an initial AUC of
0.879(0.875− 0.883), which is higher than the Self-sup baseline but lower than
the best Semi-sup X model (p< 0.0001). With two SSL rounds, the performance
increased to 0.923(0.920− 0.926) (p< 0.0001), with each iteration outperform-
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Table 2.5 The AUC values and their 95% CI for the validation and test sets are
provided. Significant differences between each SSL round and the Temp_baseline
were tested and are denoted with asterisks (*) for p value < 0.001.

Model Validation set Test set
Temp_Baseline 0.879 (0.875 - 0.883)* 0.890 (0.885 - 0.895)*
Temp_Semi_Sup round 1 0.923 (0.921 - 0.926)* 0.907 (0.902 - 0.912)*
Temp_Semi_Sup round 2 0.924 (0.921 - 0.927)* 0.923 (0.919 - 0.928)*
Semi_Sup round 5 0.914 (0.911 - 0.917)* 0.914 (0.909 - 0.918)*
Semi_Sup round 6 0.899 (0.895 - 0.902)* 0.883 (0.876 - 0.889)*
Semi_Sup round 7 0.892 (0.888 - 0.896)* 0.886 (0.880 - 0.892)*

ing the previous one. The performance of the CNN model reached a peak of
0.914(0.920− 0.917) before reducing to 0.891 (0.887 - 0.895). The AUC values
with 95% CI are reported in Table 2.5. The difference between each Temp-Semi-sup
X model and the Temp-Baseline was highly significant (p< 0.0001) on both the
validation and test sets.

It’s worth mentioning that the ConvLSTM and CNN models have different
behaviours at the event level, even though they achieved similar AUC values. For the
ConvLSTM model, sensitivity increased from 50% (60/118) to 60% (71/118), while
the FP rate dropped from 0.689 (181/263) to 0.37 (99/263), as shown in Table 2.6.
Of the 47 false negatives, 33 were not detected at all, while the rest failed to meet
the IoU threshold. Many of the false positive events occurred when the road was
damp, but not wet. About 25% of the false positive events occurred in the tail of a
wet event (13 within a 1-hour window and 10 within a 3-hour window), and another
25% occurred between 4 am and 9 am in the early morning. The 2D CNN model
also exhibited a similar behaviour. The superior performance of the ConvLSTM
model is further illustrated by the FROC curves in Fig. 2.12.

The average inference time, as determined through validation on a system
equipped with an Intel® Core™ i9-9940X CPU with 32 GB of RAM and a NVIDIA
Titan RTX GPU (24 GB VRAM), was found to be 0.024 seconds/frame for the
CNN model and 0.034 seconds/frame for the ConvLSTM model. The ConvLSTM
model’s inference time is greater, as it requires processing of six frames via its
convolutional backbone. However, the ConvLSTM model’s time efficiency can be
improved through optimization when applied to a continuous video stream, as most
of the computations from adjacent sequences can be cached. It should be noted that
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Table 2.6 Comparison between best performing CNN and ConvLSTM models.

Recall FP Events FN Events TP Events 10% FP Rate Threshold
Best CNN 0.50 181 58 60 0.90

Best ConvLSTM 0.60 99 47 71 0.96

Fig. 2.12 Per-event recall vs. average number of FP events.

the inferred time does not account for the latency involved in transferring images to a
cloud server with similar hardware capabilities. Further optimization or compression
is necessary for the proposed models to be executed at the edge, for example by a
smart camera.

Impact of Performance Several factors were observed to have an impact on
the ConvLSTM model’s performance. To start with, the performance is still site-
dependent (median 0.915, IQR 0.11, range [0.80,0.99]), similar to the previous Semi-
sup 4 model (median 0.895, IQR 0.06, range [0.81,0.98]). The final performance for
sites encountered or unseen during training was 0.91 (range [0.80,0.96]) and 0.915
(range [0.80,0.99]), respectively, indicating the model’s ability to generalize to new
sites.

Additionally, frames were divided based on the time of acquisition and AUCs
were calculated for each hour of the day (Table 2.7). To account for variations in
sunrise and sunset across seasons and sites, frames before 8am and after 5pm were
grouped together. The performance decreases during early morning, when roads
are often wet, and in late afternoon/evening, mostly due to challenging lighting
conditions.
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Table 2.7 Performance (AUC) for the ConvLSTM model with respect to the time of
the day.

Time range ROC-AUC
03:00 - 08:00 0.897
08:00 - 09:00 0.900
09:00 - 10:00 0.923
10:00 - 11:00 0.933
11:00 - 12:00 0.952
12:00 - 13:00 0.949
13:00 - 14:00 0.952
14:00 - 15:00 0.929
15:00 - 16:00 0.893
16:00 - 17:00 0.894
17:00 - 23:00 0.952

Fig. 2.13 An explanation generated by LIME is shown for a transition frame, as
predicted by both models. The blue areas highlight features that are indicative of the
wet class, while the red areas highlight features that are indicative of the dry class.
Please refer to the color version for best viewing.

Transition plots and explainability A comparison of the effectiveness of the top
CNN and ConvLSTM models was performed by utilizing transition plots. These plots
display how the model’s score assigned to each frame evolves during a rainy scenario,
providing insight into the model’s prediction confidence and consistency. Ground
truth values and the trigger threshold for a wet frame prediction are also displayed
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Fig. 2.14 Comparison of the transition profile for a severe event, where the ConvL-
STM model shows better detection of the two events during morning hours. The
model highlights blue areas indicating wet conditions and red areas indicating dry
conditions. For better visualization, please refer to the colored image.

Fig. 2.15 An explanation generated by LIME is shown for a transition frame, as
predicted by both models. The blue areas highlight features that are indicative of the
wet class, while the red areas highlight features that are indicative of the dry class.
Please refer to the color version for best viewing.

on the plots. Additionally, LIME [94] is employed on a selected frame (indicated by
a black line) to demonstrate how different regions impact the predictions.
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Fig. 2.13, Fig. 2.14 and Fig. 2.15 present transition plots for three extreme
weather events at sites with varying topography. Although both models detect the
event, the ConvLSTM predictions more accurately depict the underlying event. The
LIME plots demonstrate that the ConvLSTM model is better equipped to identify
which sections of the road are wet. In fact, the parts highlighted by the ConvLSTM
model were found to align more closely with the manual annotations made by
the raters. Both models consider contextual information, such as the presence of
humidity and fog between trees in Fig. 2.13. It is worth noting that the model’s
performance decreased significantly when it was trained solely on segmented road
portions (results omitted for brevity).

Discussion The results of this study indicate that the use of self-supervised semi-
supervised learning can effectively enhance the performance of road condition
estimation using partially labeled datasets, which aligns with previous findings in
weather analysis [57] and CV [70]. However, a direct comparison with other studies
is not feasible due to the absence of a public benchmark [57–59].

This study adopted a more stringent definition of "wet" road compared to previous
literature [57], with the goal of reducing false alarms and accurately identifying road
conditions that pose a risk to road safety. This definition affected both the training
and evaluation processes, as many false positives came from instances where the
road was damp but not truly "wet".

A visual inspection of the ground truth, demostrated how hand-crafted labels may
have some degree of subjectivity, even if potentially mitigated through consensus
meetings. However, accurately determining the start and end time of each event still
remains a challenge, as the transition between "dry" and "wet" is often gradual. In
future work, this uncertainty will be addressed through the use of temporal label
smoothing [95].

This study is the first to consider intra-frame correlation in both the training
and test phases, and to report performance at both the frame and event levels for
road condition estimation and weather analysis. This study proposed novel strate-
gies for self-supervised pre-training and temporally-aware data augmentation, and
the ConvLSTM model achieved better results than CNNs, as confirmed by LIME
explanations. However, the convolutional backbone was pre-trained using semi-
and self-supervised techniques on individual frames, as the training time for the
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ConvLSTM model was significantly higher and curriculum learning was found to
stabilize the LSTM training process [89]. Future work may include exploring the
impact of self-supervised pre-training on performance, possibly by extending the
self-supervised technique to handle temporal sequences, or by comparing against
other self-supervised pre-training methods like clustering-based ones [69].

It should be noted that the absolute performance of the models could be improved
by increasing the temporal and spatial resolution of the data. To test this hypothesis,
the final ConvLSTM model was fine-tuned for six additional epochs after doubling
the image size from 480× 270 to 960× 560. The overall AUC increased from
0.92 to 0.93, with some sites showing an increase in AUC (average increase of
0.046) and others showing a decrease (average decrease of 0.017), depending on the
camera-to-road distance. The models were trained on grayscale images due to the
limited availability of RGB videos, which may have affected performance, but the
conclusions of this study should not be impacted as the focus was on the relative
performance of different models using the same data.

2.4 Concluding Remarks

Incorporating causality is a fundamental challenge in ML research. In the first part of
the chapter, causal analysis was investigated as a highly effective technique to char-
acterize the properties of ML datasets. Previous works have proven its effectiveness
in the medical domain [53, 56], and here the methodology was extended to a real-life
example from an industrial research project to prove its feasibility and potential
benefits. In future works, a more in-depth evaluation of the impact of modelling
the dataset based on causal diagrams on the performance and generalization ability
of the trained models will be performed. Nonetheless, this work should encourage
practitioners adopting this systematic approach to the analysis of data collections in
other domains, as this may help to manage dataset biases and concept drift in the
training and deployment of neural networks.

Nonetheless, this chapter offers compelling encouragement for practitioners
across domains to adopt this systematic approach when analyzing data collections.
Such an approach holds promise in managing dataset biases and deftly navigating
the challenges associated with concept drift during the training and deployment of
neural networks.
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Beyond its conceptual significance, causal modeling profoundly shapes the
modeling process, particularly in scenarios involving novel feature relationships or
alterations to existing features. As new feature relationships come to the fore, causal
modeling provides a structured framework for comprehending the interplay between
these new elements and their established counterparts. Through the utilization of
causal diagrams, the nature of these features as causes, effects, or confounders in
relation to the existing ones can be discerned. This critical understanding not only
guides the seamless integration of these features into the model but also informs
strategies to effectively address their potential impacts.

Moreover, causal modeling enriches the understanding of underlying data re-
lationships, thereby enhancing the model’s robustness. When new features are
introduced or changes are implemented, evaluating the model’s resilience involves
assessing the alignment of these modifications with the causal relationships identified
within the model. By gauging the consistency between alterations and established
causal relationships, vulnerabilities can be unearthed, facilitating adjustments that
ensure the model’s performance remains coherent and aligned with anticipated
behavior.

In instances where causal features transition into hard variables—indicating
a shift from inferred relationships to directly measured quantities (e.g., when a
mediator or confounder is directly observed)—adaptations to the model’s structure
might be warranted. Causal models provide valuable insights into the consequences
of such feature transformations on the overarching causal fabric of the data. This
knowledge guides decisions surrounding the refinement of the model’s architecture,
encompassing potential structural amendments or the incorporation of supplementary
variables to effectively manage confounding factors.

It is imperative to acknowledge that while causal modeling offers substantial
advantages, it does not confer immunity against modeling challenges. Its efficacy
hinges on factors such as data quality, accuracy of presumed causal relationships, and
the intricacies of underlying mechanisms. In cases of data scarcity, causal modeling
can still yield informative glimpses into potential relationships, although outcomes
might be more susceptible to noise and uncertainties. Similarly, within data of subpar
quality, the accuracy of inferred causal relationships might be compromised.

Moreover, the complexity introduced by non-linear relationships between vari-
ables and scenarios involving a multitude of interacting variables adds an additional
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layer of challenge to causal modeling. When confronted with such intricacies, tra-
ditional causal modeling approaches might struggle to capture the intricate web
of causality accurately. These complexities can lead to misinterpretations or over-
simplifications, potentially undermining the reliability of causal insights. In these
situations, advanced techniques that can handle non-linear relationships and complex
interactions become essential to ensure the fidelity of the causal model.

Thus, while causal modeling remains a potent tool, its outputs necessitate judi-
cious interpretation and validation against real-world outcomes whenever feasible.
Embracing the complexity inherent in non-linear relationships and intricate variable
interactions is essential to unlock the full potential of causal modeling in these
challenging scenarios.

In the second part of the chapter, the complete case study - configured with causal
modeling - is reported in details, along with a newly proposed technique for road
condition assessment (in particular, the detection of wet road events in untrimmed
video sequences). While prior works in the field typically use standard CNNs
for frame-by-frame categorization, this study incorporates the temporal correlation
among successive frames by applying a ConvLSTM model. The utilized training
method integrates novel self-supervised pre-training procedures with a simple pseudo-
labelling approach to make use of a vast pool of unlabeled data.

Experimental outcomes demonstrate the superiority of the ConvLSTM model
over a standard CNN, not only in detecting more events with lower false positive rates,
but also producing predictions that are more congruent with human observation. The
temporal model appears to generalize effectively to unseen sites, and the differences
seem to stem from the inherent difficulties, such as unique lighting or weather
conditions related to a given location.

Future studies will aim to refine experimental results, for instance, by extending
the self-supervised pre-training to handle sequences instead of individual frames. Fur-
ther obstacles to be addressed include differentiating between borderline conditions
and potential labeling noise due to inter-rater variability, as well as misclassification
in the pseudo-labeling steps. To minimize the labeling expenses, more robust and
systematic SSL methods could aid in separating challenging samples from noisy
ones, and eliminate the need to adjust the extra hyperparameter ε . Improved results
could also be obtained by evaluating alternative designs for the temporal model,
including those based on 3D convolutions [96].
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Finally, although the classification problem is binary, issues related to long-tailed
distributions arise as certain weather and road conditions are intrinsically rare and
only occur in limited locations. In such cases, fine-tuning the model to specific sites
may enhance performance, although accumulating larger datasets could resolve this
challenge in the future.



Chapter 3

Interpreting DL Models

Part of the work described in this chapter was originally presented in [97, 98].

3.1 Introduction

With the ability to recognize patterns in data, DL models can learn from large
datasets and make accurate predictions. However, one of the primary challenges
with these models is their opacity. The models’ decision-making processes are
often black-boxes, making it difficult to understand how the models arrived at their
conclusions [94]. This lack of transparency creates a trust gap between the model
and its users, which is why there is a growing demand for explainability techniques
for these models.

Drawing from the most recent literature on the topic, explainability can be
defined as the ability to provide insights to a targeted audience to fulfill a need [99].
According to this definition, XAI techniques can, for instance, help researchers
and practitioners (the audience) get a better understanding of model behaviors (the
insight) to perform a validation before deployment in safety-critical applications
(the need). In other words, the field of XAI focuses on developing methods and
techniques to explain the decision-making processes of complex AI models. XAI
aims to bridge the gap between the user and the model by providing a transparent
view of the model’s decision-making process. Explainability is crucial in various
fields where decisions made by AI systems can have significant consequences, like
healthcare and finance, as it can help ensure that models are fair, transparent, and free
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from bias [100]. In the medical field, explainability can help physicians understand
why a model recommends a particular diagnosis or treatment, leading to better
patient care [101].

In the case of CV tasks and CNN models, most XAI approaches rely on saliency
and produce heatmaps [102] as a form of explanation, quantifying explanations in
the form of this image depicts a cat because of the highlighted region. Although
this approach can be useful for identifying wrong correlations, a reasonably placed
heatmap is not enough for a human user to fully trust the algorithmic decision, nor
for a developer to sufficiently debug a model to assess its learning progress. These
approaches provide context-less label-level heatmaps, which pair deep models with
shallow explanations. In contrast, when asked to justify an image classification task,
humans typically produce part-based explanations, e.g. this image depicts a cat
because of the pointy ears up there and a tail there, etc.

Given the need for an open-source easy-to-use GUI-based collection of XAI
techniques, in the first part of the chapter a novel GUI is presented, which pro-
vides an intuitive toolset of XAI state-of-the-art methods for CNNs from literature.
Accordingly, it is demonstrated how the GUI allows users to efficiently visualize
the decision-making process of CNNs and explore how changes in the input data
affect the model’s output. Dwelling on the need for a richer XAI technique, a
novel methodology is additionally proposed to explain CNNs predictions in terms of
meronym-holonyms. Meronym-holonyms are linguistic concepts that describe the
part-whole relationships between objects. The methodology uses these relationships
to explain the decision-making process of CNNs. As such, in the second part of the
chapter, a detailed explanation of the methodology, its implementation, and valida-
tion is provided. It is demonstrated how the methodology can be used to provide
meaningful explanations of CNN predictions in various domains.

The rest of this chapter is organized as follows. In Section 3.2, the study that
led to the design of a GUI-based collection of XAI techniques is described. In
Section 3.3, a semantically-rich novel XAI methodology is described. Finally, in
Section 3.4, conclusions are reported on both the studies along with future directions
for their respective future directions.
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3.2 iNNvestigate-GUI: a Scalable GUI for XAI Tech-
niques

Researchers and, more in general, DL practitioners, require vital insights into the
models they have trained. For example, vital insights may be needed to debug models
that do not converge or perform poorly on target labels, or to identify samples that the
model cannot correctly classify for the specified task. Visual interpretation techniques
are particularly effective, particularly for DNNs that target image interpretation [103].
However, there is a lack of tools that can easily integrate such techniques into the
development cycle. One of the most comprehensive GUIs available for this purpose
is Activis [104], but it is not publicly available.

Arguably similar open-source and publicly available interfaces are essential
to support the integration of XAI techniques in the development of DL models.
In this section, iNNvestigate-GUI1 is introduced as an open-source, user-friendly,
visual analytics tool for DNNs, specifically designed for CV. It is based on the
open-source iNNvestigate library [105], which provides a reference implementation
of several visualization algorithms. The goal is to provide a GUI that simplifies
model interpretation by providing easy, code-free access to a comprehensive set of
visualization methods.

Creating such software has its challenges. First and foremost, visual comparison
of multiple DNNs will be computationally expensive. Since the target users are
diverse, with varying levels of ML knowledge and needs, visual interpretability
is crucial. The tool must be easily integrated into the research and development
workflow. Finally, as a critical step towards XAI, when comparing DNNs, the
rationale behind the outputs must be considered, in addition to the final performance.

3.2.1 Related Work

In this section, the current state-of-the-art GUI-based tools and libraries for per-
forming visual analysis in DL applications will be discussed. Previous research has
classified the available tools based on their license, availability, and target audience,
as shown in Table 3.1. Open-source tools for advanced users. The majority of

1code is available at https://gitlab.com/grains2/innvestigate-gui/

https://gitlab.com/grains2/innvestigate-gui/
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visual analytic tools in the literature fall into this category and include most of
the popular applications used in DL. For instance, the TensorFlow Graph Visual-
izer [106], which is part of a widely adopted TensorFlow framework, is a well-known
tool that allows a neural network to be visualized as a directed graph and important
information, such as hyperparameters, to be embedded in a single scalable view.
The Embedding Projector [107], another visualization tool developed by Google
and included in the TensorFlow framework, enables the plotting of tensors in space
through different dimensionality reduction techniques. A dynamic real-time visual
system to monitor the 2D representation of the filters learned by different layers
and an interactive approach to steer the model configuration during the training
process were proposed by Chung et al. [108]. The Deep Visualization Toolbox [109]
provides a matrix-like grid-view representation of the activations of the neurons in a
given layer for a specific input image or video. Summit [110], a tool developed to let
practitioners and experts visualize neuron activations, adopts a similar approach, thus
enhancing the interpretability of the models. Several visualization tools targeting
neural networks focus on the training and optimization phase. For instance, during
the training phase, DeepEyes [111] supports the interpretation of the features learned
by a CNN model. As shown in Table 3.1, most of these tools allow visualization of
gradients and activations and are more suited for effectively monitoring the training
process than for XAI.

Other recent visualization tools, such as LSTMvis [112] and GANviz [113], are
focused on specific types of networks, such as LSTMs or Generative Adversarial
Networks (GANs). On the other hand, in this work, a more general-purpose tool is
aimed to be developed.

Proprietary tools for advanced users. ActiVis [104] is an example of a pro-
prietary web application developed by Facebook that provides a comprehensive
alternative to the TensorFlow Graph Visualizer. It enables the visualization of a
neural network through a node-graph representation and allows behavioral analysis
at different levels, from a subset of samples to a single instance and down to the
activation of a single neuron. However, it is only available for internal researchers
and practitioners, as it is deployed on FBLearner Flow, Facebook’s ML platform.
In [114], Shixia Liu et al. proposed a tool named CNNVis, which allows the visu-
alization of a clustered representation of the features learned by neurons and the
connections between neurons at different layers, with a minimal representation aimed
at reducing the visual clutter caused by a high number of links between nodes. How-
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ever, this tool has no public implementation, and only an online demo is currently
available.

Visualization tools for Neural Network Education. Some visualization tools
are specifically designed to aid in educating students on how neural networks func-
tion, and to serve educational purposes. For example, TensorFlow Playground is an
online application that allows interactive manipulation of a simple neural network
model, including its architecture, hyper-parameters, and data points. Through this
tool, a better understanding can be gained on the impact of changes made on the
decision boundaries learned by the network. However, these types of tools may
not be sufficient for visualizing more complex networks and datasets commonly
encountered in real-world projects, even for inexperienced researchers. [115, 116].

Table 3.1 Summary of the main DL visualization tools and comparison with the
proposed tool.

TF Graph Embedding
Visualizer Projector ActiVis DeepVis CNNVis ReVACNN DeepEyes Summit iNNvestigate-GUI

Visualization
Node-Link Graph ✓ ✓
Embeddings ✓ ✓ ✓ ✓ ✓
Activations ✓ ✓ ✓ ✓ ✓ ✓ ✓
Gradients ✓ ✓ ✓ ✓
Hyperparameters ✓ ✓ ✓
Attributions ✓ ✓
Training History ✓

Framework
TensorFlow ✓ ✓ ✓
Keras ✓ ✓ ✓
FBlearner Flow ✓
ConvNetJS ✓
Caffe ✓ ✓

User Interface
GUI (web-app) ✓ ✓ ✓ ✓ ✓ ✓
GUI ✓ ✓
Command Line

Availability
Open Source ✓ ✓ ✓ ✓ ✓ ✓ ✓
Proprietary ✓

Visualization Algorithm Collections The lack of interpretability of DNNs has
led to the development of various visualization algorithms, providing insights into
the behavior of neural networks [103]. These algorithms allow for the visualization
of learned features, neuron activations, and gradients flowing through the layers.
Perturbation-based techniques are also used to observe the effect of changes in the
input on the model’s output. These techniques employ visual paradigms ranging
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Table 3.2 Summary of the available libraries of visualization algorithms.

Keras Explain DeepExplain iNNvestigate
Visualization Technique
Gradient/Saliency maps ✓ ✓ ✓
SmoothGrad ✓
DeconvNet ✓
Guided Backpropagation ✓ ✓
PatternNet
Grad-CAM ✓
Guided Grad-CAM ✓ ✓
Input * Gradient ✓ ✓
LRP ✓ ✓ ✓
Integrated Gradients ✓ ✓ ✓
DeepTaylor ✓
DeepLIFT ✓ ✓
Pattern Attribution
Prediction Difference ✓
Grey-box Occlusion ✓ ✓
LIME ✓
Shapley Value Sampling ✓

from pixel display grids to heatmaps. With the growing interest in XAI, many
visualization techniques have been proposed, and a variety of surveys have been
published [103, 117].

However, the lack of reference implementations limits the practicality of these
techniques [105]. To address this issue, several libraries have been developed, in-
cluding Keras Explain [118], DeepExplain [119], and iNNvestigate [105]. As shown
in Table 3.2, these libraries offer a wide range of visualization techniques, includ-
ing gradient-based methods such as DeepLIFT [120], model-independent methods
such as LIME [94], and perturbation-based techniques. However, integrating these
libraries into the model development process can be complex, and GUIs may help
address some of the challenges, as discussed in Section 3.2.2.

3.2.2 Design Challenges

To design an XAI visual paradigm that meets the needs of both expert and non-
expert users, several critical design challenges need to be addressed. A set of design
challenges (C1-C5) have been identified through joint design sessions involving
researchers and practitioners with different levels of expertise. These design chal-
lenges are focused on open-source solutions and take into account the analysis of
existing tools, which is discussed in Section 3.2.1.
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C1. Limited computation time for visualization. Generating visualizations for
DNNs is computationally intensive, especially when working with images.
Given the need to limit computation time to enhance user acceptability, a
variety of computing setups should be provided to allow access to the proposed
visualization techniques.

C2. User diversity. Designing a tool that is easy to use and accommodates both
expert and non-expert users is challenging. The tool should follow a clear and
simple workflow structure with different views that are self-explanatory. The
visualizations designed should provide clarity and produce useful insights in
non-trivial projects.

C3. Analysis on instance and dataset levels. Several XAI techniques explain pre-
dictions on a specific instance, but DNNs are trained and tested on large datasets,
making it impractical to manually analyze the entire dataset. A suggestion
system is required to identify data instances that are worth inspection.

C4. Easy integration in R&D. The lack of a readily available implementation and
the need to design specific code for XAI techniques often hinder their practical
adoption. A graphical tool should produce expected results significantly faster
than coding from scratch and generate the required visualization through a
limited number of clicks.

C5. Model complexity and variety. XAI tools should be able to evaluate multiple
models that have different architectures, and not just focus on model perfor-
mance but also take into account the quality of the prediction and the presence
of systematic biases. [102]

Addressing these design challenges will be critical in the development of an
effective XAI tool that can provide interpretable and actionable insights to a broad
range of users.

3.2.3 iNNvestigate-GUI

This section provides a comprehensive overview of the functionalities available in
the iNNvestigate-GUI visualization tool. It begins by describing the primary design
objectives (G1 - G4) and the rationale behind them. It then outlines the methods
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used to achieve these goals, including a simple workflow for visualizing DNNs and
an effective method for identifying poorly classified and borderline data instances
within a large dataset.

Design Objectives The iNNvestigate-GUI visualization tool aims to fulfill the
following design objectives:

G1. Provide a code-free tool that enables efficient interpretation of models
by researchers and practitioners. Current visualization libraries attempt to
establish a universal reference implementation for models’ explainability and in-
terpretability [105]. However, using them requires working with an Application
Programming Interface (API), which entails studying the documentation and
writing custom code. A visual analytics tool offers a convenient, ready-to-use
GUI that can support multiple visualization methods. It needs to enable in-depth
examinations at various levels, from the entire model to individual layers and
units.

G2. Enable graphical comparison of models quickly. During DL projects, numer-
ous models are trained and evaluated with different architectures, hyperparame-
ters, and configurations. Given that no consensus exists on which visualization
techniques are the most effective [105], the visualization tool must provide an
intuitive interface to compare various XAI techniques across multiple models.

G3. Allow navigation of extensive datasets and identification of misclassified
and borderline instances. DL models are typically trained and validated on
extensive datasets, whereas most visualization methods (excluding embeddings)
operate on the instance level. Selecting relevant input instances for analysis is
difficult. Random sampling can be time-consuming and may overlook errors.
The proposed tool should provide an intuitive and efficient way to select samples
for further analysis, such as instances that DNNs cannot classify correctly. This
method could save the time required to conduct ad hoc analysis of the samples
and highlight critical instances that may be overlooked, thus increasing the tool’s
ability to provide insights into the model’s behavior.

G4. Implement a web-based solution to handle computationally demanding
tasks. While visualization is less computationally intensive than training, some
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visualization techniques require a dedicated training phase, and a large number
of samples may need processing. To support users with varying computational
resources and memory, disk space, and computational power requirements, the
tool was developed as a web application. This approach allows computationally
demanding tasks to be offloaded to a back-end, which may be equipped with
GPUs, while providing users with a lightweight front-end that can be accessed
from any location via a web browser. This framework is already employed by
several popular tools (e.g., TensorBoard, Embedding Projector), accommodating
both users with high-end workstations and those leveraging cloud computing
services (e.g., Amazon Web Services).

In the following paragraphs, the methods used to achieve these design objectives
will be described, including a workflow for easy visualization of DNNs and a method
for navigating large datasets to select critical samples.

Explaining Custom Models Through Visualization Methods Following the
analysis performed in Section 3.2.1, iNNvestigate [105] was chosen as the refer-
ence implementation for visualizations. However, the iNNvestigate package was
extended to include Grad-CAM and Guided Grad-CAM [102] methods that are par-
ticularly suitable for novice and non-expert users due to their intuitive visualizations.
Additionally, the ability to visualize the output activations of a specific neuron is
provided.

The iNNvestigate-GUI workflow starts by uploading the dataset and pre-trained
model(s) for analysis. Options are provided to analyze both user-trained models and
the ImageNet-trained models available in the Keras library. To improve usability, all
the visualization options and parameters are available as scroll-down lists. A single
layer or neuron for activation visualization can also be specified by the user.

Once the configuration phase is complete, the chosen visualizations are generated
and displayed to analyze the behavior of the DNNs. The visualization panel is
divided into multiple boxes, one for each model loaded in the configuration phase.
The visualization method is applied to the output of the selected layer (default being
the last convolutional layer) or neuron for each data instance. An interactive panel
allows the user to inspect the produced visualizations in a synchronized manner,
enabling quick and intuitive comparisons between the behavior of multiple networks.
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Fig. 3.1 Comparison of different model predictions for one of the images included in
T1. The two models exploit different visual features to make the classification. The
overlapping heatmaps have been produced using the Grad-CAM technique.

Additionally, the top predictions and their scores for each data sample and DNN are
displayed next to the visualization output, as shown in Fig. 3.1.

Suggesting Useful Data Samples for Analysis The iNNvestigate GUI enables
users to easily identify relevant data samples for analysis, leveraging the Suggestion
panel (see Fig. 3.2). The approach assumes that it is beneficial to examine predictions
across a range of data instances with diverse properties. For example, erroneous
classifications offer insight into potential sources of error. To this end, the Suggestion
panel categorizes available samples and enables the selection of a mix of samples
with varying properties for inspection. Two operational modes are identified based
on (i) whether one or multiple models are compared and (ii) whether ground truth
labels are available.

In the Multiple Model scenario, the Suggestion panel displays a scatter plot of
input samples according to the agreement and confidence levels of different models,
as depicted in Fig. 3.2. The mean prediction score across all models is plotted on the
x-axis, while the number of predicted classes is shown on the y-axis. By hovering



58 Interpreting DL Models

Fig. 3.2 Suggestion panel of iNNvestigate-GUI. A scatter plot represents the input
dataset processed by multiple neural networks and guides the user towards selecting
meaningful samples for further analysis. The average prediction score (x axis) is
plotted against the number of different classes (y axis) predicted by the models.
This visualization allows to identify data samples with high/low agreement among
different models, as well as those predicted with high/low confidence.

the cursor over a data point, it is possible to preview examples visually. The scatter
plot enables the distinction of different types of data instances.

Samples located in the bottom-right corner correspond to images classified in the
same category by all evaluated models, with high prediction scores. These instances
belong to a class that is predicted with high confidence across all models, and are
likely to be correctly classified. However, it may still be worthwhile to inspect them,
as this can help identify systematic biases in the dataset.

Data samples located in the upper-left corner of the scatter plot (low agree-
ment/low confidence) likely represent borderline cases, or instances that are correctly
classified by only a subset of the DNNs. Conversely, data samples located in the
upper-right corner are predicted to belong to different categories (low agreement),
but with high prediction scores. Such samples may include out-of-distribution data
on which DNNs may misbehave, data samples that can easily fool one or more of
the models (including adversarial data samples), or data samples that are correctly
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classified only by a selection of the models. In this manner, users can concentrate on
analyzing the upper-left and upper-right quadrants.

In the Single Model scenario, the Suggestion panel displays a simpler histogram
plot. Users can opt to visualize the distribution of activations for a predefined layer,
for instance, to select images that mostly excite a specific layer. Alternatively, for
labeled data, users can plot the distribution of the difference between the prediction
and the correct label (typically 1.0 for classification models) to identify data samples
that are correctly or incorrectly classified.

3.2.4 Usability Results

To assess the usability of the tool, a group of 9 individuals with prior knowledge
in DL were given two tasks to complete at Politecnico di Torino. The tasks were
accompanied by a set of questions to guide the users, and after completion of the
tasks, a questionnaire following the SUS (System Usability Scale) approach was
provided to the users.

The two tasks given to the individuals are as follows:

T1. Compare the visual features used by different models to predict a subset
of input images. This task was designed to emulate the comparison of various
trained models. A subset of 100 images from the ImageNet ILSVRC2012
dataset was selected for this task.

T2. Evaluate whether multiple models correctly use visual features to classify
a subset of inputs belonging to the same class. This task was designed to
emulate the search for visual biases. For instance, a network may learn to predict
an object based on co-occurring background features. For this task, a subset
of 15 images from the golden_retriever class was randomly selected from the
ImageNet ILSVRC2012 dataset.

The individuals were asked to compare three popular Keras models (VGG16,
ResNet50, and Xception) with varying levels of complexity. To reduce the time
required to complete the task, only a limited set of visualization algorithms were
made available, including Gradient/Saliency, Guided Backpropagation, Grad-CAM,
and LRP-z.
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Task T1 was completed successfully by all participants, who were able to use
the Suggestion panel to identify image agreement/disagreement and prediction
confidence. The right-lower quadrant (high agreement/high confidence) and left-top
quadrant (low agreement/low confidence) were the areas of focus for the users, with
Grad-CAM being the preferred interpretation method for 66.7% and 55.6% of the
users respectively (6 out of 9 and 5 out of 9).

For task T2, correctly classified samples by all models and samples with incon-
sistent behavior had to be identified by the users. The histogram chart was the main
tool for 77.8% (7/9) of the participants to identify both, while 22.2% (2/9) also relied
on the scatter plot. Guided Backpropagation was the most intuitive algorithm for
analyzing visual features of correctly classified images by most models (55.6% of
the votes, i.e. 5/9). Grad-CAM was again the most popular choice for analyzing
incorrectly classified images (66.7% of users, i.e. 6/9).

In task T2, the visual explanations were rated by the users on a scale from 1
(completely agreeing) to 5 (completely disagreeing). For VGG16 and ResNet50
models, 55.6% (5/9) of the participants were completely satisfied with the visual
explanations (meaning they found the proposed attributions appropriate for the label),
whereas only 44.4% (4/9) were satisfied with the Xception network.

According to the SUS, the mean usability score was 73.34%, which is above
average (any value above 68% is considered above average). Additionally, 77.8%
(7/9) of the participants declared that the tasks could not have been completed without
iNNvestigate-GUI, while only 22.2% (2/9) stated that the same tasks could be solved
by writing ad hoc code.

3.3 HOLMES: Exaplaining CNNs Through HOLonym-
MEronym Relationships

There is evidence that CNNs can learn human-interpretable concepts that are use-
ful for detecting classes for which labels are provided, even though they are not
explicitly labelled in the training set. For example, scene classification networks
can learn to detect objects present in scenes, and individual units may even emerge
as objects or texture detectors [121]. However, CNNs may take shortcuts, relying
on contextual or unwanted features for their final classification [44]. Other studies
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Fig. 3.3 Visual comparison of the predictions made by the three models in T1. The
overlapping heatmap has been produced by the Grad-CAM algorithm. This is image
was selected by the majority of the participants from the Suggestion view as an
example of high confidence and high agreement classification. All the models are
focusing on similar visual features to classify the frame. Best seen in RGB; consider
brighter areas of the frames in case of gray scale visualization.

have found that CNNs are over-reliant on texture rather than shape for their final
classification [122]. This chapter investigates how post-hoc explanations can be
linked to underlying, human-interpretable concepts implicitly learned by a network
with minimal annotation and supervision.

Therefore, the research question is as follows: can a given label be broke down
into a set of related concepts and a component-level explanation be provided for a
DL model for image classification?

The HOLonym-MEronym based Semantic inspection technique (HOLMES)
dissects labels into a group of interconnected concepts and provides detailed ex-
planations at the component-level for image classification models. Specifically,
HOLMES uses ontologies, web scraping, and transfer learning to automatically
generate part-based detectors for a given class. It then generates meronym-level
heatmaps and highlights the significance of each part on the classification output
by probing the holonym CNN with occluded images. Compared to state-of-the-art
saliency methods, HOLMES goes a step further and provides information about
both what and where the holonym CNN is focusing on. It accomplishes this without
relying on extensively annotated datasets and without requiring concepts to be linked
to single computational units.
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3.3.1 Related Work

Feature Extraction and Transfer Learning In recent years, Deep CNNs have
become the go-to models for CV applications [123]. These networks consist of
multiple convolutional layers that extract features, followed by dense layers used
for classification. However, the large number of parameters in these models makes
training from scratch computationally intensive and data-hungry [124]. To address
this challenge, transfer learning has emerged as a popular technique [125], in which
a pre-trained model for a particular task is reused as the starting point for a new
model. For CV tasks, this often involves selecting a CNN that was pre-trained on the
widely-used Imagenet dataset [85], and then fine-tuning the last dense layers on the
new task. The underlying intuition is that the convolutional layers of the pre-trained
model have already learned a hierarchical representation of features that is useful for
other tasks [125].

Interpretable and Explainable ML The field of XAI aims to make modern
ML models more interpretable to humans. There are two main paradigms in XAI:
interpretability and post-hoc explainability [126, 127]. Interpretable models are
designed and trained to be transparent to some extent, meaning that they provide
understandable information about their inner workings without the need for additional
algorithms. In contrast, post-hoc explainability is performed after the model has been
trained and possibly deployed. External algorithms are applied to the trained model
to extract human-understandable information about the decision-making process.

Explainability methods can be categorized based on two binary attributes: lo-
cal/global and model-agnostic/aware. Local methods provide explanations for indi-
vidual data points, while global methods aim to explain the behavior of the model as
a whole. Model-agnostic methods can explain any black-box model, regardless of
its architecture, whereas model-aware methods require access to internal details of
specific types of models. For example, model-aware methods may use gradients to
explain the decision-making process of a particular model [126, 127].

XAI for CV Two of the most widely recognized XAI techniques are LIME [94]
and SHAP [128], which are both local and model-agnostic. However, for the task of
CV, most approaches are model-aware and based on saliency. In explaining image
classification models, saliency techniques calculate relevance scores at the pixel level
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for the model’s final output. These scores can be visualized as heat-maps overlaid on
classified images for human inspection.

One model-aware, local, post-hoc XAI approach for CV is Grad-CAM [102].
Grad-CAM uses the gradient information flowing into the last convolutional layer of
the CNN to assign importance values to each neuron for a specific decision of interest,
such as a target concept like dog. For a given input image and class, Grad-CAM
calculates the gradient of the soft scores for that class with respect to the feature map
activations of the last convolutional layer. A global heatmap is then computed as a
weighted sum of the feature maps, where each map is weighted by an alpha value
obtained by global average-pooling the corresponding gradients. ReLU is applied to
emphasize only the features that have a positive influence on the class of interest.

While saliency maps methods such as Grad-CAM ask where a network looks
when making a decision, the network dissection approach goes further and asks what
a network is looking for. In [121], the authors discovered that a trained network
contains units that correspond to high-level visual concepts that were not explicitly
labeled in the training data. For instance, when trained to classify or generate
natural scene images, both types of networks learn individual units that match the
visual concept of a tree, even though the network was never taught the tree concept
during training. The authors explored this phenomenon by first identifying which
individual components strongly correlate with given concepts (taken from a labeled
segmentation dataset), and then turning off each component to measure its impact on
the overall classification task. The approach described in this chapter differs from the
network dissection literature in several ways: (i) it allows for sparse representations
of concepts, capturing concepts without forcing them to be represented by a single
computational unit; (ii) it does not need additional, domain-specific ground truth
sources and does rely instead on web scraping and general-purpose ontologies;
and (iii) it focuses on the part-of relationships of labels in the more general image
classification task, rather than the specific scene recognition task.

Ontologies and Image Recognition Ontologies and structured representation
of knowledge, in general, are often disregarded in most DL for image processing
papers [123]. Nonetheless, notable exceptions exist where efforts have been made to
combine sub-symbolic ML models with ontologies.
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In [129], the authors take advantage of the fact that ImageNet labels are WordNet
nodes to introduce quantitative and ontology-based techniques and metrics to enrich
and compare different explanations and XAI algorithms. For example, the concept
of semantic distance between actual and predicted labels for an image classification
task allows differentiation between a labrador VS husky misclassification as milder
with respect to a labrador VS airplane case.

In [130], the authors present a hybrid learning system designed to learn both
symbolic and deep representations, along with an explainability metric to assess the
alignment level of machine and human expert explanations. The ultimate objective
is to combine DL representations with expert domain knowledge during the learning
process to provide a sound basis for explainability.

TREPAN [131] is a global approach for XAI that can generate decision trees
from a trained neural network. The authors propose to use an ontology to map the
feature space, using the ontological depth of features as a heuristic to guide the
construction of the decision tree. This approach prefers to split over more general
concepts, ensuring that the decision tree is more aligned with the ontology.

3.3.2 Methodology

HOLMES, a novel approach for explaining CNN image classification, leverages
holonyms and meronyms to provide a model-dependent semantic inspection. HOLMES
retrieves the parts of the image based on its predicted class and explains the classifi-
cation outcome in terms of these parts. The proposed method is specifically designed
for CNNs and takes the predicted image class as input.

Problem Formulation Consider the image classifier H as a function H : x ∈
Rh×w×ch 7→ c ∈ C , where x represents an image with dimensions h×w× ch, and C

is the set of image classes. Let f H
F denote a feature extractor that maps x to a feature

vector f, and f H
C be a feedforward classifier that maps f to c. Given a holonym-

meronym relationship mapping HolMe : c ∈ C 7→ p1, ..., pn, where Pc = p1, ..., pn

denotes the meronyms of class c, a novel method to explain the image classification in
terms of its parts is proposed. HOLMES outputs a function ξ : x 7→ (x(pi),si), pi ∈ Pc,
where x(pi) is a saliency map that highlights the meronym pi in the original image x,
and si is an explanation score associated to x(pi).
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Fig. 3.4 HOLMES pipeline. Given an input image of class c, its parts (meronyms)
are extracted from a Knowledge Base (KB) (a). Images depicting each part are either
extracted from a densely annotated dataset or collected through Web scraping (b),
and then used to train a meronym model by exploiting, through transfer learning,
the implicit knowledge embedded in the original holonym model (c). The meronym
model then produces part-based explanations, highlighting the most relevant parts
for the class prediction (d).

To achieve this, HOLMES trains a new meronym classifier M c : x 7→ pi ∈ Pc,
which is a combination of the same feature extractor f H

F and a new feedforward
classifier f M

Pc
that maps f to pi ∈ Pc. The meronym classifier identifies the presence

of the parts pi in the input image x, and generates saliency maps for each part. A
mask is created on x for each saliency map x(pi), which is then classified by H . The
drop in the classifier confidence for class c is used to determine the importance of
the selected parts.

The proposed HOLMES framework involves four main steps in the pipeline
(Fig 3.4):

1. Meronyms Extraction: given an image x and its predicted class c, the object
parts Pc are extracted.

2. Meronyms Image Data Collection: a dataset for each part in Pc is created.
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3. Meronyms model Training: auxiliary meronyms models M c are trained to
recognize the parts Pc using knowledge from the original CNN H .

4. Explanations: part-based explanations are produced, highlighting the most
relevant parts for the class prediction.

Holonym-Meronym Relationship Extraction The first step in the process of
extracting meronyms is to create a mapping of holonym-meronym relationships.
This mapping, denoted as HolMe : c ∈ C 7→ Pc, involves retrieving visible parts Pc

associated with a holonym concept c.

To extract meronyms, an external KB that includes part-of relationships is used.
The KB contains class concepts, such as animals, and their respective lists of parts,
like legs and head, along with information on their visibility. To obtain the parts of a
holonym concept, a selected KB is queried for the desired holonym concept and its
associated visible meronyms are retrieved.

If a concept is not present in the chosen reference KB, it is mapped to the corre-
sponding WordNet[132] ontology concept. The hypernym/hyponym relationship is
then utilized by climbing the WordNet semantic hierarchy up to the first hypernym,
such as a broader class like birds for seagulls, that occurs in the reference KB. The
associated parts of the hypernym, which are more generic, are assigned to the initial
holonym concept.

After the meronyms are extracted, they are divided into two categories: hyper-
meronyms and hypo-meronyms. Given a list of meronyms P = p1, p2, . . . , pn, hypo-
meronyms are parts that are entirely within the visual space of any other part in P.
The other parts, whose visual space is not wholly contained in any other part in P,
are hyper-meronyms.

For example, for the holonym concept cat, the hyper-meronyms are head, legs,
feet, and tail, since none of them is visually contained in any other part. Hypo-
meronyms, such as mouth and whiskers, can only be contained in hyper-meronyms.

Only the hyper-meronyms are retained in the final list of meronyms, while
the hypo-meronyms are discarded. Therefore, the final list of parts is defined as
Pc = p1, p2, . . . , pn.
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Meronyms Image Dataset Generation After obtaining the part set Pc for the tar-
get class c, the following step is to create an image dataset Xc = (x0,y0), ...,(xn,yn),
where x0, ...,xn are images corresponding to parts y0, ...,yn ∈ Pc. To generate such
dataset, HOLMES can either use a pre-existing labelled dataset or build one incre-
mentally by scraping web images for each meronym. In the latter case, HOLMES
searches different web search engines for each part by appending the corresponding
holonym (e.g. sorrel fur, sorrel head, etc.) and downloads the associated images.

However, search engine results are not always reliable (as discussed in Sec-
tion 3.3.3). Some obtained images could still be unrelated to the desired part concept.
Moreover, duplicates may exist in the scraped parts’ datasets. To address these issues,
HOLMES integrates two additional sub-steps:

• deduplication: using the pHash[133] hash-based deduplication method, du-
plicates are identified and removed from each meronym dataset.

• outlier removal: to identify outliers in the meronym datasets, meronyms
images are converted to feature vectors (e.g. using the output of the feature
extractor or the activations of one of the feedforward layers of the classifier).
The feature vectors are then used to detect outliers. The identified outliers are
removed from the meronym dataset.

Meronyms model Training The core of the HOLMES method lies in the training
phase. In this step, the visual understanding of concept parts is acquired to use them
as explanations later on. An auxiliary CNN model M c is trained and evaluated on
the collected dataset of meronyms Xc. The training and evaluation are conducted on
disjoint sets.

To clarify, the objective of HOLMES is to explain the output of the target
holonym CNN H (x) = ŷ, where x is an image of the holonym class c and ŷ is its
predicted class. It is worth noting that the CNN can be represented as a combination
of two functions, i.e., H (x) = f H

C ( f H
F (x)), where f H

F (·) is a feature extractor, and
f H
C (·) is a feedforward classifier.

Research has already shown that the last convolutional layers of a CNN tend
to represent objects and their parts [134, 121]. HOLMES leverages this fact to
train the model to identify the parts. Specifically, the meronym model is defined
as M c(x) = f M

Pc
( f H

F (x)), where the feature extraction f H
F (·) is shared between
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the holonym H and meronym M c models. However, a new feedforward classifier
f M
Pc

(·) is trained for each class c and part list Pc.

The idea is to teach the parts concepts using the same features learned by the
original reference CNN model H . Thus, HOLMES relies on transfer learning [125]
for learning the objects’ parts. Assuming that the characteristic parts of an object
and their associated features are helpful in classifying the entire object, the same
units that activate in the presence of a part will activate in the presence of the object.
For instance, if a unit activates in the presence of a wheel, it is likely to activate in
the presence of a wheeled vehicle such as a car. Therefore, training the meronym
model M while keeping the feature extractor f H

F intact will help determine if the
knowledge of the parts was already present and embedded in the original model
H . The feature maps obtained in the presence of individual parts will be useful in
creating a visual explanation for the (holonym) predictions of the original model.

To evaluate the performance of the meronym model, a held-out test set is used
to calculate the per-part calibrated F1-score [135]. This score determines how well
each part was learned and distinguished from the others. The F1-score is calibrated
to be made invariant to the class prior, so that the performance of models trained on
different numbers of meronyms can be compared.

Explanations After completing the previous stage, a CNN model for meronyms,
denoted by M c, is trained. Given an input holonym image represented as x, this
model generates a set of prediction scores Yp = yp1, . . . ,ypn , where n is the number
of parts the model was trained on, and yp1, . . . ,ypn are the scores assigned to each
of the different parts. Consequently, when an input image of a holonym, such as an
image of a car, is passed to the network, a score is produced for each of its parts,
such as the wheels and the bumper. These scores reflect the degree to which each
part is present in the input holonym image. By leveraging the ability of the network
to recognize the part concepts in an input holonym image, it is possible to identify
the specific region of the input image where each part is located.

In particular, the visualization of each part in the holonym image is generated
by using the state-of-the-art saliency method Grad-CAM [102]. After generating a
saliency map x(pi) for each part recognized by the network, each saliency map x(pi) is
converted to a binary segmentation mask m(pi) ≡ (x(pi) ≥ T (pi)), where T (pi) is set to
the qth percentile of the corresponding saliency map pixel distribution. Subsequently,
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the same input holonym image is fed into the original CNN model and an assessment
is made on the importance of each part for the original network prediction by ablating
one part at a time based on the meronyms masks m(pi). By observing the percentage
drop in the original predicted holonym class label, it is possible to determine the
degree to which the removed meronym was important for predicting that class label.
A more consistent drop implies a greater visual presence of the part in the image and,
therefore, greater significance for the original model.

At this point, the input image x is linked to a set of saliency maps x(pi) for
each part pi ∈ Pc, and each saliency map is associated with a score drop si ∈ S =

s1,s2, ...,sn.

Additionally, the per-part calibrated F1-score, which measures the accuracy of
the part identification, is used to assess the reliability of the part identification. The
most promising hypothesis is that a meronyms model that had difficulty learning and
distinguishing a part would have obtained a low F1-score for that part. Consequently,
the parts whose holonym score drop si exceeds a threshold Ts and whose meronyms
model has an F1-score above a threshold TF1 are provided as part-based explanations
for the original model prediction, as this would imply that those parts are correctly
detected by the meronyms model and considered relevant for the classification of the
holonym.

3.3.3 Experimental Settings

HOLMES provides part-based explanations for any classification model that consists
of a feature extractor and a feed forward classifier. To demonstrate the effectiveness
of HOLMES, it was applied to explain the outputs of a pre-trained VGG16 [124]
image classifier on the ImageNet [85] dataset. In this section, two experimental
settings are presented where HOLMES was applied to explain the predictions of the
VGG16 model.

For the first experiment, the chose dataset was PASCAL-Part, which provides
annotated bounding boxes for objects and their parts, to generate explanations
and evaluate their validity. In the second experiment, a part-based mapping was
created for several classes in the ImageNet dataset, a dataset for training meronyms
models was constructed through web scraping, and part-based explanations were
generated using HOLMES. The quality of the explanations was evaluated using
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insertion, deletion, and preservation curves. Examples of the part-based explanations
generated using HOLMES for both experiments are shown in Fig. 3.5.

(a) PASCAL-Part

Sorrel headfeet
feet F1-score: 0.8

sorrel drop: -0.00%

fur
fur F1-score: 0.92

sorrel drop: -0.00%

head
head F1-score: 0.83

sorrel drop: -77.35%

hooves
hooves F1-score: 0.84

sorrel drop: -0.00%

legs
legs F1-score: 0.74
sorrel drop: -0.00%

tail
tail F1-score: 0.95

sorrel drop: -0.00%

(b) ImageNet

Fig. 3.5 HOLMES Explanation example for the horse class – PASCAL-Part (a)
and sorrel class – ImageNet (b). For each part, the corresponding ablation mask
(grey), the per-part calibrated F1-score and the holonym score drop are shown. For
PASCAL-Part, the ablation masks are compared against the ground truth bounding
boxes (green). The final heatmap(s) show the part-based explanations. Two and one
part are included in the explanations for examples (a) and (b), respectively, as they
exceed both the holonym score drop threshold Ts (0.1) and the calibrated F1-score
threshold TF1 (0.7).

PASCAL-Part dataset The PASCAL-Part dataset [136] includes bounding box
annotations for objects and their parts, which can be used to create holonym-
meronym relationship mappings (HolMe). For the experiments, a set of 50 images
per holonym and their corresponding cropped meronym images were held out to eval-
uate HOLMES’s explainability and part localization performance. The remaining
images were used to train the meronym models M c.

Meronyms Extraction: The Pascal VOC 2010 dataset includes 20 classes, which
were divided into four macro-classes: (1) people, (2) animals (birds, cats, cows, dogs,
horses, sheep), (3) vehicles (aeroplanes, bicycles, boats, buses, cars, motorbikes,
trains), and (4) indoor objects (bottles, chairs, dining tables, potted plants, sofas,
TV monitors). Two classes (people and potted plants) were excluded because they
have no corresponding class in the ImageNet 1000 classes. Additionally, five classes
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without part-based annotations were excluded (boats, chairs, dining tables, sofas,
and TV monitors).

The meronyms Pc for each of the remaining 13 classes were extracted from the
PASCAL-Part parts list. Hyper-meronym selection was performed for the six animal
classes, as in [137]. For the remaining classes, hyper-meronyms were selected by
majority voting. The final HolMe mapping is as follows:

• Pbird = Pcat = Pdog = Phorse =head, torso, leg, tail

• Pcow = head, torso, leg, horn

• Psheep = head, torso, leg

• Paeroplane = stern, wheel, artifact wing, body, engine

• Pbicycle =saddle, wheel, handlebar

• Pmotorbike =saddle, wheel, handlebar, headlight

• Pcar = Pbus = window, wheel, headlight, mirror, door, bodywork, license plate

• Ptrain = coach, locomotive, headlight

• Pbottle = body, cap

Meronyms image extraction settings: Given the HolMe relationship mapping,
the training of meronym models requires the extraction of image crops for each part
associated with a holonym. The bounding box coordinates for each part in Pc for a
given holonym image were obtained and used to crop the respective part images.

To ensure compatibility with the VGG16 model input format, each cropped part
image was extended in the x or y direction to produce a square crop that preserved the
aspect ratio and shape of the original part. The avoidance of overlapping bounding
boxes in the same image was ensured, and padding was applied to the final square
crop if the aspect ratio was not 1:1.

To address the high class imbalance resulting from a variable number of crops
extracted for each meronym, data augmentation techniques were applied to balance
the number of samples in each class. Specifically, each cropped image was randomly
rotated and sheared, and one of the following transformations was applied: gaussian
blur, emboss, or gaussian noise.
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The extracted meronym samples for each holonym class were split into three
folds for training, validation, and testing, respectively. The ratio of samples in each
fold was 0.81/0.09/0.1.

Training and Explanations settings: To build a meronym model for each
holonym, a feed forward classifier f M

Pc
(·) with the same structure as the original

VGG16 classifier was trained, using common data augmentation techniques such as
horizontal flipping, rotation, cropping, color jittering, and random grayscale. Each
meronym model was trained for 100 epochs, with a batch size of 64 and learning rate
of 0.001, determined experimentally. To avoid overfitting, an early stopping policy
with a patience of 5 was employed.

For generating the Grad-CAM meronym heatmaps, the activations of the last
convolutional layer of VGG16 were used. These heatmaps were binarized using
a threshold T (pi), which was found to be the 83rd percentile by performing a grid
search on the [75,90] percentile values. This threshold was chosen to strike the best
trade-off between different causal metrics performance on the whole PASCAL-Part
training set, which comprises all training holonym image samples. To retain natural
image statistics, the masked pixels were ablated by replacing them with the gray
RGB value (as the ImageNet mean pixel is gray). Finally, the Ts and TF1 thresholds
were set to 10 and 0.7, respectively.

Evaluation settings: Each selected class underwent testing using the entire
HOLMES pipeline on validation image samples. The localization performance of
meronyms was evaluated by computing the per-pixel AUC score of the HOLMES
meronym heatmap versus the meronym ground truth. True positive pixels correspond
to those belonging to the actual part within the bounding box, while false positives
refer to the remaining pixels. To establish the baseline, the per-pixel AUC score of
the Grad-CAM holonym heatmap was compared to HOLMES. The faithfulness of
HOLMES explanations was evaluated using common causal metrics based on the
deletion/insertion/preservation curves [138, 139].

HOLMES produces a set of saliency maps X(Pc) = x(pi), pi ∈ Pc associated
with a specific part pi. However, a global quality assessment of these part-based
explanations requires merging all saliency maps into a unique heatmap for all parts.
The HOLMES global heatmap is generated through a weighted linear combination of
the part-based saliency maps using normalized score drops Z = z1, ...,zn, which are
calculated by dividing each score drop by the L1-Norm of S = s1,s2, ...,sn associated
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with the ablation of each part. The global heatmap is then obtained by summing each
weighted heatmap element-wise: G = ∑i∈nx(pi)zi

. This weighting scheme emphasizes
the parts whose ablation causes a significant holonym class score drop.

Using the global heatmap G, it is possible to assess the overall quality of the
part-based explanations by computing causal metrics such as the areas under the
insertion [138], deletion [138], and preservation curves [139]. These metrics were
calculated for all held-out PASCAL-Part validation images.

ImageNet In certain scenarios, HOLMES can be applied even if the datasets with
part-level annotations are not available. In these cases, ontologies and image scraping
are used to construct the required meronym datasets. To this end, the relationship
between Imagenet[85] labels and WordNet[132] nodes is utilized to obtain a list of
parts of the object-label, based on the holonym-meronym (whole-part) relationship.

Meronyms extraction settings: Out of the 1000 class concepts in ImageNet,
81 were selected as holonym classes for this process. The chosen holonym classes
belong to two major categories:

1. Medium- or large-sized animals

2. Medium- or large-sized man-made objects

The size constraint was implemented to obtain suitable training sets. Retrieving
distinct images of parts by querying web search engines becomes increasingly diffi-
cult for smaller holonyms (e.g., bugs in the animals category), as the engines tend to
return images of the whole holonym concept instead of specific parts (e.g., the whole
butterfly instead of a butterfly head). This results in highly similar meronyms datasets
with a significant visual overlap, which can considerably impede the performance of
the associated meronym model.

Therefore, for each of the 81 classes, their respective meronyms were extracted
from the VISA[140] dataset. Hyper-meronyms were manually filtered to obtain
a set of meronyms: meronyms extracted from the ontology were classified man-
ually into hyper-meronyms and their respective hypo-meronyms were filtered au-
tomatically. Consequently, for every instance of a hyper-meronym, the associated
hypo-meronyms were eliminated.
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Meronyms image scraping settings: Two search engines, Google and Bing,
were utilized for image scraping to generate the necessary meronym datasets. To
avoid downloading irrelevant images, the number of downloads per part across all
search engines was restricted, with a general guideline of limiting downloads to the
first 100 items [141, 142]. Download limits of 40 and 60 images were set for Google
and Bing, respectively, as Bing has been found to provide more relevant images
for part concepts. In order to expand the dataset size for each part, the “Visually
Similar Images” feature of Google was utilized to locate and download similar
images for each downloaded image. To remove duplicates and near-duplicates [143],
a hash-based deduplication method called pHash [133] was used. Additionally,
outlier removal was performed using the PCA outlier detection algorithm[144].
Meronym images were transformed into a feature vector utilizing the activations
of the penultimate FC layer of VGG16[124]. The outlier contamination rate hyper-
parameter was set to 0.15. The meronym datasets were split into training, validation,
and test sets with proportions of 0.81, 0.09, and 0.1, respectively.

Training and Explanations settings: The training and explanation procedures
are performed using the identical configurations outlined for the PASCAL-Part
dataset.

Evaluation settings: The overall heatmap is assessed using the same insertion,
deletion, and preservation curves as described for the PASCAL-Part dataset.

3.3.4 Results

This study evaluates the HOLMES pipeline in all its steps to determine its effec-
tiveness in identifying and locating meronyms, attributing classification scores to
individual meronyms, and generating explanations

RQ1: How well can HOLMES classify and locate meronyms?

To answer this research question, the PASCAL-Part dataset was used, which
includes 13 classes with an average of approximately four visible parts per class. A
total of around 750 samples per meronym were collected, and approximately 1400
samples were obtained after data augmentation, resulting in a total of 74,772 training
samples. For the ImageNet dataset, 81 classes were selected, with an average of
approximately seven visible parts per image. A web scraping process was carried out
to obtain a total of 559 meronyms, resulting in an average of around 450 images per
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Fig. 3.6 Distribution (violin plot) of the average per-part calibrated F1-score.

part. After eliminating duplicates and outliers, the final average number of images
per part was approximately 320.

The distribution of the calibrated F1-scores of the M c models, which were
trained upon each training set Xc for each of the selected classes, is reported in
Fig. 3.6 for both PASCAL-Part and ImageNet dataset. The average F1-score was
good in both cases, but higher on PASCAL-Part (0.9 ± 0.05 vs. 0.7± 0.16). This
difference can be attributed, at least partially, to the higher precision of the PASCAL-
Part reference standard, which includes bounding boxes.

Table 3.3 Per-pixel AUC results.

Method horse cat bird cow dog sheep aeroplane bicycle bottle bus car motorbike train Avg

HOLMES 0.77 0.74 0.8 0.77 0.74 0.75 0.74 0.76 0.67 0.75 0.68 0.74 0.71 0.74
Grad-CAM 0.68 0.68 0.71 0.66 0.71 0.62 0.76 0.63 0.6 0.65 0.62 0.66 0.62 0.66

On the contrary, as shown in Fig. 3.7, the performance deteriorates in direct
proportion to the number of components in each category. This effect is particularly
evident for the ImageNet dataset, which has a richer ontology with more classes
and more components per class. In fact, as the number of components increases,
the probability that images belonging to different components are visually similar
increases, which can negatively impact the performance of the trained M c model.
Additionally, different categories tend to have a varying number of meronyms associ-
ated with them. For example, tools usually have between one and four components,
animals between three and eight, and vehicles more than eight. Thus, the category
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Fig. 3.7 Average per-part calibrated score as a function of the number of parts per
holonym class (colored dots represent a holonym, blue line is the mean average
per-part F1-score).

may also influence the quality of the scraping or the differentiation of the meronyms
themselves.

To evaluate the localization performance of HOLMES meronyms, the per-pixel
AUC score of each HOLMES meronym heatmap against their PASCAL-Part ground
truth bounding boxes was computed. As a baseline, two cases were considered: the
first case randomly assigns the meronym to any region of the image (AUC=0.5),
while the second case focuses on the actual holonym extracted by the Grad-CAM
algorithm and assumes that the meronym is inside the region of the Grad-CAM
holonym heatmap. While the second scenario presents a more challenging baseline to
surpass, the experiments in Table 3.3 consistently showcase that HOLMES meronyms
offer improved and more precise localization of parts in comparison to Grad-CAM
heatmaps, which solely localize the entire object. Notably, in an extreme case, it can
be observed that even with the minimum number of parts present (2 in the instance
of the bottle class), HOLMES outperforms Grad-CAM.

RQ2: To what extent the classification score can be attributed to individual
meronyms?

After successfully classifying meronyms, the next step is to investigate their
influence on the holonym classifier H , as depicted in Fig. 3.5.

In Fig. 3.8, the distribution of the per-meronym score decrease is presented, which
measures the decline in score observed for the holonym when the corresponding
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Fig. 3.8 Distribution (violin plots) of the average score drop and maximum score drop
(in percentages) per image on the PASCAL-Part (a) and ImageNet (b) validation
sets. The score drop is calculated for each image and meronym by ablating the
corresponding mask; then, the average and maximum score drop are computed over
all meronyms appearing in an image.

Fig. 3.9 Top-5 meronyms distribution. For each class, the top-5 meronyms are
computed (i.e., the meronyms inducing on average the highest score drops). For
each meronym, the total number of associated holonyms (blue) is compared with
the frequency they appear in the Top-5 meronym list (red). Meronyms are listed in
decreasing order of frequency.

meronym is removed. On average, a single meronym ablation roughly cuts the
holonym model confidence in half, with an average score drop of 49% for PASCAL-
Part and 42% for ImageNet. For PASCAL-Part, considering only the most significant
part (i.e., the one with the highest score drop for each test image) yields an increase
in the score drop to 82%. In this dataset, individual meronyms strongly influence
the classifier output, with the majority of classifications being attributable to a single
meronym. Conversely, for ImageNet, the mean maximum drop is lower (73%). The



78 Interpreting DL Models

mean (± standard deviation) number of meronyms included in each explanation was
2.28±2.46.

However, at the holonym class level, the mean average drop and mean maximum
drop for PASCAL-Part were 50% and 80%, respectively, and 46% and 73% for
ImageNet. The score distribution in Fig. 3.8 characterizes HOLMES behavior at
the instance (image) level, whereas the mean values offer a glimpse into the general
characteristics of the holonym classes. On PASCAL-Part, the mean maximum score
drop presents a bimodal distribution, with animal classes experiencing a higher mean
maximum drop than vehicles and man-made objects (78.5% vs. 62.1%). As a result,
explanations for images belonging to animal classes are often highly focused, with
a single meronym nearly describing the entire holonym concept. Explanations for
other classes require the combination of two or more meronyms. On ImageNet,
little difference was found between animals (70%), tools (73%), and vehicles (74%).
However, there is a wider range of mean maximum drops between classes, with a
low of 23% (zebra) and a high of 95% (Persian cat).

Some holonym classes may share a common set of meronyms. This is particularly
evident for the richer ImageNet ontology. For example, most animal classes have a
head and a tail, although each class will have its own training dataset and classifier
Mc. Based on this observation, it was sought to determine if certain parts consistently
and significantly affected the holonym score drop (Fig. 3.9). In the case of animal
classes, the meronyms head, tail, and legs frequently cause a consistent score drop
when removed from the image. Similarly, for vehicles, the door, wheels, and window
meronyms have the most significant impact on the holonym class prediction.

RQ3: How good are the explanations generated by HOLMES?

In the final stage of the evaluation, the overall quality of the generated expla-
nations is assessed by comparing HOLMES with Grad-CAM, a method that does
not provide part-level explanations. In order to make a fair comparison, part-level
heatmaps are combined into a global heatmap using a linear combination approach,
as illustrated in Fig. 3.10. The AUCs for the insertion, deletion, and preservation
metrics are used to evaluate the performance, and the results are summarized in
Table 3.4.

On PASCAL-Part, the average HOLMES insertion AUC is 0.96 times the Grad-
CAM insertion AUC, while the average deletion AUC is 0.95 and the average
preservation AUC is 1.03 times the corresponding Grad-CAM score. Similarly, on
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Fig. 3.10 HOLMES Global Explanation. Starting from an input image, the per-part
heatmaps and the respective holonym score drops are obtained. Then, by a linear
combination of the heatmaps, the global heatmap is obtained, and its quality is
measured by means of the insertion/deletion/preservation metrics.

Table 3.4 Deletion/Insertion/Preservation AUCs for HOLMES and Grad-CAM.

Dataset Method Deletion ↓ Insertion ↑ Preservation ↑
PASCAL HOLMES 0.050±0.053 0.487±0.269 0.392±0.255
Part Grad-

CAM
0.052±0.060 0.505±0.277 0.381±0.264

ImageNet HOLMES 0.112±0.113 0.660±0.252 0.538±0.257
Grad-
CAM

0.111±0.107 0.684±0.242 0.539±0.261

ImageNet, the average insertion, deletion, and preservation AUCs are 0.96, 1.01, and
0.99 times the corresponding Grad-CAM scores.

Furthermore, a random baseline is used as a comparison to account for object
scale, where images are divided into super-pixels and erased in random order. As
shown in Fig. 3.11, HOLMES significantly outperforms the random baseline, with
an average insertion AUC 0.58 lower and an average deletion AUC 1.77 higher than
the baseline. Additional examples of part-based explanations extracted by HOLMES
are reported in Fig. 3.12, 3.13, 3.14, 3.15 and 3.16.
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Fig. 3.11 Insertion/Deletion Ratio distribution (violin plot) for the PASCAL-Part (a)
and ImageNet (b) datasets. The average insertion ratio (left) and the average deletion
ratio (right) are calculated with respect to the random baseline (dotted black line).

3.3.5 Discussion

In contrast to existing approaches [121], HOLMES does not rely on an extensively
annotated dataset with pixel-level annotations. Instead, it can be trained using weak
annotations, such as bounding boxes available in the PASCAL-Part dataset [136],
or web scraping, which drastically reduces the annotation effort and eliminates the
closed-world assumption intrinsic to traditional labeled datasets. Previous works
have established the efficacy of web scraping for object recognition [142, 145],
which HOLMES builds upon and expands through deduplication and outlier removal
to reduce noise and enhance variety in the training dataset.

However, obtaining high-quality images for meronyms, as opposed to holonyms,
presents additional challenges that may impact the quality of the dataset and, there-
fore, the meronym models. While the relevance of the retrieved images is generally
high, it may decrease depending on the popularity of the meronym as a search term.
Moreover, visual overlap poses a specific challenge since it is difficult to find images
that isolate a single meronym precisely.
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Intermediate explanations End-user explanations

Fig. 3.12 HOLMES explanations example. The image portions associated to the
meronyms (feet, fur, head, legs and tail) of the predicted holonym class (jaguar) are
identified in the input image and ablated one at time. The feet and the legs calibrated
F1-scores are below the calibrated F1-score threshold (0.7) and so these meronyms
are immediately discarded: in fact, for such meronyms, the highlighted regions do
not precisely encircle the respective part, while also including extraneous regions like
background (vegetation) and other parts (the head and the tail are partially masked
in the legs case). Among the remaining meronyms (fur, head and tail), only the fur
and the tail score drops are above the holonym score drop threshold (10), hence
only for these meronyms (in red) the associated saliency maps are interpolated with
the input image and provided as end-user explanations. Notice as for this specific
‘jaguar’ input image the head is not recognized: its associated image portion is not
highlighted, hence a zero holonym score drop is recorded and consequently the part
in not included in the end-user explanations.

Despite the acknowledged limitations regarding repeatability, the results of the
data collection approach for various holonyms demonstrate a remarkably positive
outcome. This comprehensive analysis has successfully encompassed a substantial
number of images spanning a diverse array of classes, showcasing promising results
across the board. The incorporation of such a wide spectrum of visual content
underscores the methodology’s versatility and potential utility.

Furthermore, in addressing the challenge posed by varying image availability
and quality through web scraping, it is essential to recognize the dynamic nature of
online resources. This consideration underscores the importance of acknowledging
the evolving nature of data collection, which inherently introduces variations in
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Meronyms ablation End-user explanations Meronyms ablation End-user explanations

Fig. 3.13 HOLMES explanations example. Two different correctly predicted input
images (broom on the left and hatchet on the right) get their respective parts identified
and ablated. Since for all their meronyms both the calibrated F1-score threshold and
the holonym score drop threshold is exceeded, all the parts (in red) are included in
the end-user explanations. Notice as in both cases all the meronyms calibrated F1-
scores are quite high (0.83 to 0.96), hence the image portions which are highlighted
effectively describe the meronyms.

Fig. 3.14 Examples of end-user explanations comprising 1 meronym.

Input 
image

tiger cat lynx leopard jaguar microwave broom hatchet barrow racer

Fig. 3.15 Examples of end-user explanations comprising 2 meronyms.

acquired datasets over time. Moving forward, it becomes crucial to address this
specific aspect in future research endeavors, thereby ensuring the sustained relevance
and robustness of the meronym models. By confronting these challenges directly, the
aim is to enhance the longevity and applicability of this approach within the context
of a continually evolving digital landscape.
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cougar airliner sorrel sorrel ox ram airliner mobile home school bus

Fig. 3.16 Examples of end-user explanations comprising 3 or more meronyms.

Overall, quantitative evaluation on PASCAL-Part confirms that the meronym
models can identify object parts and determine their position within the image. This
is accomplished by exploiting the features learned by the holonym model without the
need for retraining or fine-tuning, further supporting the notion that DNNs implicitly
embed knowledge about object parts [146, 147, 121].

Due to the imperfect background, the ablated mask may not provide a perfect
segmentation of the part, as shown in Fig. 3.5. The ablated masks for different
parts may be very similar, especially for meronyms that are physically adjacent.
For instance, the meronyms legs and hooves for the holonym sorrel exhibit visual
overlap, as illustrated in Fig. 3.5. Less frequently, the ablated part may include a
portion of the background; for example, legs may include some terrain or grass. This
could affect the score drop observed when deleting the corresponding part and the
resulting metrics.

The F1-scores for most holonyms vary between 0.6 and 1.0 for ImageNet and
0.8 and 1.0 for PASCAL-Part, encompassing multiple object categories such as
animals, tools, and vehicles, and up to 14 visible parts per class. The quality of
the ground truth affects the F1-score, but the number of meronyms that constitute
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each object also plays a role. Improving the quality of the scraping process, and
consequently the meronym model, could enable HOLMES to recognize and include
an even greater number of meronyms in its explanations. Furthermore, HOLMES
offers intrinsic safeguards against this type of noise by only incorporating meronyms
with satisfactory F1-scores into its explanations, and by allowing users to easily
inspect the heatmaps associated with each individual meronym.

The effectiveness of the part-based explanations provided by HOLMES in identi-
fying the most relevant parts for the final classification is confirmed by quantitative
causal metrics based on the deletion/insertion/preservation curves. These results are
comparable to those of the state-of-the-art Grad-CAM method, and substantially
better than chance level. Unlike Grad-CAM, HOLMES generates a set of articulate
heatmaps associated with human-interpretable concepts, and enables exploration of
the impact of individual meronyms on holonym classification at both the instance
and class levels.

HOLMES was evaluated on two separate datasets, PASCAL-Part and Ima-
geNet, both of which use the same classifier. Absolute differences in the inser-
tion/deletion/preservation curves are attributed to the datasets themselves, including
how the images were obtained, and possibly the domain shift between ImageNet
and PASCAL-Part, since the holonym classifier H was trained on ImageNet. How-
ever, despite substantial differences in the sourcing of the meronym datasets Xc, the
relative performance of HOLMES with respect to both baselines remains similar.
HOLMES performs slightly better on PASCAL-Part, particularly in terms of the
deletion and preservation curves. Additionally, explanations on PASCAL-Part tend
to focus on fewer parts on average than those on ImageNet. These differences
could be due to other factors besides the meronym datasets Xc. On the one hand,
PASCAL-Part contains fewer and more distinct classes than ImageNet, potentially
including images that are easier to classify. On the other hand, the KB derived from
PASCAL-Part annotations is simpler, with fewer meronyms (approximately 4 versus
approximately 7 parts per class) and less visual overlap. HOLMES is demonstrated
to be resilient to variations in experimental settings, and performs well even when
utilizing more cost-effective annotations obtained through general-purpose KBs and
web scraping.
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3.3.6 Limitations and Future Directions

While HOLMES demonstrates impressive performance within the context of a
feedforward CNN trained for classification, limiting the application of this approach
to a single type of neural network would hinder its broader potential. Therefore, in
this section, we discuss acknowledged limitations and propose directions for future
research to expand the applicability of HOLMES.

First and foremost, although the experiments in this chapter focus exclusively on
classification networks, HOLMES could be extended to encompass various networks
designed for different tasks. Regardless of a model’s primary function, the latent
representations acquired by its foundational layers can be utilized to train meronym
models, enabling part-based explanations using the HOLMES framework.

Secondly, an important question arises about the adaptability of the HOLMES
approach across different network architectures beyond CNNs. While this chap-
ter primarily addresses feedforward neural networks, exploring the integration of
HOLMES with other architectures like RNNs or transformers shows promise. This
adaptation would require a thorough analysis of the internal representations and
learning mechanisms inherent to these architectures. Such future investigation in-
volves understanding the hierarchical features learned by RNNs or transformers to
establish analogous holonym-meronym relationships.

Finally, a notable limitation of the current methodology relates to the analysis
of samples lacking inherent hierarchical correlations. This situation often arises in
fields like the medical domain, where samples could represent complex tissues or
fine-grained patches extracted from MRI scans. In such cases, dividing a holonym
into corresponding meronyms might not be feasible, making texture- or pattern-based
approaches more suitable for understanding model decision-making processes. To
address this, a potential modification to the HOLMES methodology could involve
training texture- or pattern-based models using a strategy similar to the one outlined
in this chapter. In this scenario, the training data for these auxiliary models could
consist of small patches representing prevalent patterns or textures crucial for specific
predictions. However, this approach would require the involvement of an expert
capable of labeling important features within the samples needing explanations. Fur-
thermore, since in feedforward models like VGG16, filters responsible for detecting
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basic patterns are typically learned in the initial layers, utilizing features extracted
from these layers for training auxiliary models could be explored.

3.4 Concluding Remarks

The first section of this chapter introduces iNNvestigate-GUI, a comprehensive
approach to interpret the behavior of DNNs using visualization methods. The
tool provides an interactive panel to analyze and compare the behavior of multiple
networks. Additionally, the Suggestion panel categorizes available samples and
enables users to select a mix of samples with varying properties for inspection.
The iNNvestigate-GUI approach assumes that it is beneficial for users to examine
predictions across a range of data instances with diverse properties. To assess the
usability of the tool, a user study was conducted, which involved participants from
different backgrounds, including ML experts and novices. The results show that the
tool is user-friendly and intuitive, and it can be used by both expert and non-expert
users to analyze the behavior of DNNs. Moreover, the study demonstrates that
the tool’s visualization methods are effective in identifying model behaviors and
suggesting useful data samples for analysis. Overall, the iNNvestigate-GUI provides
a powerful, yet easy-to-use solution for interpreting DNNs. This tool holds significant
potential for diverse applications, such as model debugging, feature engineering, and
ensuring algorithmic fairness. In the context of fairness, upcoming experimental
configurations should showcase how the GUI recommends and manages samples
when confronted with model biases. Furthermore, it is important to note that the
capabilities of the proposed iNNvestigate-GUI extend beyond just plain CNNs.
While the initial implementation focuses on CNNs, the framework has been designed
to be adaptable and extensible, allowing for integration with a wider range of neural
network architectures. This adaptability paves the way for the future extension of
the tool to encompass more complex models like RNNs and Transformers, which
are extensively used in tasks like sequential data analysis and natural language
processing.

In the second section of the chapter, HOLMES is introduced, which is a novel
XAI approach capable of enhancing image classification tasks by providing detailed
part-level explanations. The method represents a significant advancement beyond the
traditional label-level heatmaps that have been the state-of-the-art in eXplainable AI
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for image classification. The approach offers several benefits, including the ability
to integrate image classification models into decision support systems, enabling
developers to debug classifiers before deployment and helping end-users to assess
the classifier’s reliability when working with previously unseen data.

Additionally, HOLMES offers valuable insights into how holonyms are learned
and stored within CNNs during and after the training phase. Other recent studies,
such as [121, 148], have proposed significant contributions in this area, but have
additional requirements, such as a focus on scene recognition or the need for a
segmented ground truth. Furthermore, this approach connects DL models with a
symbolic KB, such as an ontology, which is a unique feature. Moreover, the approach
opted to capture concepts without constraining them to a single computational unit,
an approach that more naturally captures the robust learning of DL models while
also providing greater expressive power on the symbolic side. As demonstrated
in [147], models with the same discriminative power can have varying degrees
of interpretability, depending on several factors, including the network structure,
regularization, and supervision/task.

Given the novelty of the approach, there is ample room for further research on
alternative components. First, a more refined scraping algorithm could be employed
to increase both the training sample size and the sample quality. This might involve
using more complex semantic expansion techniques, robust outlier detection algo-
rithms like Robust and Kernel PCA, or novel data purification techniques like those
described in [149]. Secondly, it may be worthwhile to investigate the effects of using
the activations of units from different convolutional layers, or even sets of layers, to
generate HOLMES explanations. Units belonging to different convolutional layers
may better match specific (part) concepts, and their activations could be used to
generate more accurate explanations for those concepts. Additionally, more model
architectures could be tested to see how this method performs with different mod-
els, such as shallower (e.g., VGG13) or deeper (e.g., VGG19) models, or different
types of networks (e.g., Deep Residual Networks). Thirdly, alternative perturba-
tion techniques could be explored for removing the relevant pixels of the parts. It
was observed that substituting pixels with constant values introduces contiguous
shapes in the image, which may bias the prediction towards certain types of objects
with similar shapes. Additionally, other types of semantic relationships could be
studied to retrieve the desired (visible) parts of a specific concept and map different
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concepts between different KBs (in alternative to the proposed hypernym-hyponym
relationship).

Finally, it was demonstrated that the method performs better when a small
number of parts for an object are considered, preferably spaced enough to minimize
visual overlap. Therefore, a new strategy for selecting and filtering the meronyms
of an object can be explored. In conclusion, HOLMES is a promising approach for
enhancing image classification models with part-level explanations. There is still
much to explore in terms of alternative components, and it is arguably believed that
future research in this area will further improve the reliability and interpretability of
DL models.



Chapter 4

Monitoring Data Changes

Part of the work described in this chapter was originally presented in [150, 151].

4.1 Introduction

One of the basic assumptions in ML is that the data points at test time come from
the same distribution as the training set. However, this assumption is often violated
in most ML-based applications, as they operate on continuous data streams whose
nature is likely to change over time [23, 152, 153]. This phenomenon, known as
dataset drift or shift, causes the performance of an ML model to degrade compared
to that measured before deployment. Dataset drift has been investigated in a variety
of fields, including predictive maintenance, recommender systems, autonomous
driving, weather forecasting, etc. [23, 152, 154, 155]. Deviations from the training
data can take many forms, from changes in the distribution of the input data to the
emergence of entirely new concepts or classes. Hence, from this general problem
two fundamental issues can be identified.

On the one hand, the emerging field of MLOps aims to establish best practices
for effective, safe, and trustworthy maintenance of the models. A key aspect of
successful MLOps strategies is the ability to monitor models in the field and identify
when retraining is needed to maintain an adequate performance level [23]. However,
directly measuring model performance requires continuously collecting labeled data,
which can be costly and time-consuming. As a result, several techniques have been
proposed to detect drift in an unsupervised fashion, such as detecting changes in the
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input data distribution. However, most techniques have been proposed and tested for
tabular or sensor data, whereas here extension and discussion to DL is discussed.

On the other hand, it is possible to focus on individual samples in order to
determine whether they fall within the training distribution. This setting is related
to drift detection, but focuses on the individual rather than the population. An
observation that differs abnormally from other values in a population’s random
sample is known as an outlier in statistics [156]. Since every data population differs
from the others in some ways, there is sadly no agreed-upon definition of what is
"normal". [157] noted that it is not sufficient to determine whether a point should be
classified as an outlier or not based just on its distance from the distribution’s mean
and that not all outliers require the same handling. Although they are not always
used correctly and consistently, a variety of names have been used to refer to this
issue in the context of DL in its many features and situations. The following is a
typical classification ( [158], [159]):

• Detection of anomalies: During training, a dataset consisting of just one
class is employed, and during testing, the detector eliminates inputs that are
anomalous due to a covariate or semantic shift.

• Novelty detection: the detector recognizes inputs that belong to any other class
after being trained on a single-class or multi-class dataset. Samples aren’t
classified based on the semantic category to which they belong; instead, the
only output is a binary distinction between distribution points that are in and
distribution points that are out.

• Open set recognition: the model can properly identify samples from a specified
set of categories while rejecting those from unidentified classes.

• Outliers detection: The model eliminates entries that are "far" from the other
entries given a fixed set of data points. In contrast to the preceding settings,
there is no separation between training and testing in outliers identification.

Even though they were typically treated differently and separately in earlier
literature, these cases have characteristics that allow applying solutions to one to
the other fairly simple and efficient. For instance, a novelty detector can be trivially
converted into an open set recognition model by pairing it with a separate classifier
able to discriminate between in-distribution (ID) categories. Given these affinities, a
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broader term that includes all the various settings mentioned above may be defined:
OOD Detection, the act of telling apart points belonging to a given distribution from
the others. In this context, ID data refers to the set of examples used to train a model,
originating from the same data distribution that the model is meant to encounter
during testing or deployment. On the other hand, OOD data represents instances that
lie outside the scope of the training data distribution, exhibiting different patterns,
characteristics, or contexts.

Interest in OOD detection began to rise in the DL research community after
Amodei et al. [160] listed robustness to distributional changes among the main
problems concerning AI safety. ML agents should be able to precisely measure the
confidence in their predictions in to deal with undesirable inputs and prevent failures
of deployed models, which is a challenging task otherwise because to the general
lack of model explainability. The posterior probability that neural networks produce,
which may be understood as the distance of the point from the decision border,
is used by neural networks as a measurement of confidence. The effort needed
to accomplish their purpose is, however, minimized by ML models, as the learnt
decision boundaries can only distinguish between ID classes and cannot deal with
unknown distributions. Furthermore, networks have been shown to often be poorly
calibrated, i.e. to have large gaps between predicted confidence and actual error
probability [161], and to be able to output arbitrarily high confidence for observations
far away from the training data [162].

In both cases, benchmark datasets, in which known drifts occur, are needed
to design and evaluate drift/OOD detection algorithms. However, many current
benchmarks are not representative of typical industrial and business use cases. In this
chapter, the design of new techniques and benchmarks for drift detection and OOD
detection in CV will be discussed, with the goal of introducing more complex and
realistic benchmarks than toy problems commonly used in CV, such as CIFAR10,
CIFAR100 or MNIST and their variations. The rest of this Chapter is organized as
follows. Section 4.2 describes techniques for unsupervised concept drift detection.
The study on OOD detection is reported in the following Section 4.3. Finally, in
Section 4.4 conclusions as well as possible future directions are discussed.
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4.2 Drift Detection: Ensuring Model Robustness and
Performance

The trustworthy deployment of DL models is challenging due to their complex,
black-box nature and their ability to process raw high-dimensional data (e.g., images
or text). To achieve unsupervised drift detection, several issues need to be addressed,
such as how to measure changes in high-dimensional multivariate distributions and
how to effectively reduce input dimensionality [163].

In addition, benchmark datasets, in which known drifts occur, are needed to
design and evaluate drift detection algorithms. However, many datasets collected for
research purposes are not representative of typical industrial and business use cases.
One potential solution is the use of synthetic datasets, which are rapidly expanding as
they allow for the quick generation of large quantities of labeled training data [164].
In this chapter, the use of synthetic data for testing drift detection algorithms in
controlled but practical dataset drift scenarios is proposed. These scenarios are
specifically designed for document segmentation and analysis, a problem class with
numerous practical applications.

The present section reviews available methods for dataset drift detection, ana-
lyzing their benefits and drawbacks. Supervised and unsupervised drift detection
techniques are experimentally evaluated on a practical case study in the domain of
semi-structured document segmentation, simulating dataset drift using a customized
synthetic data generator. The remaining section is structured as follows. Section 4.2.1
provides a review of recent literature on the concept of drift. In Section 4.2.2, the
problem of detecting drift is defined mathematically. Sections 4.2.3 and 4.2.4 present
a simulated real-life scenario for detecting drift, as well as the methodology uti-
lized to detect it. Finally, Section 4.2.5 provides a summary and discussion of the
experiment results, along with potential directions for future research.

4.2.1 Related Work

Drift detection techniques can be classified into two categories: supervised and
unsupervised [23]. Supervised techniques aim to detect changes in the error rate,
but they rely on the assumption that labeled data is continuously available at test
time. Unsupervised techniques, on the other hand, aim to bypass this requirement
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by modeling the input data distribution, either directly or through auxiliary models
or algorithms. In this section, an overview of the most representative approaches
is provided, and the reader is directed to previous surveys and books [23, 165] for
additional information.

One class of supervised techniques is based on monitoring changes in the error
rate. Statistical learning theory suggests that a change in the data distribution will
lead to an increase in the error rate [21]. The simplest implementations set one or
more alarm thresholds for the raw error rate, while more sophisticated techniques
track the distance between errors computed at different times [21] or use statistical
change-detector tests (CDTs) [166].

Unsupervised techniques, on the other hand, attempt to detect changes in the
distribution of the input data over time. These techniques often divide streaming data
into time windows and compare the distribution in the current window to a reference
distribution, which may be obtained from the training set or from typical operating
conditions (e.g., immediately after deployment) [152, 167]. A challenge in these
techniques is how to effectively compare multi-variate data distributions, as most
modern ML/DL techniques operate on high-dimensional datasets. Once a measure of
diversity is computed, drift can be detected using a fixed or adaptive threshold [168].

One approach is to use statistical methods to test the null hypothesis that the
two distributions are the same, treating the test score as a "driftiness score" [163].
Both univariate tests on individual features (with corrections for multiple tests)
and multivariate tests such as the Maximum Mean Discrepancy (MMD) have been
employed. These techniques work best when the intrinsic dimensionality of the input
data is low [163, 168].

An alternative is to compute the distance between the two distributions using
a measure such as the Hellinger distance or Kullback-Leibler divergence [167].
Another strategy is to use XAI techniques to compute multiple model explanations
over time and observe how they change [169].

A second challenge in unsupervised drift detection is how to reduce the dimen-
sionality of the input data. Most drift detection techniques are designed for tabular
data or temporal series [152, 167], while DL models operate on raw data such as
images or text. Dimensionality reduction is necessary to make the problem numeri-
cally tractable and enable a semantically meaningful comparison between different
data points [163]. Rabanser et al. [163] compared different dimensionality reduction
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methods for image datasets, including Principal Component Analysis (PCA) and
deep auto-encoders, but their experimental results were based on toy datasets and
may not generalize to more realistic settings.

Unsupervised approaches offer several benefits, such as not requiring labeled
data during testing, being computationally efficient, and having readily available
open-source implementations [168]. However, it is important to note that a change
in the distribution of input data does not necessarily result in model degradation.

It is worth mentioning that recently proposed techniques have introduced an
auxiliary model to assess the consistency of an instance with the training set distribu-
tion [170]. These models can be trained on the available dataset, and do not require
prior knowledge of OOD samples. However, pre-trained models may not have access
to the training set due to privacy or commercial limitations, which necessitates the
collection of a dedicated dataset.

Finally certain types of dataset drifts can be addressed by drawing from the field
of open-set recognition, which assumes that new, previously unseen classes will
emerge during testing [171–173]. This issue has been extensively explored in the CV
domain, such as object classification/detection. Typically, these techniques do not
require labeled samples during testing, but rather necessitate modifying the model or
training procedures, incorporating additional losses, or relying on auxiliary models
to differentiate between ID and OOD samples.

4.2.2 Problem Definition

A model is trained on a source distribution S and tested on a target distribution T ,
represented by the joint distribution P(x,y) of the input data x and the label(s) y,
which can be further decomposed as:

P(x,y) = P(x)P(y|x). (4.1)

The dataset drift phenomenon can be defined as a change in the distribution of
the source and/or target data [23]. Dataset drift may degrade the performance of
models trained on historical data, and hence must be detected to trigger a model
update. In mathematical terms, it can be formalized as a change in the distribution,
P(xS,yS) ̸= P(xT ,yT ). Researchers distinguish between different types of drifts
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Fig. 4.1 The DL model utilized for document segmentation employs the following
structure. The encoder compresses the input image into a low-dimensional feature
space, which is subsequently upsampled in the final output space by the decoder.
The final classifier layer takes a binary mask indicating text presence, detected by
the OCR, as an additional input. The model is language-agnostic and does not rely
on the text or semantic embedding. The final output image is segregated into five
classes: logo, header, table, footer, and background. The approach used in this
work diverges from that of [174] in that convolution and pixel shuffle are employed
for downsampling (encoder) and upsampling (decoder), as opposed to pooling and
unpooling. Inference involves the acceptance of the encoder’s features, which are
further reduced in dimensionality through pooling, as input by the drift detector.

(covariate and concept drift) depending on which aspect of the data distribution
is most affected [165]. Covariate drift occurs when the distribution of the input
features changes, but without changing the relationship between the input and output
variables of the model:

P(xS) ̸= P(xT ) and P(yS|xS) = P(yT |xT ). (4.2)

On the other hand, concept drift refers to a change in the relationship between the
input and output variables:

P(xS) = P(xT ) and P(yS|xS) ̸= P(yT |xT ). (4.3)
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In some cases, both covariate drift and concept drift can occur simultaneously.

In this work, the focus is on unsupervised drift detection techniques that do not
necessitate access to labeled data from the target distribution. Unsupervised drift
detection can be accomplished by monitoring the performance of a model on the
target data or by detecting changes in the input data distribution.

Several methods have been proposed to detect changes in the input data distribu-
tion, including statistical tests, distance measures, and density estimators. Statistical
tests, such as the Kolmogorov-Smirnov test, compare the distribution of the input
data in the source and target domains, and can be used to detect both covariate
and concept drift. Distance measures, such as the Kullback-Leibler divergence,
compare the similarity between the distributions of the input data in the source and
target domains. Density estimators, such as kernel density estimates, estimate the
probability density function of the input data, and can be used to detect changes in
the distribution over time.

In addition to these unsupervised drift detection methods, there are also super-
vised drift detection techniques that rely on labeled data from the target distribution.
These methods can be more accurate, but are often impractical due to the cost and
difficulty of collecting labeled data in the target domain.

In particular, the performance of several unsupervised drift detection methods
is evaluated on a practical case study in the domain of semi-structured document
segmentation, utilizing a customized synthetic data generator to simulate dataset
drift. The results show that the performance of these methods is dependent on the
specific characteristics of the dataset drift, and that no single method is universally
superior.

4.2.3 Simulating Data Drift in Scanned Document Segmentation

The case study being discussed involves the task of segmenting scanned documents,
such as invoices, into their various components (logo, header, table, footer, back-
ground). The DL model used in this study (shown in Fig, 4.1) is based on previous
work in [174], with some modifications. It consists of an encoder and a decoder,
both of which are essential for the model to function. The encoder is responsible
for learning a feature representation of the input data, while the decoder takes this
learned representation and uses it to reconstruct the input and generate the output
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segmentation masks. The decoder also receives as input a binary mask generated by
running Optical Character Recognition (OCR) on the original document. It’s worth
noting that the model does not use the recognized words or their embeddings as
input, only the presence or absence of text.

For training the network, a separate dataset of 100,000 invoices (which is not
the dataset utilized in the experiments described here) was employed. As obtaining
pixel-level labels is expensive, a synthetic document generator (shown in Fig, 4.2)
was developed to produce the required data. The document structure is defined by
customizable templates, which are filled with fake data and rendered utilizing an
HTML rendering engine. Subsequently, the physical printing process is simulated by
applying data augmentation techniques such as rotation and adding Gaussian noise.
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Fig. 4.2 The structure of the artificial document generator allows for the creation
of various dataset shifts, such as the addition of new templates. All document
components are examined to confirm proper rendering, ensuring no significant
overlaps or deviations from printing margins. The generator automatically produces
the ground truth, which includes a separate mask for each class, in conjunction with
the input image.

To model data drift, two OOD datasets were created by introducing two novel
features not observed during training: a different background color or an additional
background image or logo. Additionally, a dataset with no drift was created. For
each scenario, 1000 documents (without replacement) were sampled from the ID
and one of the two OOD sets to create 11 time windows in which the percentage of
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OOD samples increased from 0% to 100% in increments of 10%. This process was
repeated 100 times to calculate confidence intervals.

4.2.4 Methodology

The performance of a supervised drift detection model was measured using the IoU
metric, which quantifies the overlap between predicted segmentations and ground
truth [174]. For each time window, the mean IoU was calculated over N documents.
Mathematically,

IoU =
Area o f Intersection

Area o f Union

Unsupervised drift detection was achieved by calculating the Hellinger dis-
tance [167] using the following formula:

H(p,q) =
1√
2

√
n

∑
i
(
√

pi−
√

qi)2 (4.4)

where p and q are the discrete distributions of the current and reference time windows,
respectively.

High-resolution images were first compressed into compact feature vectors using
the encoder of a DL model. The encoder reduces an image of size 512x365x3 to a
feature map of size 32x32x520 and further to a feature vector of size 520 using either
Global Max Pooling or Global Average Pooling. The latter was found to provide
slightly better results. The feature distribution (histogram) was then computed for
each time window of size N. The window’s "driftiness score" was calculated as the
Hellinger distance between the current and reference time windows (p = 0).

The correlation between the mean IoU and Hellinger distance was studied to
understand if a change in the feature distribution is indicative of model degradation.
Additionally, the classification performance of the unsupervised drift detection
algorithm was evaluated by comparing the results of applying a fixed threshold on
the Hellinger distance to the ground truth. The AUC provides a global measure of
the algorithm’s ability to distinguish between dataset drift and natural data variance.
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Fig. 4.3 The metrics for supervised (a) and unsupervised (b) drift detection are
visualized via distribution violin plots. The mean IoU (a) assesses the quality of
output segmentations, while the Hellinger distance (b) quantifies the difference
between the current time window and a reference time window with no drift (p = 0).
To generate the distribution, Z = 100 time windows are sampled for each drift
scenario and fraction p of OOD samples. The correlation plots (c) depict the
correlation between the IoU and Hellinger distance for both no drift and background
color covariate drift scenarios.

The unsupervised drift detection algorithm’s classification performance was
evaluated by comparing the results obtained by applying a fixed threshold on the
Hellinger distance to the ground truth. The algorithm classified each time window
as either "drift detected" or "no drift" and the results were compared against the
known values of "drift present" (p > 0) or "no drift" (p = 0). For each configuration,
a sample of 100 time windows was taken, and true and false positive rates were
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determined based on the percentage of correctly and incorrectly classified time
windows.

4.2.5 Results

A comparison of the distribution of supervised and unsupervised metrics in two types
of drift scenarios (background color and background image) is presented. Fig. 4.3 is
used to demonstrate this comparison, where both metrics are represented by violin
plots. The effect of these drift scenarios on the model performance is evaluated by
varying the proportion of OOD samples, represented by the variable p, from 0% to
100%. A set of documents from the ID set is sampled at each time point as a baseline
to control for fluctuations that can be attributed solely to the variance in data.

The results in Fig. 4.3 illustrate that different novel features can significantly
impact the performance of the DL model. It can be observed that the mean IoU drops
substantially (-0.14) in the background color scenario, while it remains relatively
stable (-0.02) in the case of background images. This is in line with previous
literature, which suggests that DL models can be fairly robust to certain sources of
covariate shifts, depending on the regularization and data augmentation techniques
applied during training.

It is also observed that the Hellinger distance increases proportionally as the
fraction of OOD samples increases. However, it is worth noting that the distance
grows faster in the background color scenario, where the model degradation is
stronger. Additionally, the correlation between the Hellinger distance and the mean
IoU is weak without drift (ρ = 2.51×10−1), but strong in the background image
(ρ =−0.904) and background color (ρ =−0.998) scenarios.

The accuracy of the drift detector was evaluated using ROC curves, as shown
in Fig. 4.4. The results indicate that the detector can effectively distinguish drift
caused by background color from random noise resulting from data sampling, with
almost perfect performance across all values of p. On the other hand, drift due to
background images can only be detected with acceptable performance (AUC> 0.85)
when p > 70%. When a threshold of 0.1 is set on the Hellinger distance, drift due to
background color can be detected with a true positive rate of 100%. However, drift
due to background images is only detected when p > 60%, and with low confidence
(true positive rate between 12% and 50%). The performance of the detector is
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dependent on the size of the time window used in the experiments (N = 1000), and
it may vary with changes in the window size.
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Fig. 4.4 The ROC curves for drift types are plotted against the percentage p of OOD
samples. In the case of background color vs. no drift classification (a), an AUC of
1.0 is attained for p≥ 0.2.

4.3 OOD Detection in DL

There is a strong interest in making CNN classifiers more robust by endowing them
with the capability to separate samples to a given distribution from the others [158–
160, 162].

Several methods were proposed in the literature for OOD detection [158]. How-
ever, the comparison of different methods is complicated by the broad definition of
OOD and the wide variety of settings under which they are tested: the best method
intrinsically depends on the experimental settings and its underlying assumptions.
For instance, distance-based methods were found to yield better performance than
those based on prediction scores depending on whether the OOD samples are far
away or close to the decision boundary between classes [175].

In real-world scenarios OOD samples can be both largely different or fairly
similar with respect to those considered as ID. [176] distinguishes among Far-
OOD and Near-OOD samples. In particular, Far-OOD samples are those that are
significantly different from the ID samples and are often from a completely different
distribution. For example, a model trained on natural images may encounter Far-
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OOD samples from medical images. On the other hand, Near-OOD samples are
those that are similar to the ID samples but have subtle differences. For example,
a model trained on natural images may encounter Near-OOD samples that are
heavily occluded or have been digitally altered. The ability to accurately detect
both types of OOD samples is important in real-world applications where the model
may encounter unexpected data. In general, performance on Far-OOD detection is
usually satisfactory, Near-OOD detection is still challenging for many state-of-the-art
methods [177]. Another recent study [175] shows how, even on handcrafted toy
datasets, no single state-of-the-art method can be identified as out-performing the
others. Additionally, the authors demonstrate a correlation between the size of the
dataset and the performance of OOD detection techniques, thus underlining how the
problem is strongly dataset-dependent. Other studies [178–180] demonstrate how a
large number of classes and real-world images can prove challenging for many well-
established OOD detection techniques. Finally others [181, 182], discuss the open
issue of the selection of a proper benchmark for OOD-Detection, demonstrating how
choosing two different datasets as ID and OOD (as performed by a large amount of
the literature) can result either in an overly simplified problem of Far-OOD detection
or in a large semantic overlap between the two distributions.

In this context, the current work aims to describe an innovative methodology
adopted during the construction of a novel large-scale and realistic OOD Detection
benchmark. Moreover, a performance comparison of several state-of-the-art tech-
niques for OOD detection on the proposed dataset is reported. In particular, the study
focuses on techniques that do not require the retraining of the target model to detect
OOD samples. As highlighted by recent research works [171], current solutions
for OOD detection encounter difficulties when applied to real-world image datasets
with numerous classes, making it important to evaluate the effectiveness of OOD
detection techniques on a challenging benchmark. As such, this study proposes a set
of datasets with increasing levels of semantic overlapping, spanning from Far-OOD
samples to Near-OOD samples, and evaluated state-of-the-art techniques for OOD
detection on these benchmarks. By conducting a comprehensive comparison of these
techniques on a realistic datasets, more insights into the strengths and limitations
of different approaches are provided, as well as a contribution towards improving
the state-of-the-art in OOD detection. Finally, the novel methodology to perform a
semantic mapping between concepts from different datasets is described in details.



4.3 OOD Detection in DL 103

The rest of the Chapter is organized as follows. Section 4.3.1 provides an
overview of the related work on OOD detection, including existing techniques and
benchmark datasets. In Section 4.3.2, the problem is defined and a brief explanation
of the OOD techniques compared in the experiments is provided. Section 4.3.3 details
the experimental settings and the process of creating several realistic benchmarks
for OOD detection. The results obtained from the experiments are presented and
discussed in Section 4.3.6.

4.3.1 Related Work

OOD Detection Techniques In light of recent attention given to the detection
of OOD samples, numerous approaches have been proposed to tackle the issue.
These solutions can be broadly categorized into two groups: classifier-based and
generative techniques. While the latter aims to explicitly model the target distribu-
tion to reject OOD samples, the former concentrates on strengthening the current
model’s robustness or combining it with an external classifier for OOD detection.
Classifier-based methods refer to a broad family of solutions that tend to prioritize
discriminative solutions to the problem of OOD detection, although in significantly
diverse ways. Confidence-based techniques aim to produce a numerical score that
can accurately evaluate the probability of a prediction being accurate. Common
choices for this metric include the softmax and the logit, with potential modifications
in their definition or network to increase OOD detection performance.

Despite considerable attention paid to related challenges during the 1990s,
Hendrycks and Gimpel [183] are widely recognized as the first to define OOD
detection, present assessment criteria, and propose a baseline solution. In their work,
the output of the softmax score relative to the predicted class (Max Softmax Proba-
bility, MSP) is selected as the OOD detection score. Liang et al. [171] proposed an
improved version of MSP called ODIN, which suggests scaling the softmax score
by a constant temperature parameter T. Additionally, the final score is computed
on a preprocessed version of the input image, via a constant magnitude shift in the
direction described by the gradient of the loss function, obtained through a prelim-
inary forward pass. These techniques help to expand the difference between the
ID and OOD samples’ softmax scores. The dependence on OOD data, which was
used in the original work to choose appropriate values for the temperature T and the
magnitude, is eliminated by generalized ODIN (Hsu et al. [184]). It achieves this
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Table 4.1 Usage statistics for the 10 most popular data sources used as both ID and
OOD distributions on papers performing experiments related to OOD detection.

CIFAR-10 CIFAR-100 SVHN MNIST TinyImageNet
Popularity 87% 57% 57% 56% 38%

ID 55 26 20 32 13
OOD 39 24 34 29 21

LSUN Fashion-MNIST Gaussian Noise Textures Places365
Popularity 37% 19% 22% 17% 17%

ID 0 9 1 0 1
OOD 23 9 14 11 11

by swapping temperature scaling for a function of the input and selecting the pertur-
bation magnitude value that maximizes the softmax for ID samples. Conventional
OOD identification algorithms encounter difficulties with large semantic spaces, as
evidenced by MOS (Minimum Others Score, Huang and Li [180]), which suggests
grouping related categories to address the issue. The classifier in charge of each
group benefits from a reduced complexity of the decision boundary between known
and unknown samples, resulting in better OOD detection abilities. To combat the
issue of the huge semantic space, Maximum Logit Value (MLV [179]) eliminates
the normalizing impact of the softmax function and utilizes raw logits as the OOD
detection score, preventing probability mass from spreading between similar classes.
Bendale and Boult [185] propose OpenMAX as a substitute for the softmax, be-
lieving it to be an unsatisfactory option for OOD detection. The intuition behind
their approach relies on the interdependence among the outputs of different classes,
grouped in an Activation Vector (AV). Each category is then represented by a Mean
Activation Vector (MAV), whose position to the AV of an input image is used for
OOD detection. Meinke and Hein [186] introduced CCU, a model able to provide
close-to-uniform prediction confidence for inputs that are sufficiently different from
the samples seen during training.

OOD Detection Datasets Previous studies have frequently employed a common
approach, which is to designate one dataset as the ID set and multiple other datasets
as OOD. The choice of datasets is often similar across research studies and driven
by convenience in retrieving or processing well-established research benchmarks.
This approach allows for easy comparison of results with other methods tested on
the same benchmark.
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To retrieve common choices for ID and OOD datasets, a set of 63 papers pub-
lished on the topic of OOD detection in recent years (spanning from 2015 to 2021,
with a single outlier from 1999) were analyzed. Usage statistics for the 10 most
commonly selected datasets are reported in Table 4.1. For each dataset, the popular-
ity (measured as the percentage of papers in which the dataset is used) is reported
along with the number of papers using the dataset as an ID or OOD source of data.
Many popular datasets are toy datasets such as CIFAR-10, CIFAR-100, MNIST and
Fashion-MNIST, containing a small number of classes and low-resolution images,
allowing for quick and rapid experiments. CIFAR-10 [187] is the most commonly
used dataset, appearing in 87% of the analyzed papers. The dataset contains a large
number of small resolution images (60,000) from 10 classes, making it suitable for
evaluating the performance of DNNs on a variety of classification tasks. CIFAR-
100 [187] and SVHN [188] are the next most commonly used datasets, appearing in
57% of the papers. CIFAR-100 has 100 classes, and each class contains 600 images.
SVHN is a street view house number dataset, consisting of over 600,000 digit images.
MNIST [8] is a widely used dataset for digit recognition tasks, and is included in
many introductory ML courses. Despite its relatively small size (10,000 training
images and 60,000 test images), it is still used in 56% of the papers analyzed, due
in part to its simplicity, which allows researchers to quickly evaluate new methods
or architectures. Fashion-MNIST [189] is a relatively new alternative to MNIST
appearing in 19% of the papers analyzed. It contains 10 classes of clothing items,
and consists of 60,000 training low-resolution, grayscale images. It was created
to provide a more challenging toy problem than MNIST while retaining similar
characteristics in sample and dataset size.

TinyImageNet [190] and LSUN [191] are larger datasets, containing 200 and 10
classes, respectively. They are less commonly used, appearing in only 38% and 37%
of the papers, respectively, representing in general more complex dataset to work
with. TinyImageNet contains 100,000 images representing a subset of the complete
ImageNet dataset. On the other hand LSUN is made of a large number of images
from 10 scene classes.

Finally, Gaussian Noise and Textures [192] datasets are less commonly used,
appearing in only 22% and 17% of the papers, respectively. These datasets are often
used to evaluate the robustness of ML algorithms to noise or texture variations. The
Gaussian Noise dataset consists of images from the ID datasets with Gaussian noise
added at various levels of intensity, while the Textures dataset contains 5640 images,
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each depicting one of 47 different texture categories such as brick, grass, or sand.
Finally, Places365 [193] is a large-scale scene recognition dataset, consisting of over
1.8 million images in 365 categories. It is used less frequently than the other datasets,
appearing in only 17% of the papers analyzed.

Interestingly, several datasets were used more frequently as OOD sources than
ID sources. For example, Gaussian Noise datasets and Places365 were used as ID
sources in only one paper, but are common choices for OOD sources, appearing in 14
and 11 papers, respectively. Similarly, Gaussian Noise generated datasets and LSUN
were not used as ID sources in any of the papers analyzed, but were used as OOD
sources in 23 and 11 papers, respectively. The vast majority of works use different
datasets as sources of ID or OOD data. For example, Hendrycks and Gimpel [183]
used, CIFAR-10 and SVHN as ID data, while SUN and Gaussian Noise datasets
are used as OOD data. Similarly, in a paper by Liang et al. [171], CIFAR-10 and
CIFAR-100 were used as ID data, while SUN, LSUN and Gaussian Noise datasets
were used as OOD data.

Only a small amount of works attempt to mix classes from different datasets.
The work by Roady et al. [178] represents an attempt to provide a standardized set
of evaluation problems for testing the scalability of OOD detection methods. In
particular, the authors evaluate the ability of OOD detection methods to scale by
experimenting on two large-scale image classification datasets, namely ImageNet-1K
and Places-434. They create three separate OOD problems of varying difficulty using
these datasets. For the first problem, called Noise, they generate synthetic images
from a Gaussian distribution to match the normalization scheme of training and test
images. The second problem, called Inter-Dataset, is of intermediate difficulty and
involves testing each method’s ability to detect outlier samples drawn from another
large-scale dataset. For the third and most challenging problem, called Intra-Dataset
novel classes are made up of the remaining classes in each dataset. This is difficult
because the image features of a class are often very similar to the features of other
classes in the dataset. The authors keep the training set and models fixed across
the three paradigms, but the test sets vary across them. They construct the OOD
evaluation sets for each problem/dataset by randomly choosing 10,000 ID samples
evenly among the ID classes and 10,000 outlier samples evenly among the OOD
classes within each respective dataset validation set. Both Inter- and Intra-dataset
settings, however, have conceptual or practical drawbacks: inter-dataset comparison,
relying solely on the correspondence between the names of the categories between
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the ID and OOD datasets, may ignore or under-estimate semantic overlap between
classes from both datasets. On the other hand, intra-dataset comparison affects the
training set and thus cannot be applied as is to existing pre-trained models.

4.3.2 OOD Detection: Problem Definition

In this section, the OOD detection problem is briefly introduced along with a descrip-
tion of the techniques included in the experiments. The OOD detection problem can
be defined as the task of identifying inputs that are different from the distribution
of training data. In other words, given a model trained on a specific dataset, OOD
detection aims to determine if a new sample comes from the same distribution as the
training data or not.

Definition of OOD Detection Let DI be the probability distribution of ID data,
including KI different classes, and DO = {D i

O}∞
i=1 the set of distributions of OOD

data. In the most general setting, at training time a dataset T = TI ∪TO is available,
where

TI = {(xi,yi,zi)}NI
i=1,

with xi ∼DI , yi ∈ {1, . . . ,KI}, zi = 0

is the set of ID training samples and

TO = {(xi,yi,zi)}NO
i=1,

with xi ∼D j
O ∈DO, yi ∈ {1, . . . ,K j

O}, zi > 0, j ∈ {1, . . . ,J}

is the set of OOD training points. In particular, each xi is a training image drawn
from a distribution, yi is the corresponding class index, K j

O is the number of classes
modeled by distribution D j

O, J the number of OOD distributions represented in TO,
and zi the ground truth label for OOD detection (henceforth referred to as OODness)
of the i-th sample, which is 0 if ID and higher otherwise.

The classifier is then defined as a vector function

f : Rd → RKI ,x 7→ l,
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where x is a d-dimensional input and l the vector of class scores, referred to as logits.
The model f is composed of L concatenated layers, whose output li is computed as

li = f i(x), i ∈ {1, . . . ,L},

having defined f i as the composition of layers 1, . . . , i. The whole classifier f then
coincides with f L, and the logits vector l with lL. Class scores l are converted to
class probabilities p via the application of the softmax function

pi = S(l)i =
eli

∑
KI
j=1 el j

≈ P[y = i|x = x], (4.5)

where l = f (x) and y is the true label for input x. The predicted class c is then chosen
to be the one for which the assigned probability is the highest: c = argmax(p). The
network is usually trained by minimizing the cross-entropy loss LCE between the
predicted probabilities and the one-hot-encoded vector y representing the ground
truth.

LCE(y,p) =−
KI

∑
i=1

yi log pi =− log py (4.6)

The ability to reject undesired inputs is provided by an additional function s, that
returns the OOD score o = s(x) for sample x. This score is then discretized by
picking a suitable threshold, in order to obtain the binary prediction between ID and
OOD.

O(x) =

OOD o < θ

ID o≥ θ

(4.7)

One of the main differences among research works lays in the choice of the scoring
function s, which can be obtained by extracting some internal network outputs, by
means of an additional classifier or by explicit density estimation. The threshold θ is
usually selected with the aim of optimizing a relevant metric for the specific task and
dataset.

Scoring Methods for OOD Detection Although methods that use OOD samples
during training have been successful, the infinite variety of possible unseen distribu-
tions poses a theoretical limitation on them. These methods tackle a classification
problem with a well-defined set of outlier distributions, and increasing their diversity
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may not be helpful for dealing with future observations. This chapter focuses on
OOD detection methods that require minimal to no supervision, typically limited to
hyperparameter selection.

Post-hoc techniques are preferred to avoid expensive training operations and to
enable OOD detection on a large number of pre-existing models. These techniques
can be applied to existing networks without the need for retraining from scratch.
The most commonly used method as a baseline in the literature is MSP [183]. It
utilizes the output of the softmax function S (4.5) to obtain an OOD score for a given
prediction on sample x:

o = s(x) = max
i∈1...KI

S(x)i

This technique does not require any addition to the existing network, as the softmax
output is already computed to select the predicted class and is assumed to represent
the prediction confidence. No training phase is necessary, and a single forward pass
is sufficient for performance evaluation, as there are no hyperparameters to select.

A more recent improvement called Maximum Logit Value (MLV) uses raw
network outputs instead of the normalized ones used by MSP [179]. This has been
helpful in cases where applying the softmax function significantly changes the class
scores.

o = s(x) = max
i∈1...KI

li = max i ∈ 1 . . .KI f (x)i

MSP can leverage the confidence scores typically given as output by neural classi-
fiers, while MLV requires some slight changes to the code to save the logit value
corresponding to the predicted class. An entire dataset can be scored in a single pass
through the network.

ODIN [171] is a simple but effective method that enhances MSP by slightly
altering the model workflow. It proposes two different strategies, temperature scaling
and input preprocessing, that are combined, while the softmax is chosen as the
scoring function. Temperature scaling involves dividing the logits by a positive
integer constant T before applying the softmax, which increases the gap between in
and OOD points.

ST (x) = S( f (x)/T )

Input preprocessing, inspired by adversarial attacks, involves adding a small pertur-
bation to a sample x. Each sample is propagated through the network, and the sign
of the loss gradient with respect to x is computed and added to the original point,
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scaled by a positive constant ε . This trick should move input points closer to a peak
of the softmax, increasing the gap between those that were already nearby (ID) and
the remaining ones (OOD). The final score for sample x is given by:

o = s(x) = max
i∈1...KI

ST (x̃)i

Finally, OODL [194] avoids the expensive retraining of the original model f ,
but does not exploit its confidence scores in order to produce the OODness value.
Instead, it leverages an external one-class-classifier g to decide whether a point is
ID or not. Aiming to reuse as much as possible the existing model and keeping g
simple, the additional classifier does not act on raw samples, but on intermediate
outputs from the original network f . These network features z are extracted from
one of the L layers of the model f , called oodl, and later compressed to reduce their
dimensionality.

z = f oodl(x)

z ∈ Rcoodl ,hoodl ,woodl

ẑ =
hoodl

∑
i=1

woodl

∑
j=1

zci j

The resulting vector ẑ ∈ Rcoodl is then fed to the OOD detector g, which outputs the
final score o.

g : Rcoodl → R

ẑ 7→ o

Following the official OODL implementation [195] a One-Class SVM can be used
as an OOD Detector. The set of hyperparameters used for training includes among
the others the choice of a function for kernel approximation (RBF or Nystroem)
and the fraction of allowed training errors ν . Additional details on the training
procedure for the OOD Detector g is are illustrated in Algorithm 1. Finally, the
network layer from which features are extracted highly impacts the performance of
the resulting OOD Detector. Following the approach defined by [194], candidate
layers are chosen between the activation layers of a particular model. Algorithm 2
describes the process through which the optimal later is determined.
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Algorithm 1 Training of the OOD Detector g
Require: training dataset features, Xt f , validation dataset features V f

ss← StandardScaler()
for data batch b ∈Xt f do

ss.partial_fit(b)
end for
γ ← 1/#features of Xt f
best_score← 0
for ν ∈ {0.5,0.1,0.01} do

for kernel ∈ {RBFSampler,Nystroem} do
for average ∈ {True,False} do

svm← SGDOneClassSV M(ν ,average)
ker← kernel(γ)
for data batch b ∈Xt f do

x← ss.trans f orm(b)
if ker not fit then

ker. f it(x)
end if
x← ker.trans f orm(x)
svm.partial_ f it(x)

end for
cl f ← make_pipeline(ker,svm)
auc← AUROC(ss,cl f ,V f )
if auc > best_score then

best_score← auc
best_cl f ← cl f

end if
end for

end for
end for
return make_pipeline(ss,best_cl f )
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Algorithm 2 OODL Training
Require: training dataset features, Xt f , validation dataset features V f

candidate_layers←{2, 5.0, 5.1, 10.0, 10.1, 15.0, 15.1, 22.0, 22.1, 27.0, 27.1,
34.0, 34.1, 39.0, 39.1, 46.0, 46.1}
oodl_score← 0
for l ∈ candidate_layers do

f t← extract_ f eatures_o f _layer(Xt f , l)
f v← extract_ f eatures_o f _layer(V f , l)
d← train_ood_detector( f t, f v) ▷ see Algorithm 1
auc← AUROC(d, f v)
if auc > oodl_score then

oodl_score← auc
oodl← l

end if
end for
return oodl,oodl_score

4.3.3 Proposed Benchmark

Several datasets with varying levels of complexity with respect to the task of OOD
detection. This section introduces the research assumption and methodology used to
create them.

Research Context and Motivating Example The selected benchmarks were de-
signed having in mind, as target application, the automatic tagging of images from
social media platforms such as Facebook or Instagram, with applications in social
sciences and digital humanities, was considered. Specifically, research activities
were carried out within the context of the FACETS1 (acronym for Face Aesthetics in
Contemporary E-Technological Societies) research project, carried out by a multi-
disciplinary team at Università degli studi di Torino with the goal of studying the
meaning of the human face in relation to the fast-changing and diverse contexts in
which people have been immersed since the beginning of the digital era. FRESCO
(Face Representations in E-Societies through Computational Observation), led by Po-
litecnico di Torino, is the quantitative branch of FACETS, with the goal of analysing
profile pictures from multiple social-networks and extracting human-interpretable
information. Data analytics tools and AI models can help in semiotics and social

1Website: http://www.facets-erc.eu/about/

http://www.facets-erc.eu/about/
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studies, by uncovering hidden patterns in the data, driving the research activity on a
different path that would have been otherwise neglected. To this aim, researchers
may want to exploit readily available pre-trained models for automatic classification
and tagging, which however requires operating under the open-world assumption.
Hence, it is necessary to detect and, if necessary, exclude wrong predictions. Scene
classification was selected as target application, and thus Places365 was selected as
the ID dataset for the benchmark. In addition, as highlighted in Section 4.2.1, there
is the need to investigate more complex settings for OOD detection, moving beyond
toy problems.

Dataset Split Although the selected techniques do not require OOD samples to
be available at training time, a selection of ID and OOD samples is occasionally
required to perform hyperparameter selection. To avoid biases, a validation and
test set was defined for every configuration for hyperparameter selection and OOD
detection evaluation, respectively.

Baseline Dataset A Baseline dataset representing a basic level of complexity
was constructed by following the most popular choice in literature, which involved
choosing a different dataset as the source of OOD data. The validation split of
Places365-Standard was selected as the ID data, with a total of 100 labeled images
per each of the 365 categories. For OOD data, SVHN (in the multi-resolution
version) was selected as it is semantically different from Places365 and representing
one of the most popular choices in the literature for similar OOD experiments. To
match the cardinality of ID samples (36.5K), a subset of images was sampled from
SVHN test set, to integrate the 33.5K images of the training set. The stratification
of the split between test and validation is done per-source to maintain the same
proportions between the original datasets. On the other hand, SVHN labels were
neglected and the splitting operation follows the order in which images appear in the
original list. The composition of the dataset is reported in Table 4.2.

Inter-Dataset OOD Detection To further increase the complexity of the task, a
second dataset named Inter-Dataset OOD Detection is proposed, inspired by the
work of Roady et al. [178]. In this setting, a model is trained to distinguish between
two distinct datasets, but the OOD images are taken from an object detection dataset
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Baseline Dataset (val/test)
ID classes OOD classes ID samples OOD samples

Places365-Standard (val) 365 0 18,250 0
SVHN (train) 0 1 0 16,701
SVHN (test) 0 1 0 1,549

Total 365 2 18,250 18,250
Table 4.2 Composition of the Baseline dataset. For SVHN samples, it is assumed to
have a single category, e.g. "number", instead of the usual 10 digits.

Inter-Dataset (val/test)
ID classes OOD classes ID samples OOD samples

Places365-Standard (val) 365 0 18,250 0
ImageNet (train) 0 968 0 18,108

Total 365 968 18,250 18,108
Table 4.3 Composition of the splits used for the Inter-Dataset OOD Detection. In this
setting the task consists of discriminating among the two datasets, therefore one of
them in considered entirely ID and the other as OOD. Common classes are removed
from ImageNet.

spanning a large number of diverse categories that are closer to the target distribution
if compared to those in the baseline dataset. In this setting, the OOD dataset is
ImageNet-1K, specifically the ImageNet Large Scale Visual Recognition Challenge
from 2012 [196], which includes 1.2 million training images from ImageNet and
50,000 validation samples collected from Flickr, spanning 1,000 categories. Common
classes between ImageNet-1K and Places365-Standard are identified and removed,
resulting in a 32 common categories removal. The validation split of Places-365 is
maintained as the ID set, while the OOD samples are collected from the training set
of ImageNet via stratified random sampling on all classes (except for those shared
with Places365), until the cardinality of OOD and ID examples are equal. Refer to
Table 4.3 for the details on the dataset composition.

WordNet ImageNet The Inter-dataset setting disregards the fact that categories
from ImageNet-1K and Places365, while technically different concepts, may be
highly correlated from a semantic point of view. In this case, a classifier trained on
Places365 may yield entirely reasonable predictions, and thus it would be advisable
to consider such samples as part of the ID distribution.
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In addition, many categories can represent synonyms or subsets of ID concepts.
Scene classifiers often rely on detecting objects within an image that are typically
associated with a particular category. For example, an image of an empty room can
still be classified as a "bedroom" if the room layout, wall color, and other contextual
cues are consistent with a typical bedroom. However, the "bed" object will be present
inside a "bedroom" scene in the vast majority of cases. By extension, the same image
may be categorized as "bedroom" in Place365 and "bed" in ImageNet, and both
classification should be considered appropriate, whereas in the standard Inter-dataset
setting the "bed" class would be considered as OOD and "bedroom" as ID. Therefore,
some categories from the ImageNet dataset should not be considered entirely OOD
even if they are not included in the classes from Places365.

To select a suitable split, a reliable and objective method for measuring similar-
ities between classes is proposed. The WordNet lexicon [132] can be used to link
categories from different datasets by analyzing how these words are connected by
semantic relations. WordNet groups nouns, verbs, adjectives, and adverbs into cogni-
tive synonym sets (synsets), which express distinct concepts. Synsets are linked by
conceptual-semantic and lexical relationships, making it easy to identify synonyms.
Other types of relationships, such as hypernymy-hyponymy, where one synset is a
more specific version of another, and holonymy-meronymy, where the meronym is a
part of the holonym, are also considered in the proposed approach.

To compute similarity metrics between ImageNet-1K categories and Places365
classes, the concepts of Places365 were mapped onto WordNet synsets. While
most of the mapping was automated, manual intervention was required for some
scene labels that were not included in a WordNet synset. Since Places365 labels are
constituted of words and not synsets, a single ID class could be correctly associated
with more than one WordNet concept. To choose the best matching concepts between
multiple possibilities, a distance metric between semantic concepts was necessary.
Pedersen et al. [197] implemented six metrics for similarity measurement using
WordNet, including Path (a baseline metric equal to the inverse of the shortest path
between two concepts), Leacock-Chodorow [198], Wu-Palmer [199], Resnik [200],
Lin [201], and Jiang-Conrath [202]. The first three metrics mainly depend on the
shortest path among nodes of the concept tree, while the latter ones involve the
information content of the nodes. The information content is obtained empirically
by computing the frequency of a given word in a large collection of texts (a corpus)
and can be referenced by similarity formulas. For each class in ImageNet, distances
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WordNet ImageNet T40 (val/test)
ID classes OOD classes ID samples OOD samples

Places365-Standard (val) 365 0 18,250 0
ImageNet (train) 56 944 2,800 21,332

Total 421 944 21,050 21,332
WordNet ImageNet T45 (val/test)

ID classes OOD classes ID samples OOD samples
Places365-Standard (val) 365 0 18,250 0

ImageNet (train) 90 910 4,500 22,750
Total 455 910 22,750 22,750

WordNet ImageNet T50 (val/test)
ID classes OOD classes ID samples OOD samples

Places365-Standard (val) 365 0 18,250 0
ImageNet (train) 140 860 7,000 25,560

Total 505 860 25,250 25,560
Table 4.4 Composition of the WordNet ImageNet datasets

from all previously identified synsets of Places365 were computed using the six
aforementioned metrics. The closest synset was selected by taking the maximum
value of the similarity score, separately for each metric, and min-max scaling it
between 0 and 1 afterwards. After evaluating the scores, path-based metrics were
found to perform better in identifying common categories and to adhere better to
expectations. To account for all of them with a single score, an average of the three
path-based metrics (Path, Leacock-Chodorow, and Wu-Palmer) was used as the final
metric of similarity. Three threshold values of 0.40, 0.45, and 0.50, determined
experimentally, were proposed for discretization between ID and OOD labels. The
resulting datasets are described in Table 4.4.

FACETS OOD Detection T1 and T2 To better represent real-world data and
focus on semantic content the ImageNet and SUN397 datasets were manually an-
notated, starting from three different datasets, with the goal of assessing whether
each individual class can be considered ID or OOD w.r.t. the source distribution
of Places365. The validation split of Places365-Standard was maintained for ID
samples as it is considered the most reliable option due to its shared database with
the training set. On the other hand, SUN397 [203] was added to the composition
of the last two datasets for both ID and OOD data. This dataset is a subset of the
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Scene UNderstanding (SUN) database and contains 108,754 images categorized
into 397 classes. The SUN397 dataset has a strong connection with Places365, with
294 classes being shared between the two datasets, and some others being similar.
Incorporating SUN397 into the composition of the datasets enabled the gathering
of more samples from a different data source for the categories belonging to the
ID distribution. This strengthened the evaluation capabilities of these datasets in
terms of generalization. However, not all of the non-shared categories can be clearly
considered OOD, and manual inspection is required to identify and match similar
classes. Labelling operations of this kind are risky and can potentially introduce
biases or adversely affect the performance of the detector. To mitigate this problem,
classes in SUN397 are not assigned a binary label but instead given an OODness
value ranging from 0 to 3 based on the following criteria:

• 0: classes from that appear in Places365 with the exact same label

• 1: classes that are semantically close to a class from Places365

• 2: classes which tend to include features typical of one or more ID classes

• 3: the remaining categories

The availability of fine-grained labelling enables experimentation with different
dataset configurations. Two main versions of the dataset were investigated: T1, in
which classes labelled as 0 or 1 are considered ID while 2 and 3 are considered OOD,
and T2, where 0, 1 and 2 classes are considered ID and categories labelled as 3 are
considered OOD.

In contrast, each category in ImageNet-1K is manually given a binary OODness
label of 0 or 1, with classes that appear in Places365 or represent objects typically
associated with a scene from the target dataset being assigned the label 0 (ID), 1
(OOD) otherwise. The choice of the threshold for the classes of SUN does not affect
the way ImageNet classes are considered. The statistical properties of datasets T1
and T2 are reported in Table 4.5.

4.3.4 Preliminary Analysis

In the considered research setting, the underlying motivating question is not necessar-
ily whether ImageNet-1K samples can be distinguished from Places365 images, but
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FACETS OOD Detection T1 (val/test)
ID classes OOD classes ID samples OOD samples

Places365-Standard (val) 365 0 18,250 0
SUN397 319 78 46,851 7,530

ImageNet (val) 356 644 8,900 16,100
ImageNet (train) 0 644 0 50,232

Total 1,040 1,366 74,001 73,862
FACETS OOD Detection T2 (val/test)

ID classes OOD classes ID samples OOD samples
vv heightPlaces365-Standard (val) 365 0 18,250 0

SUN397 351 46 49,827 4,554
ImageNet (val) 356 644 8,900 16,100

ImageNet (train) 0 644 0 56,606
Total 1,072 1,334 76,977 77,260

Table 4.5 Composition of the FACETS OOD detection dataset

rather whether incorrect or misleading outputs can be discriminated from plausible
predictions, irrespective of the specific set of labels used to annotate the dataset. As
a preliminary step to better characterize the behaviour of scene classifier (Resnet50
pre-trained on Places365), as well as the datasets introduced in Section 4.3.3, the
network predictions were analyzed to understand if specific or consistent patterns of
misclassification emerged. The analysis was conducted on the OOD Detection T1
dataset, including examples from both ImageNet and SUN.

Top-5 accuracy is the most common metric used on Places-365. However,
when dealing with potentially OOD samples, classification accuracy cannot be
applied because the target label sets are generally different from the predicted labels.
Therefore, to obtain a similar measurement for OOD detection datasets, a slightly
different approach must be followed. Specifically, the present analysis deals with
the question "how similar is the predicted class to the correct one?". To address this
question, a strategy similar to the one used to label the WordNet-ImageNet datasets
is adopted, which involves exploiting semantic similarity between class labels.

Similarly to the mapping procedure described in Section 4.3.3, a mapping was
performed for SVHN and SUN397 datasets to ensure methodological consistency.
Only one class is available for SVHN, and it was manually mapped to digit.n.01. For
SUN397, the associations were performed in a partially automated way, following
the same procedure used for Places365. This process was eased by the large number
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of shared classes between the two datasets, allowing to re-use 294 out of the 397
required mappings, as these categories are shared with Places365. Algorithm 3
shows how the similarity score was calculated given the ground truth class and
the predicted class, using the average among Wu-Palmer and Path similarity as the
metric. Other similarity measures were discarded due to their unbounded nature,
which could make them prevail over those limited between 0 and 1.

Algorithm 3 Prediction similarity computation
Require: ground truth class gt_label, predicted class pred_label

gt_synsets← get_synsets_ f or_class(gt_label)
pred_synsets← get_synsets_ f or_class(pred_label)
max_sim← 0
for s1 ∈ gt_synsets do

for s2 ∈ pred_synsets do
sim← Wu_Palmer_similarity(s1,s2)+path_similarity(s1,s2)

2
if sim > max_sim then

max_sim← sim
end if

end for
end for
return max_sim

The newly defined scoring function was utilized to conduct multiple aggregated
measurements aimed at evaluating the behavior of the pre-trained model. The
average similarity between the ground truth labels of each OOD sample from the
original dataset and the predicted classes from the classifier trained on Places365 is
reported in Fig. 4.5. The plot is restricted to the 10 best/worst performing classes
for visualization purposes. Interestingly, no class from the Places365 validation set
appears among the top 10 best performing categories, underlining a strong semantic
similarity between SUN and Places365 categories. ImageNet classes are in general
the ones which perform the worst, as the semantic similarity between an object and
its background is usually low.

Likewise, the 10 best/worst ID classes (i.e., from the Places365 dataset) based
on the average similarity between the predicted ID label and the ground truth are
presented in Fig. 4.6. As an example, the conference_room class from Places365
shows a high similarity w.r.t. the ground truth labels of the samples that were
assigned such label, meaning that the model is assigning to OOD samples a category
that is semantically near to the ground truth. In general, it appears that indoor and
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Fig. 4.5 Average semantic similarity between the ground truth category and the
predicted ID labels, as computed on the validation split of the FACETS OOD
Detection T1. SUN ground truth labels (sun prefix) are generally semantically
similar to the predicted ID class if compared to ImageNet ground truth labels (in
prefix).

man-made environments are more likely to be assigned plausible labels whereas the
same is not true for natural scenes. There could be several explanations for such a
phenomenon: artificial settings may be less ambiguous in terms of labelling with
respect to landscapes, in which multiple categories could be represented (e.g. hill,
sky or forest).

An additional way of visualizing the current network behaviour without relying
on the described similarity metric is to model relationships as a directed graph. Each
class is therefore represented as an independent node, and an edge going from node a
to node b indicates that at least one image belonging to class a was predicted as class
b. The analysis of graphs can represent a powerful technique to spot macroscopic
tendencies in the classification. In order to incorporate the additional information of
frequency and relevance of every association, the weight of each edge in the graph
was assigned to represent the strength of the bond between the two nodes. Given a
set of predictions {(yi, ŷi,oi)}N

i=1, where a sample belonging to class yi is predicted
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Fig. 4.6 Average semantic similarity between the and the predicted ID labels, and
the OOD ground truth classes, as computed on the validation split of the FACETS
OOD Detection T1. Man-made environments seems to be less ambiguous and are
most likely to be semantically similar to the OOD ground truth classes.

as class ŷi with an OOD score oi, the the weight of the edge from node a to node b
has been computed as:

wab =
∑

N
i=11[yi = a, ŷi = b]oi

∑
N
i=11[yi = a]

In particular, wab represents the sum of the prediction scores scaled by the number
of samples of the true class.

However, the raw graph for FACETS OOD Detection T1, obtained using MSP
as OOD detection score, is very large, including 1,760 nodes and 41,397 edges.
Several pruning operations were performed to remove uninformative information,
such as obvious links (correct classifications, obviously ID categories, etc.) and noise
(rare and low-scored associations), in order to allow for easier niche inspections
of the graph. This was achieved by filtering self-loops (correct classifications that
are not informative for OOD detection), as well as any other link among obviously-
ID samples. For this reason, edges whose source node belongs to Places365 (val)
were removed and the remaining ones always have source and destination class
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belonging to different datasets. Several other associations could easily be identified
as correct, such as links among classes that have the same name (e.g. sun:/f/fountain,
in:fountain and places:/f/fountain) and thus removed. Finally, edges with low weight
were filtered out, as they were likely not carrying any useful information while
significantly increasing the complexity of the graph. On top of these operations,
nodes whose updated degree is zero were removed. The resulting graph (reported
in Fig. 4.7), visualized using the open source software Gephi [204] is considerably
smaller, having 989 nodes and 1022 edges. In the pruned version of the graph,
several isolated clusters, representing independent semantic groups were identified
and are reported in Fig. 4.8.

Secondly, several edges with a large weight emerged from the inspection of the
graph. Many of them represent links that were somehow neglected by the simple
algorithm used for matching class names. For instance, an underscore instead of a
white space or a different word order are the sufficient conditions for two classes to
be considered different (see Fig. 4.9).

Several others groups model meronym-holonym or scene-object relationships,
which are not easily captured by the WordNet similarity metrics largely adopted in
this work. Some examples are observable in Fig. 4.10.

Additionally a large cluster, mainly composed of classes representing animals,
can be identified by inspecting the graph. The two nodes that tend to draw a
large portion of the arrows are veterinarian_office and underwater/ocean_deep,
respectively for terrestrial and aquatic species. Other categories that appear to be
frequently selected as output when classifying animals are: aquarium, field/wild,
watering_hole, lawn, kennel/outdoor, pet_shop, tundra and rainforest. While all of
the previous are acceptable scenes for an animal, and very often the species matches
the habitat, the strength of some relations suggests possible network biases. The
fact that most dogs and domestic species are associated with veterinarian_office or
kennel while their typical environment should be a house or a garden suggests that
the model is likely to classify most scenes where a pet is present without focusing
enough on the background, possibly due to the significantly larger presence of pets
in veterinarian_office with respect to the other classes in Places365.

Finally, undesirable behaviour emerge from clusters of unrelated concepts.
Fig. 4.11 represents two clusters which are very likely originated by visual rather
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Fig. 4.7 Pruned version of the original graph, with no Intra-Dataset, obviously correct
nor noisy edges. Width and darkness of a link are proportional to the weight. Each
node’s position is determined by applying the ForceAtlas2 algorithm for graph
visualization [205].
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places:/o/ocean

places:/w/wave

places:/c/creek

places:/m/mountain_snowy

places:/i/ice_skating_rink/outdoor

places:/s/swimming_pool/indoor

places:/s/snowfield

places:/s/ski_slope

sun:/m/mountain

sun:/o/ocean

sun:/s/ski_resort

sun:/s/ski_slope

in:bathing cap

in:ski

in:valley

in:dogsled
in:snowmobile

in:grey whale

Fig. 4.8 Examples of isolated clusters consisting of few nodes.

places:/s/shoe_shop

places:/h/home_theater

places:/c/carrousel

places:/o/office_cubicles

places:/h/home_office

sun:/o/office

sun:/c/cubicle/office

in:television

in:screen

in:running shoe

in:home theater

in:monitor

in:Loafer

in:clog

in:carousel

in:plane

in:desktop computer

in:cowboy boot

in:shoe shop

in:desk

in:sandal

Fig. 4.9 Examples of strong edges between classes representing the same concepts
with slightly different names. The underscore prevented shoe shop and home theater
to be paired with their counterparts, whereas different wording or spelling were
responsible for mismatches in the case of cubicle/office and carrousel.
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places:/c/campsite

sun:/t/tent/outdoor

in:sleeping bag

in:yurt

in:mountain tent

places:/c/church/indoor

places:/l/living_room

places:/t/throne_room

places:/c/church/outdoor

sun:/a/abbey

sun:/a/apse/indoor

sun:/b/basilica

sun:/c/cathedral/indoor

sun:/c/cathedral/outdoor

sun:/p/pulpit

sun:/p/parlor

sun:/s/synagogue/indoor

in:vault
in:altar

in:throne

in:organ

in:church

places:/r/recreation_room

sun:/g/game_room

sun:/c/casino/indoor

sun:/p/poolroom/establishment
sun:/p/poolroom/home

in:pool table

Fig. 4.10 Examples of strong edges between different concepts, linked by meronym-
holonym and similar relationships.

than semantic similarity: towers, lighthouses and telescopes are grouped due to their
similar shape despite their different use.

Fig. 4.11 Examples of network biases that affect classification results.

Features Extraction Examining the computed features at different layers in the
network can also be useful for interpreting the performance of OOD detection
techniques. To this extent, the validation splits of the datasets were chosen to perform
a visualization of the features, as extracted by the pre-trained model at several
layers. The visualization of the features was done using the T-SNE technique on a
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random sample of 10,000 observations. Fig. 4.12, 4.13 and 4.14 show the resulting
distributions for some of the datasets considered. The remaining ones are omitted
for simplicity. As expected, the baseline setting presents a clear distinction between
ID and OOD data at most network levels, thanks to the different characteristics of
the two adopted datasets. The remaining OOD detection settings are significantly
harder, as all samples depict real-world objects or scenes and are highly interleaved
in feature space.

Fig. 4.12 T-SNE visualization of the features extracted from the Baseline dataset at
different network layers.
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Fig. 4.13 T-SNE visualization of the features extracted from the Inter-Dataset OOD
Detection dataset at different network layers.

4.3.5 Experimental Settings

In this section, the implementation and evaluation of the selected OOD detection
techniques is detailed.

ODIN and OODL Evaluation Although the original ODIN paper provides hyper-
parameter values that best suit the ODIN technique on the analyzed datasets [171],
these values may differ from the ideal ones for the network and data used in the
current work. Therefore, a validation procedure was conducted to determine the
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Fig. 4.14 T-SNE visualization of the features extracted from the FACETS OOD
Detection T1 dataset at different network layers.

optimal set of values for ε and T . Each hyperparameter was varied while keeping
the other one fixed. Specifically, ε was tested on linearly spaced values in the range
[0.0002, 0.004] with step 0.0002. On the other hand, T was chosen from the set of
values {2, 5, 10, 20, 50, 100, 200, 500, 1000}. Experimental results (see Fig. 4.15)
demonstrate the effectiveness of temperature scaling for OOD detection, even though
the performance did not improve for high values of T . This is not true for the
perturbation magnitude, as performance appeared to consistently worsen with an
increase in the value of ε , with the exception of the Baseline dataset. This difference
may be attributed to the nature of the Baseline dataset. As the dataset is composed
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of Far-OOD samples, it is likely that the OOD samples are already far from regions
where the softmax is very high and are marginally affected by input preprocessing.
Conversely, if an input sample is very similar to the ID classes, its gradient could
be highly influenced by the presence of several local maxima. The perturbed point
might end up moving in the wrong direction or overshooting the desired region.
Furthermore, none of the selected values for the hyperparameter ε outperformed the
setting where no input preprocessing was used.

Fig. 4.15 ODIN validation procedure. AUROC of the OOD detection performance
when varying the temperature T and the ε hyperparameters.

In the following set of experiments, three different methods derived from the
ODIN algorithm will be considered. The first method is called TS (Temperature
Scaling), which will be evaluated in isolation. The best hyperparameters combination
resulting from the previous validation procedure will be used, which are T = 1000
and ε = 0. The second method is the full ODIN algorithm with the parameters
selected by its authors and commonly used in literature, which are T = 1000 and
ε = 0.0014. This method will be tested for comparison purposes. The third method
is a mixed solution named IP TS MLV (Input Preprocessing, Temperature Scaling,
Max Logit Value). This approach combines MLV with ODIN by using the maximum
logit of the perturbed sample, scaled by the temperature parameter T = 1000, as the
OOD detection score. The preprocessing magnitude is ε = 0.0014.
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OODL requires a more complex procedure in order to be adapted to the dataset
and model it will be evaluated on. Two main steps can be identified: learning a
decision function and applying it to the model. The original OODL paper [194] does
not provide any detailed information on how the detector is implemented, besides
the choice of the One-Class SVM and the presence of the hyperparameters k (the
chosen kernel function) and ν (fraction the allowed training errors). The official code
( [195]) reveals that these hyperparameters are fixed to ν = 0.001 and k = ’RBF’.
The other hyperparameters of the OODL implementation are the followings:

• Average: parameter of the SGDOneClassSVM, when True averages the model
coefficients over different calls to partial_fit instead of replacing older ones.
Values assumed: {True, False}

• Kernel Approximator: the function used in order to approximate a Radial
Basis Function, required in order to apply the kernel trick to the otherwise
linear SGDOneClassSVM. Values assumed: {’Nystroem’, ’RBFSampler’}

• γ: parameter of the RBF kernel, needed by both the aforementioned approxi-
mators. Its value is fixed to the reciprocal of the number of features, the same
solution implemented as ’auto’ in OneClassSVM.

• ν: parameter of SGDOneClassSVM, fixes the ratio of training samples that
can be incorrectly classified, selected among {0.01, 0.1, 0.5}.

For each of the 12 possible sets of hyperparameters values a Support Vector
Machine is trained and tested on the features extracted by specific layers of the
model on the validation dataset. Eventually, the model yielding the highest AUROC
is selected and returned as the resulting classifier. To this extent, it is required to
determine the layer from which features are extracted. AUROC scores for each layer
were evaluated experimentally and are reported in Fig. 4.16. The optimal OOD
detection layers, together with the hyperparameters of the corresponding OCSVM
were collected for each dataset. Results are shown in Table 4.6.

These results are in accordance with two findings from [194]: the optimal layer
tends to be one of the early modules of the network, as deeper ones are more focused
on class separation, and does not depend on the choice of the OOD dataset. Both of
these properties are preserved when moving from the small datasets tested by the
authors to more complex ones such as ours, the only exception being the baseline.
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Fig. 4.16 OODL validation AUROC for each candidate layer.

OOD Dataset Layer Average Kernel approximator ν γ

Baseline 22.0 False Nystroem 0.5 0.0078125
InterDataset OOD Detection 15.1 True Nystroem 0.01 0.0078125

WordNet ImageNet T40 15.1 True Nystroem 0.01 0.0078125
WordNet ImageNet T45 15.1 True Nystroem 0.01 0.0078125
WordNet ImageNet T50 15.1 True Nystroem 0.01 0.0078125

FACETS OOD Detection T1 15.1 True Nystroem 0.01 0.0078125
FACETS OOD Detection T2 15.1 True Nystroem 0.01 0.0078125

Table 4.6 OODL Validation results

Evaluation and metrics The aforementioned methods for OOD detection, with the
hyperparameters and configuration resulting from the validation step, were evaluated
on the test splits of the datasets described in Section 4.3.3. The results of the OOD
detection are reported by means of three scoring functions, namely FPR@95TPR ↓,
Detection Error ↓ and AUROC ↑. The arrows describe whether a higher (↑) or lower
(↓) value is an indicator of a higher performance.

4.3.6 Results

Performance of the selected OOD detection techniques are shown in Table 4.7, and
the best score for each dataset is highlighted in bold.
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FPR@95%TPR ↓ / Detection Error ↓ / AUROC ↑

MSP TS MLV ODIN IP TS MLV OODL

Baseline 22.36/13.68/94.79 4.50/ 4.75/99.02 4.50/ 4.74/99.02 10.34/ 7.67/97.82 10.34/ 7.67/97.82 0.37/ 1.61/99.81

InterDataset OOD Detection 86.85/45.91/64.40 79.69/42.34/69.79 79.67/42.33/69.79 84.43/44.72/65.73 84.46/44.72/65.74 80.83/42.92/71.30

WordNet ImageNet T40 87.22/46.11/63.99 81.28/43.14/68.91 81.27/43.14/68.91 85.27/45.13/64.84 85.26/45.13/64.85 82.06/43.53/70.93

WordNet ImageNet T45 87.64/46.32/63.44 82.16/43.58/68.05 82.15/43.58/68.05 86.44/45.72/63.80 86.43/45.71/63.81 83.19/44.09/70.24

WordNet ImageNet T50 88.66/46.83/62.28 85.30/45.15/66.29 85.30/45.15/66.29 88.14/46.56/62.30 88.14/46.56/62.30 85.37/45.18/69.54

FACETS OOD Detection T1 82.64/43.82/69.56 74.19/39.60/75.87 74.19/39.59/75.87 79.11/42.05/72.39 79.10/42.05/72.40 82.24/43.62/67.49

FACETS OOD Detection T2 82.44/43.72/69.83 74.01/39.51/76.38 74.02/39.51/76.38 78.92/41.96/72.70 78.93/41.96/72.70 81.49/43.25/68.43

Table 4.7 OOD detection results: the best score is highlighted in bold. Specif-
ically, for each dataset, the OOD detection techniques that score the smallest
FPR@95%TPR, the smallest detection error, and the largest AUROC are high-
lighted. If multiple techniques have equal performance, both scores are highlighted
in bold.

Differences among datasets are evident: most methods are able to deal with
the Baseline providing good results, but struggle as the complexity of the problem
increases. The first sharp decrease is observable when moving to InterDataset OOD
Detection, as even the basic statistics of ID and OOD images start to become very
similar. The need for discrimination based on the semantic content further affects
the ability of the model to detect outliers, as proven by the worse performance on the
WordNet ImageNet datasets. This is even clearer when an additional data source and
more categories are added, such as with FACETS OOD Detection datasets. These
behaviours are particularly evident from the scores achieved by OODL, considering
it is the only method to rely on a decision function which is specifically trained on
each dataset.

The MSP technique proves to be a solid baseline, but is generally outperformed
by more complex solutions. Test results confirm the disadvantage for methods
relying on input perturbation: ODIN and IP TS MLV do not improve over their
basic versions, TS and MLV. OODL appears to be a suitable solution for simpler
datasets, especially in terms of AUROC. Classifier-based scores such as TS and
MLV, however, tend to largely outperform the SVM on the FACETS OOD Detection
datasets, providing even better results with respect to simpler benchmarks like
WordNet ImageNet.

The difference with respect to the adopted method could be due to the difficulties
faced by SVMs when the required decision boundary becomes very complex, while
the one with respect to WordNet datasets is likely to be a consequence of the manual
labelling: it is possible that some of the labels pander to existing network biases,
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rewarding it for its mistakes rather than applying penalties. For instance, most of
the categories representing aquatic animals and fishes in ImageNet are considered
ID in the manual labelling procedure, as they are typically depicted in environments
like ocean_deep, aquarium or coral_reef, which are represented in Places365. At
the same time, since these species are usually associated with the aforementioned
scenes, the classifier might tend to use them as a shortcut to identify them. As a
consequence, test images representing one of these animals in an unusual context or
on a blank background are wrongly labelled as ID, but are likely to be given high
scores by softmax and logit-based methods. This is considered to be a correct OOD
detection result and improves the performance metrics accordingly, however it is the
effect of both the ground truth label and the classifier output being wrong.

Finally, the reliability and robustness of the model pre-trained on Places365 in
rejecting strongly misclassified ID samples was investigated. An important factor in
the choice of a method over the others can therefore be the performance in detecting
ID data, labelled with the negative class when wrongly classified and with the positive
when assigned to the correct category. Results are reported in Table 4.8.

FPR@95%TPR ↓ / Detection Error ↓ / AUROC ↑

MSP TS MLV ODIN IP TS MLV OODL

76.33/40.66/77.74 81.92/43.45/70.84 81.91/43.45/70.84 81.83/43.41/71.23 81.84/43.41/71.23 96.40/49.97/47.24

Table 4.8 Misclassification detection results on Places365-Standard (val)

While MSP was proven to be suboptimal when used for OOD detection, it is by
far the best of the evaluated methods in the misclassification detection scenario. The
softmax approach can in this case benefit from the lack of unknown categories, which
means that its main hypothesis (the closed world assumption) is met. Indeed, the
normalization step forces the total probability of the output classes to be 1, enhancing
the confidence estimates for ID samples although disregarding any additional concept
and negatively affecting OOD detection capabilities. Methods specifically designed
to identify outliers do not shine in this setting, especially OODL which was trained
in a discriminative way using a different kind of labelling. It is then predictable
(and desirable) for it to be so far from MSP in terms of performance, even achieving
sub-random AUROC scores.
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4.3.7 Discussion

As shown by [175], different OOD detection techniques do not behave consistently:
each of them might be better suited for a given type of dataset and not able to
generalize to every possible novel distribution. In particular, distance-based methods
are effective on outliers that are far from the ID data, while softmax-based ones
are better when OOD samples are close to the decision boundaries. This kind of
behavior can be observed on the custom datasets (Table 4.7): the one-class SVM
outperforms the remaining techniques on the Baseline dataset, which presents well-
separated clusters (Fig. 4.12). However, it starts to struggle when ID and OOD data
are overlapped (Fig. 4.14).

Several past works have addressed issues that are combined in the setting un-
der consideration: large datasets [178], real world images [177], large number of
classes [180], high inter-category similarity and semantic content as OOD detection
criterion [181]. The overlapping of different problems is likely to have been the
main cause of misalignment between the results and previous findings. For example,
with respect to ODIN, it was demonstrated that input preprocessing had a negative
impact on most of the datasets in this study, while being beneficial for the Baseline
and the approach used in [171]. On the other hand, although heavily modified from
its original implementation, OODL [194] matched the expectations by confirming
the intuitions that motivated its authors and by outperforming ODIN in most OOD
detection occasions, especially in terms of AUROC. Despite the fact that the results
obtained in the study are significantly worse than what is typically achieved by the
same methods on simpler datasets, they are still better than those obtained by [178]
in a very similar scenario: Table 4.9 compares the AUROC scores for Inter-Dataset
OOD detection (Places vs ImageNet).

Current Work Roady et al. [178]
ODIN OODL ODIN OCSVM
65.73 71.30 49.9 62.4

Table 4.9 Comparison of AUROC scores for ODIN and OCSVM applied to the
Places vs ImageNet task (Inter-Dataset OOD Detection), as reported by [178] and
in this study. Although the dataset was inspired by [178], it is important to note
that the implementation of both the dataset and the detection techniques differs. For
instance, Places365 was adopted as the ID, while Places434 was originally used by
the authors.
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4.4 Concluding Remarks

Dataset drift, or changes in the distribution of the input data, is a common and
challenging problem in the field of ML and DL applications [153]. These changes
can significantly degrade the performance of ML/DL models, making it difficult
for practitioners to adopt these blackbox models in practical settings. One cost-
effective solution for addressing dataset drift is the detection of changes in the
incoming data distribution, which can be achieved by monitoring the distribution of
features learned by the model itself [170, 163]. This approach is computationally
efficient, easy to deploy, and does not require continuous labeling of data. The case
study described in this work demonstrates that there is a strong correlation between
performance degradation and the distance from a reference feature distribution. It
was found that stronger performance deviation corresponds to larger distances [155].
Future work will involve extending the comparison to different types of CDTs with
the aim of further improving the detection accuracy, as well as investigating the
generalizability of this approach to different models and applications under more
complex drift patterns and scenarios. These findings have practical implications for
MLOps [170, 163]. The proposed strategy is readily applicable to models that are
developed in-house and to open-source implementations. However, many companies
rely on models that are trained by third-party and commercial providers, which do
not typically enable access to inner model features for various reasons, including
intellectual property concerns [155]. In such cases, end-users of blackbox models
could resort to training an auxiliary model, such as an auto-encoder [170, 163],
to learn the data distribution before or when the model is put in production. It
should be noted that this approach incurs additional costs and the features learnt by
auxiliary models could differ from those learnt by the prediction model. Finally, it
was also found that the use of synthetic data has the potential to be a powerful tool
for benchmarking concept drift detection algorithms and tailoring them to specific
use cases [155].

The work presented in the second part of the Chapter focused the problem of
OOD detection applied to a scene classifier pre-trained on Places365, evaluating
several techniques commonly adopted in past literature. The main difference with
respect to previous comparisons lies in the selection of benchmarks: the most
common choices in literature, such as CIFAR10, CIFAR100 or TinyImageNet, have
been evaluated as not sufficiently representative of a realistic scenario and were thus
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superseded by custom datasets. Similarly to [181] and [182], the focus was brought
to the semantic content of the images rather than their appearance or the source they
were taken from. Differently from their approach of manually selecting images or
categories that are not at risk of semantic ambiguity from a subset of the original data,
each class was labeled as ID or OOD, taking into account the entirety of the data.
Furthermore, the feasibility of automating this operation was evaluated using the
WordNet database and concept similarity, leading to the three WordNet-ImageNet
datasets.

Some experimental choices were driven by practical convenience or constraints:
for instance, the focus on OOD detection techniques that do not require re-training
the classifier was motivated by the opportunity to use pre-trained models made
available by third-parties. However, significant room for future developments is
open. The main limitation of the proposed experiments is the adoption of a single
ID distribution and model. Testing the same procedure on a different setting would
strengthen and complement the results. When defining the datasets on which the
analysis was carried out, aiming to develop a more fine-grained labelling than the
typical ones (which are based on the data source), each class was declared ID or
OOD. While this is clearly a step in the right direction, it is far from being optimal.
Especially when dealing with object-centric data, images belonging to the same
category might depict highly diverse scenes, meaning that some of them should
be considered ID and others OOD. For instance, a real-world picture of a chair
in a living room would be ID, while a chair on a blank background is obviously
OOD. Manually inspecting every image is not feasible, thus the operation must be
automated. Hendrycks et al. [206] proposed an adversarial procedure to separate
ID and OOD images, however this is likely to introduce a strong bias that prevents
the same network to be used at test time. A possible alternative would be to run an
image captioning model and later measure the distance between the captions and the
ID labels. To measure instead the distance among concepts, the change that would
improve the most the results of this work is probably the selection of a better metric
with respect to the synset similarity that was adopted. As already discussed, similarity
is not able to model several types of semantic relationship which are instead highly
relevant when assessing closeness between ideas. Improving the distance metric will
have consequences on the labelling of WordNet-ImageNet datasets, on the Prediction
Similarity values and on the comparisons between concept closeness and output
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OOD scores. Additional benefits could come from testing other OOD detection
methods, as well as investigating an ensemble of metrics.



Chapter 5

Conclusions

This document outlines research conducted during my Ph.D. path aimed at develop-
ing innovative solutions to enhance the robustness and interpretability of AI in the
field of CV. Specifically, novel data-centric approaches are presented to preprocess,
maintain, and monitor data quality, as well as extended methods for model inter-
pretability to offer more comprehensive and user-friendly explanations. Providing
more reliable and interpretable AI models can pave the way for wider adoption and
implementation of AI technologies in various industries, potentially leading to signif-
icant advancements and improvements. Ensuring the trustworthiness of AI models
can help mitigate the risks associated with biased or erroneous decision-making, en-
hancing their credibility and acceptability. Ultimately, advancing the state-of-the-art
in data-centric solutions for AI can unlock the full potential of this transformative
technology while maintaining a high level of accountability and transparency.

The content of this document has been organized to reflect the stages of a typical
DL pipeline, with each part building upon the previous one to achieve a more
robust and interpretable AI model. The first part focuses on data preprocessing and
domain understanding; this is a crucial step that involves collecting, cleaning, and
labeling data to ensure its quality and reliability. Moving on from data preprocessing,
the next stage involves applying XAI to gain a better understanding of the inner
workings of the AI model, understand its strengths and weaknesses, and improve its
interpretability. Finally, the last part of the pipeline involves data monitoring, which
is an essential aspect of maintaining the quality and reliability of AI models. With
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the increasing complexity of AI models and the vast amount of data that they operate
on, it is critical to monitor the model’s performance continuously.

Chapter 2 explored the integration of causal models in DL as a data-centric
systematic approach to document and identify potential dataset biases that could
affect the training and deployment of neural networks [28]. The methodology was
applied to a real-life example from an industrial research project, demonstrating
the potential benefits of using causal diagrams to model datasets. The suggestion
put forth in this study is therefore a best practice to mitigate or avoid the presence
of biases in the data, and may be adopted by practitioners in various domains to
improve the robustness of trained models. The case study supports the potential
benefits of causal analysis in improving the performance and generalization ability
of trained models.

In Chapter 3, two studies on the topic of XAI were presented: iNNvestigate-
GUI [97] and HOLMES. The iNNvestigate-GUI tool provides an interactive ap-
proach for analyzing and comparing the behavior of multiple DNNs using visual-
ization methods. A user study showed that the tool is user-friendly and effective
in identifying model behaviors and suggesting useful data samples for analysis.
HOLMES, on the other hand, offers detailed part-level explanations for image classi-
fication tasks, which is a significant advancement beyond the traditional label-level
heatmaps. The approach connects DNN models with a symbolic knowledge base,
such as an ontology, and captures concepts without constraining them to a single
computational unit. Results demonstrate that HOLMES performs better when con-
sidering a small number of parts for an object, and there is still much to explore in
terms of alternative components. The iNNvestigate-GUI approach and HOLMES
provide promising solutions to interpret the behavior of DNNs and enhance image
classification models with part-level explanations, respectively. These approaches
demonstrate the potential of XAI to improve the interpretability and reliability of
DL models, which is becoming increasingly important as these models are being
deployed in critical applications. The user study of iNNvestigate-GUI showed that
even non-expert users can effectively use the tool to analyze the behavior of DNNs.
HOLMES, on the other hand, offers valuable insights into how holonyms are learned
and stored within CNNs during and after the training phase, and connects DNN
models with a symbolic knowledge base. Despite the promising results of both
approaches, there is still much to explore in terms of alternative components. For
iNNvestigate-GUI, future research could investigate the effects of using the acti-
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vations of units from different convolutional layers to generate explanations. For
HOLMES, future research could explore more refined scraping algorithms, alter-
native perturbation techniques, and new strategies for selecting and filtering the
meronyms of an object. Overall, both the studies represent significant contributions
to XAI and provide a foundation for future research towards trustworthy AI.

Finally, in Chapter 4, two studies were presented focused on concept drift de-
tection [150] and OOD detection. The first study showed that the distance from a
reference feature distribution is strongly correlated with performance degradation,
suggesting that monitoring the distribution of features learned by the model itself is
a cost-effective solution for addressing dataset drift. However, the proposed strategy
is not readily applicable to models that are trained by third-party and commercial
providers, which do not typically enable access to inner model features. In such
cases, end-users of blackbox models could resort to training an auxiliary model to
learn the data distribution before or when the model is put in production. Moreover,
it was found that the use of synthetic data has the potential to be a powerful tool for
benchmarking concept drift detection algorithms and tailoring them to specific use
cases. The second study evaluated several techniques commonly adopted in literature
for OOD detection: the main difference with respect to previous comparisons lies
in the selection of benchmarks. Each class was labeled as ID or OOD, taking into
account the entirety of the data. Furthermore, the feasibility of automating this
operation was evaluated using the WordNet database and concept similarity, leading
to the three WordNet-ImageNet datasets. Despite being significantly worse than what
is typically achieved by the same methods on simpler datasets, the results obtained
are better than the ones obtained by Roady et al. [178] in a very similar scenario.

Both studies have limitations that should be addressed in future research. For
the first study, it is planned to extend the comparison to different types of concept
drift detectors to further improve the detection accuracy. Additionally, the aim is to
investigate the generalizability of this approach to different models and applications,
as well as more complex drift patterns and scenarios. For the second study, the
results support the hypothesis that more comprehensive and realistic benchmarks
are needed to evaluate the effectiveness of OOD detection methods, and that per-
class analysis can provide more realistic benchmarks than intra-dataset comparison.
These findings have practical implications for MLOps, as they provide cost-effective
solutions for addressing dataset drift and detecting OOD data. Overall, it is believed
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that the insights gained from these studies will contribute to advancing the research
on data-centric approaches towards robust and reliable AI.
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