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Abstract

Whatever the mission tasked to a satellite (observation of the universe, Earth moni-
toring, rendezvous and docking), it is crucial for its success that the satellite has the
proper attitude, i.e. the proper orientation in space. So, satellites have a dedicated
on-board system that is responsible for generating the desired attitude, estimating
the true attitude and controlling the actuators, to change the orientation in the desired
direction. This role is assigned to the Guidance, Navigation, and Control (GNC) sys-
tem, and it is clear from the description that the overall attitude error of a spacecraft
consists of both the estimation and control errors.

The main focus of this thesis is the design of an Attitude Control System (ACS),
whose requirements certainly depend on the space mission, but which usually pro-
vides a tree-axis stabilisation. Therefore, an ACS is usually required for both
manoeuvring from one desired orientation to another and maintaining the desired ori-
entation. Indeed, a space mission often involves multiple pointing modes. Moreover,
the space environment should be counteracted, to avoid deviation of the satellite
attitude during manoeuvres. For this reason, the attitude control algorithms devel-
oped in this thesis were designed to ensure both fast spacecraft manoeuvrability
and fine pointing accuracy. Since attitude dynamics is inherently non-linear and
characterised by uncertain parameters and unmodelled dynamics, robust non-linear
control techniques based on Variable Structure Control (VSC) with sliding mode are
considered for the ACS. Sliding Mode Control (SMC) offers high robustness against
external disturbances and parametric uncertainties, but it suffers from chattering, i.e.
high-frequency oscillations in the closed-loop dynamics. Therefore, techniques to
eliminate chattering are addressed in the controller design. In addition, real actuators,
i.e. reaction wheels, with limited actuating power are taken into account for the
application of the control torques calculated by the ACS. Therefore, the attitude
control algorithms are designed in such a way that the output of the control law does
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not overload the actuators, thus actuator saturations are avoided even considering
parametric uncertainties.

A further difficulty in tackling the design of the ACS is the flexibility of the
satellite’s structures. Indeed, modern spacecraft often have appendages with low
stiffness, so they do not behave like a rigid body. The coupling between the flexi-
bility of the structure and the attitude dynamics causes (I) vibrations of the flexible
bodies and (II) internal torques disturbing the attitude dynamics. To study these
effects, a three degree-of-freedom attitude dynamics simulator is constructed, with a
mathematical model that includes uncertainties on the inertia tensor and a coupling
matrix between the satellite’s attitude dynamics and the flexible dynamics of the
appendages. In addition, this simulator also includes the dynamics and saturations
of the actuators and is used to validate the control algorithms designed in the thesis
through numerical simulations.

Finally, the main outcome of this thesis is the development of an innovative
control algorithm by combining adaptive control techniques and SMC. First the
stability of the novel adaptive SMC algorithm is proven using Lyapunov functions,
and then it is tested within the attitude dynamics simulator through extensive nu-
merical simulations. The comparison between the results obtained with adaptive
SMC and classical SMC shows that the combined use of adaptive control and SMC
improves the robustness of the closed-loop system, the convergence speed and the
pointing accuracy. In addition, both classical SMC and adaptive SMC are applied
to a high fidelity simulator of the DEMETER spacecraft from CNES. In this case,
the algorithms are designed to replicate the switching control law implemented on
the real satellite, and the results show that the adaptive SMC developed in this thesis
project succeeds in avoiding actuator saturations and thus steering to zero the attitude
error of the DEMETER, while the classical SMC fails in this task.
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Chapter 1

Introduction

This chapter aims to introduce the topics addressed in the course of the doctoral
project described by this thesis. Since the key topic of the work performed is the
automatic attitude control for satellites, the importance of this task and also of
the on-board system that is called upon to perform it are first introduced. After
that, the close relationships between the automatic attitude control function and
other functions performed by spacecraft on-board systems are described. Next, the
problems a control designer faces in deriving automatic attitude control algorithm
for satellites are briefly introduced, and then the control techniques studied by the
scientific community in this field are presented. The introduction finally concludes
by presenting the outline of the thesis.

Addressing the problem of the orientation, or also named attitude, of a satellite
moving in space is crucially important in space missions. Indeed, a spacecraft
consists of a number of instruments which are required to be pointed in specific
directions for the space mission to be successful. These will include solar arrays to
point towards the Sun, thermal radiators to point towards deep space, antennas to
point towards ground stations, thrusters to point where thrust is desired, and of course
the payload pointing requirement that is the reason for the existence of the space
mission. Certainly, some of these instruments can benefit from pointing mechanisms
that allow them to move arbitrarily with respect to the satellite’s structure, but the
orientation of all of them is more or less constrained by the attitude of the satellite’s
main structure. Thus, based on both the assembly of these objects on the satellite
structure and the orbit designated for it, a specification for the orientation of the
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satellite structure will emerge.
Depending on the mission specification, either active control or passive stabilisation
of the attitude can be opted for. Passive attitude stabilisation is usually achieved
by providing gyroscopic stiffness to the satellite (spinning spacecraft, momentum
storage devices) or by exploiting the gravitational gradient (gravity-gradient stabi-
lization), and has the function of reducing the effect of orbital disturbance torques
by maintaining the satellite’s orientation around an equilibrium point. In contrast,
active attitude control uses actuators to perform attitude manoeuvres using a source
of energy. The actuators typically used for active attitude control are reaction wheels,
momentum wheels (that also provide gyroscopic stiffness), control moment gyros,
magnetic torquers, and thrusters.
It follows from what has just been said that when dealing with active satellite attitude
control, it is necessary to specify the desired orientation, determine the current
orientation of the satellite and then control the actuators so as to rotate the satellite
in the desired orientation. In space engineering, it is customary to group these three
tasks under the name of guidance, navigation and control (GNC) function. Specifi-
cally in the field of satellite attitude, the guidance function consists of determining
the desired orientation of the spacecraft, and then providing the reference for the
controller to follow. Instead, the navigation function refers to the determination,
at a given time, of the orientation of the spacecraft. To perform this task, firstly
the satellite is equipped with sensors capable of measuring the orientation of the
satellite with respect to a reference, e.g. Sun sensors, Earth sensors, star sensors,
magnetometers, and GPS antennas. Then, the navigation function consists of filters,
such as the Kalman filter, that merge these measurements and produces estimates
of the actual orientation of the satellite. Finally, the control function refers to the
algorithms that, based on both the actual and desired orientation of the spacecraft,
calculate the control torques required to orient the vehicle as desired. The control
torques are then physically applied by the actuation system, which consists of the
actuators seen above. The scheme in Figure 1.1 shows the typical architecture of the
GNC, schematising the connections between the three functions encompassed by
the GNC system and the links with the other satellite systems as described above.
The plant, which has not yet been mentioned, includes the attitude dynamics and
kinematics and orbital disturbances, and will be analysed in Chapter 2.
For the moment, the focus is on the GNC system, which deals with techniques
for determining the orientation of a spacecraft and then controlling it so that the
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Fig. 1.1 General GNC system architecture

spacecraft points in some desired direction. Within the GNC system, the tasks of
attitude determination and attitude control are obviously coupled from a practical
point of view, but the pointing requirements for most space missions have been
met by designing the attitude determination and control systems separately. This is
also the approach taken in this thesis, where the attitude control system (ACS) is
designed assuming that the orientation of the satellite is perfectly known, i.e. the
navigation function is omitted. In this way, the ACS takes in input the error between
the desired and actual orientation of the spacecraft and computes the control torque
through the control algorithms. Even with this simplification, the design of the ACS
encompasses several difficulties, including nonlinearity of the dynamic system, also
characterised by parametric uncertainties and unmodelled dynamics, and limited
actuation power. The importance of the application, coupled with the difficulties
involved, have led the scientific community to investigate this field of research in
depth, and countless publications appear in the literature to date. Among the first
notable contributions is the article in reference [3], where the author provides a
mathematical description of the attitude stabilisation problem and the necessary and
sufficient conditions for the controllability of a rigid body in the case of one, two
and three independent control torques. According to the results of this article, in [4]
Lyapunov functions were used to prove that, whenever three independent torques are
available, i.e. the spacecraft is fully actuated, the attitude can be fully controlled via
a PD control law. Instead, in [5] the authors consider an underactuated spacecraft
in which only two independent torques are available, concluding that in this case
the problem of attitude regulation is not solvable by means of continuous (static or
dynamic) time invariant control laws. Then, a time-varying control law achieving
local asymptotic stability for underactuated spacecraft has been proposed in [6]. In
the works just cited, the control laws use complete knowledge of the satellite’s states,
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i.e. angular positions and velocities. More complex is the attitude control problem
for satellites where angular velocity is not measured. An original contribution for
this case study is the article in reference [7], which propose a method based on
passivity approach to replace the angular rate feedback control by a non-linear filter
of the angular positions. The passivity theory is also used in [8], deriving an adaptive
control scheme that achieves attitude tracking with global convergence. Another
much studied issue is the design of closed-loop control algorithms for large-angle
rotations. Two standard references for this issue are [9, 10], where control laws are
formulated based on different attitude parameterization, and asymptotic stability
is shown by using a Lyapunov function analysis. A further standard reference in
spacecraft attitude control is the article [11], which is also very pertinent to the
problem addressed in this PhD project. In fact, the authors of [11] consider the same
attitude parameterisation used in this thesis, and study attitude stabilisation with
large-angle manoeuvres, demonstrating that their control law stabilises the satellite
regardless of the value of the system parameters. However, real actuators are not
considered in [11], so the control torque does not suffer from saturation, as is the case
in this thesis. More recently, several advanced control techniques have been proposed
in the literature in preference to classical linear control methodologies, which do
not appear suitable for attitude stabilization of modern satellites characterised by
low-stiffness and reconfigurable structures. [12]
Satellite attitude control strategies in the literature include the state dependent Riccati
equation (SDRE) techniques [13], whose main disadvantage is that it requires solving
the Riccati equation repeatedly at each integration step. In order to mitigate the large
computational effort, in [14] a neuro-fuzzy controller was developed by training a
neuro-fuzzy network to approximate the SDRE controller. Other techniques inves-
tigated for satellite attitude control are nonlinear dynamic inversion (NDI)-based
algorithms [15]. This type of approach usually cancels the system nonlinearity by
transforming the original nonlinear dynamics into an entirely or partly linear version,
thus enabling the use of conventional linear control techniques. One critical problem
is that exact dynamic inversion may inherently suffer from lack of robustness due to
to numerical errors, environmental uncertainties, external disturbances, and model
simplifications [16]. Hence, researchers have devoted efforts to address this issue
and enhanced versions, namely incremental NDI [17] and adaptive NDI [18] control,
have been successfully proposed. Fractional-order control (FOC)-based strategies
can be found in the literature to provide spacecraft attitude control. In [19], two
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fractional-order proportional integral derivative methods are proposed to stabilise
the rigid spacecraft rotational dynamics, while in [20, 21] the FOC is combined with
sliding mode control to provide spacecraft attitude control. For these techniques,
the selection of the fractional order is usually key, and it must be properly adjusted.
A poor selection of this value can result in the degradation of the system stability
as well as its robustness [16]. Backstepping-based techniques are also used for the
design of spacecraft attitude control algorithms. In [22] an integrator backstepping
algorithm based on quaternion feedback is used for attitude control of a micro satel-
lite, while a backstepping attitude controller free of torque saturation is designed in
[23]. According to [24], a drawback of backstepping-based control techniques is the
sensitivity with respect to the numerical errors. Optimal control strategies are also
investigated in the field of spacecraft attitude control: in [25] a H∞ controller is used
for attitude tracking control of a rigid spacecraft, in [26] a θ -D control technique is
used for the capture and removal of large space targets, and in [27] a linear quadratic
regulator (LQR)- based control is designed and tested in a six-degree-of-freedom
spacecraft simulator testbed. These techniques require a cost function to be defined,
which is crucial as the performance offered by the controller is only optimal with
respect to the prescribed cost function. Furthermore, non-linear constraints, such as
saturation, are generally not well managed.
Different from all these just described, but very interesting in this field of application,
are the attitude control techniques based on variable structure control (VSC) with
sliding mode. As a non-linear control technique, sliding mode control (SMC) is of
particular interest as an algorithm for the ACS. Indeed, SMC has several appealing
features, such as insensitivity to matched disturbances and uncertainties, ease of
tuning and implementation, precision, and low computational effort. Owing to
its characteristics, the application of sliding mode techniques for satellite attitude
control has been studied in depth, and over the years the scientific community has
conducted research to improve the performance provided by these techniques. A
detailed literature review concerning the evolution of SMC techniques for satellite at-
titude dynamics is provided in Chapter 3, while here we limit to provide an overview
of the research direction followed in this field in order to frame the motivations
behind the work carried out in this project. Many of the works published in this field
over the years address some of the native problems of SMC, which are therefore also
critical in satellite attitude control applications. These include the high-frequency
oscillations (chattering) in closed-loop dynamics, the speed of convergence of the
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system towards equilibrium and the saturation of the actuators especially during
the initial stages of the control process. In line with these issues, in this thesis we
tackle chattering and actuator saturation in Chapter 3, and then also address SMC
convergence speed in Chapter 4, combining adaptive control techniques with SMC
algorithms. This combination has already been studied in the literature to adjust in
real time some parameters of the SMC law to alleviate chattering, whereas in this
work adaptive laws are used to to improve the robustness of the control system, the
convergence speed of the algorithm and the tracking precision. The new control
algorithm obtained by combining adaptive control and SMC is the main novelty
of this thesis, and is applied for satellite attitude control. In particular, we address
the problem of attitude stabilisation by including real effects such as flexibility of
structures and saturation of actuators. To this end, the design of the control algo-
rithms is based on a linearised model of attitude dynamics and proof of mathematical
stability is provided through Lyapunov functions under the conditions in which this
simplified system is valid. In addition, the control algorithms are tested through
extensive numerical simulations using a simulator of a real satellite, namely the
DEMETER, and an orbital simulator constructed in this thesis (details in Chapter
2), where the non-linear equations of attitude dynamics are implemented, includ-
ing orbital disturbances, structure flexibility and actuator saturation. The results
obtained are encouraging regarding the potential of the innovative adaptive SMC
algorithm developed in this thesis, suggesting that the novel controller yields im-
proved performance with respect to more standard SMC algorithm. On the one hand,
numerical simulations show that, in the scenarios we examined, the adaptive SMC
is more robust against unmodelled dynamics and parametric uncertainties, while
increasing controller accuracy, convergence speed and reducing the risk of actuator
saturation without chattering in closed-loop dynamics. On the other hand, from the
mathematical analysis it can be inferred that that the adaptive SMC may improve
the convergence speed and accuracy with respect to the original counterpart. In
particular, these aspects are demonstrated under specific circumstances through Lya-
punov functions. Finally, the rest of the thesis is divided into 5 chapters as follows.
Chapter 2 first introduces the reference frames used to define the orientation of a
satellite in space, and then describes the parameterisation employed to describe the
satellite’s attitude in a mathematical sense. Following this, equations are presented to
describe the evolution of the attitude over time, entering into the attitude kinematics
and dynamics. Regarding the dynamics in particular, first the satellite is analysed as
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a rigid body, and then the equations are modified by introducing structure flexibility
and parametric uncertainties. Finally, for both kinematics and dynamics, rigorous
(non-linear) equations are provided, and then simplified, linear equations are derived
that are more useful for controller design purposes.
Chapter 3 begins by introducing the origin and evolution of SMC, especially with re-
gard to the techniques reported in the literature to alleviate chattering. The algorithms
used in the continuation of the thesis are then formulated for a second-order system
with only one input, providing the control laws and stability conditions. Afterwards,
the control algorithms are used to manipulate the attitude dynamics of the satellites,
comparing the results obtained with two different SMC algorithms with regard to
chattering elimination, pointing accuracy and ease of tuning and implementation. Fi-
nally, the design of the SMC algorithms is conducted by including real-world issues
such as actuator saturation, parametric uncertainties and unmodelled dynamics.
Chapter 4 is structured similarly to Chapter 3, but deals with SMC algorithms with
time-varying sliding surface. The sliding surface is one of the characteristic com-
ponents of SMC that heavily influences controller performance. Therefore, first a
literature review on SMC algorithms with time-varying sliding surface is provided.
After that, the logic of operation of the new adaptive SMC algorithm developed
in this project is detailed and formulated for a second-order system with a single
input, deriving mathematical proofs of stability and performance improvement over
the classical SMC. Finally, the new algorithm is designed to be applied to both the
mathematical models of attitude dynamics built in this thesis and the DEMETER
satellite from CNES, in order to replicate the control law implemented on the real
satellite.
The results of the numerical simulations performed in Matlab/Simulink environment
are in Chapter 5. For each of the simulation scenarios described in Chapters 3 and 4,
graphs of the most significant results obtained are presented, providing comments
and highlighting salient aspects. Finally, the details of the flexible satellite attitude
dynamics model are in Appendix A and Conclusions are drawn in Chapter 6.



Chapter 2

Mathematical models for spacecraft
attitude analysis

This chapter first defines the attitude of the satellite, introducing the reference frames
and parameters needed to describe it. Then, the evolution of the attitude over time is
analysed, providing the equations necessary to describe this aspect mathematically.
Then, we will see how the torques acting on the satellite modify its orientation,
detailing the actuators and environmental disturbances from which these torques
derive. In addition, the satellite’s attitude dynamics will be analysed from both a
rigid and flexible body perspective, with the latter detailing the methodology for
modelling the satellite’s flexible structures and the coupling between flexible and
attitude dynamics. Finally, the equations are simplified with assumptions, reducing
them to a useful form for controller design.
The main references for the attitude representations and attitude kinematics are
[28–31], while for the attitude dynamics of the rigid body the main references are
[28, 32–35]. Then, the references for the attitude dynamics of flexible spacecraft
are provided in the corresponding section, whilst the orbital disturbances are well
referred in [36, 37].

2.1 Attitude of a spacecraft

This section introduces the problem of determining the attitude of a spacecraft, i.e.
determining its orientation in space. To this end, we first present the reference
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systems often used in spacecraft attitude analysis. Then, some parameters allowing
us to describe the attitude of the satellite are introduced. In particular, we will see
how to use these parameters to quantify the rotation of the satellite with respect
to a desired orientation, so as to derive the attitude error that the control system is
required to correct.

2.1.1 Reference frames

The attitude of a satellite, as of any other vehicle, is normally described by the
orientation of a frame attached to the satellite with respect to a second reference frame.
Several reference systems are of particular interest for expressing the orientation
of a satellite, but in this subsection we will only discuss those used in this thesis,
while a more in-depth analysis can be found in references given above. In general, a
reference frame is specified by the position of the origin and the orientation of the
coordinate axes, with the latter being of particular interest for attitude analysis.

Body frame

The body frame is the system attached to the satellite. It is defined by an origin at a
specific point on the body and by three Cartesian axes.The satellite inertia tensor is
diagonal when referred to the central axes of inertia, thus simplifying the description
of attitude dynamics. However, in real applications, there are stresses due to launch
and thermal gradients in orbit or displacements of solar panels or antennas. Due to
these phenomena, both the centre of mass and the main axes of inertia move in a
manner that is difficult to characterise during the mission. For this reason, it is quite
common to define the body coordinate system as the orientation of a sufficiently rigid
navigation base, which is a subsystem of the spacecraft including the most critical
attitude sensors and payload instruments. In this thesis, we partially include this
aspect, as we are going to define a nominal inertia tensor with respect to the central
axes, hence diagonal and with known and constant parameters. Next, uncertainties
on the inertia matrix will be considered. A representation of a body frame FB with
its origin at the centre of mass and Cartesian axes parallels to central axes of inertia
is in Figure 2.1
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Fig. 2.1 The body frame FB

Fig. 2.2 The ECI frame FI

The Earth-Centered Inertial (ECI) frame

The ECI frame FI is important in spacecraft attitude analysis because many satellites
are inertial pointing spacecraft, i.e. their orientation with respect to the ECI frame
has to be kept constant. This frame is defined with respect to the Earth’s axis of
rotation and the ecliptic plane, i.e. the plane of the Earth’s orbit around the Sun.
Then, the ECI frame is defined at one of the two point along the Earth’s orbit where
the equator plane and the ecliptic cross. Specifically, FI is centered in the Earth’s
center of the mass and is defined at the vernal equinox by taking the xI axis in the
direction from the Earth center to the vernal equinox, zI is the Earth rotational axis
and yI follows the right hand rule. The frame is shown in Figure 2.2.
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Fig. 2.3 The LVLH frame F0

The Local Vertical Local Horizontal (LVLH) frame

The LVLH frame F0 is another widely used frame in spacecraft attitude applications,
especially for Earth-pointing spacecraft. Indeed, in this frame the z0 axis points
along the nadir vector, from the center of mass of the spacecraft (where is located
the origin of F0) toward the center of the Earth. Then, y0 points along the direction
opposite to the spacecraft’s orbital angular velocity and z0 follows the right hand
rule. The F0 frame is shown in Figure 2.3.

2.1.2 Attitude representations

It was mentioned at the beginning of the chapter that the study of the orientation
of a satellite in space consists of defining the orientation of the body frame FB

with respect to a second reference system, e.g. FI for inertial pointing satellite
or F0 for Earth pointing satellite. For this purpose, there are rotation matrices, or
attitude matrices, so called because they specify the rotation that brings one reference
frame to coincide with the other. They also allow the coordinates of a vector to be
transformed from one reference frame to another. In 3-D space, a rotation matrix can
be described by a minimum set of three parameters, for which many parametrizations
could be used. In this thesis, only Euler angles and quaternions are described, which
are used in the following to describe the attitude of the satellites. Other choices can
be found in the references indicated at the beginning of the Chapter.
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Euler Angles

This is a very common set of parameters to express the orientation between two
reference frames. This representation expresses a rotation from an initial frame F1

defined by the orthormal set of unit vectors F1,i (i = x,y,z) as follows:

F1,x =

1
0
0

 , F1,y =

0
1
0

 , F1,z =

0
0
1

 ,
to a final frame F2 defined by the orthormal set of unit vectors F2,i (i = x,y,z) like

the above, as the product of three rotations: a first rotation from F1 to an intermediate
frame F1a , then to a second intermediate frame F1b , and finally to frame F2. More
precisely, those just mentioned are principal rotations, as they occur around a
coordinated axis of the reference frame. For the result to be valid, two successive
rotations cannot occur around the same axis, and a different set of Euler angles is
obtained based on the order in which the three rotations take place. A complete
description of all the possible sequences can be found in the references given in
the beginning of this Chapter, here we confine ourselves to describing the 1-2-3
rotation sequence (Figure 2.4 taken from [38]), which is widely used in aerospace
applications. The 1-2-3 rotation which brings F1 to coincide with F2 is as follows:

1) a first rotation about the x-axis of F1, named roll angle φ , which brings the y,z
axes of F1 to coincide with the y,z axes of F1a . This is described by the rotation
matrix A(φ):

A(φ) =

1 0 0
0 cφ −sφ

0 sφ cφ

 , (2.1)

where sα = sin(α) and cα = cos(α) as a general rule for the following,

2) a second rotation about the y-axis of F1a , named pitch angle θ , which brings the
x,z axes of F1a to coincide with the x,z axes of F1b . This is described by the
rotation matrix A(θ):

A(θ) =

 cθ 0 sθ

0 1 0
−sθ 0 cθ

 , (2.2)
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Fig. 2.4 Euler rotation sequence 1-2-3

3) a third rotation about the z-axis of F1b , named yaw angle ψ , which brings the x,y
axes of F1b to coincide with the x,y axes of F2.

A(ψ) =

cψ −sψ 0
sψ cψ 0
0 0 1

 . (2.3)

Recalling that products of rotation matrices are also rotation matrices, and successive
rotations can be combined by multiplying the rotation matrices in the reverse order
of the rotations, the rotation matrix from frame F1 to frame F2 with the sequence
above is given by

A21(φ ,θ ,ψ) = A(ψ)A(θ)A(φ) =

 cθ cψ cφ sψ + sφ sθ cψ sφ sψ − cφsθ cψ

−cθ sψ cφ cψ − sφ sθ sψ sφ cψ + cφsθ sψ

sθ −sφ cθ cφ cθ

 ,
(2.4)

which is fully parameterised by Θ = (φ ,θ ,ψ), thereby describing the orientation of
F1 with respect to F2. Therefore, given a general vector v expressed as

v1 = v1xF1,x + v1yF1,y + v1zF1,z

in frame F1, it can be expressed in frame F2 as follows:

v2 = A21(φ ,θ ,ψ)v1 = v2xF2,x + v2yF2,y + v2zF2,z, (2.5)

and for the properties of the rotation matrices, we also have that

v1 = AT
21(φ ,θ ,ψ)v2, (2.6)
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Quaternions

The Euler angles seen in the previous subsection have the advantage of presenting the
orientation of a body with high intuitiveness, however they suffer from the problem of
singularities. The singularity may occur for any three-dimensional parameterization
of the rotation matrix. For the 1-2-3 sequence above, the singularity occurs for
θ =±π/2. In this case, φ and ψ are associated with the same rotation, and cannot
be determined uniquely. By adding a redundant parameter to the set describing the
rotation matrix, quaternions successfully solve this problem. To understand how
quaternions can define a rotation, it is useful to recall the Euler’s Theorem, which
states that two generic reference frames can be brought to coincide with each other
by a single rotation α around the same axis defined by the unit vector eα . Then, this
rotation can be described by the quaternions, which consists of a scalar part q0 and
a vectorial part qv as follows:

q =

cos
(

α

2

)
︸ ︷︷ ︸

q0

, eT
αsin

(
α

2

)
︸ ︷︷ ︸

qT
v


T

= [q0, qv1, qv2 , qv3]
T . (2.7)

Now, if eα and α are such that they describe the same rotation (2.1)-(2.3), then the
quaternions (2.7) describe the same rotation as the Euler angles Θ = (φ ,θ ,ψ) in
(2.1)-(2.3). Quaternions used to parameterize rotations have unit norm, thus, the
inverse of the quaternion is identical with its conjugate. Besides avoiding singularity
problems, the use of quaternions has the advantage of high computational efficiency
as they are purely algebraic and do not use trigonometric functions. The rotation
matrix (2.4) describing the orientation between F1 and F2 can also be given in
quaternion form as follows:

A21(q) =(q2
0 −qT

v qv)I3 +2qvqT
v −2q0q×v =

=

q2
v1
−q2

v2
−q2

v3
+q2

4 2(qv1qv2 +qv3q4) 2(qv1qv3 −qv2q4)

2(qv2qv1 −qv3q4) −q2
v1
+q2

v2
−q2

v3
+q2

4 2(qv2qv3 +qv1q4)

2(qv3qv1 +qv2q4) 2(qv3qv2 −qv1q4) −q2
v1
−q2

v2
+q2

v3
+q2

4

 ,
(2.8)
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being I3 the 3 by 3 identity matrix and q×v the skew symmetric matrix with the
components of qv as follows:

q×v =

 0 −qv3 qv2

qv3 0 qv1

−qv2 −qv1 0

 . (2.9)

Therefore, as in (2.5) the vector v1 can be expressed in the frame F2 through

v2 = A21(q)v1, (2.10)

with the transpose of A21(q) giving the inverse transformation as in (2.6).

Conversion

In the previous, the characteristics of both Euler angles and quaternions were pre-
sented. It is certainly useful to provide the transformation equations between the two
representations of the attitude. The equation for the conversion depends on the order
of rotation, in particular the Euler angles for a 1-2-3 rotation can be obtained from
the quaternions as follows:

φ

θ

ψ

=


arctan

(
2(q0qv1+qv2qv3)

1−2(q2
v1
+q2

v2
)

)
arcsin(2(q0qv2 −qv3qv1))

arctan
(

2(q0qv3+qv1qv2)

1−2(q2
v2
+q2

v3
)

)
 (2.11)

On the other side, it is also possible to obtain quaternions from the Euler angles. The
equation allowing this conversion is as follows:

q =


cφ2cθ2cψ2 + sφ2sθ2sψ2

sφ2cθ2cψ2 − cφ2sθ2sψ2

cφ2sθ2cψ2 + sφ2cθ2sψ2

cφ2cθ2sψ2 − sφ2sθ2cψ2

 (2.12)

where sα2 = sin(α/2) and cα2 = cos(α/2).
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Attitude errors

As previously said, with "attitude of a spacecraft" we refer to the orientation of
the spacecraft with respect to a reference frame. In particular, we address attitude
error when the orientation of the satellite is referred to the objective reference frame,
i.e. the reference frame that gives the desired orientation of the satellite during the
mission. To express this concept more clearly, let us take the body frame FB, the
ECI frame FI in subsection 2.1.1, and the objective FD. With these three reference
frames, we can compute the attitude error as follows:

i) The orientation of FB relative to FI is given by the on-board sensors as ΘB =

(φ ,θ ,ψ)B, or qB in terms of quaternions.

ii) The orientation of FD relative to FI is ΘD = (φ ,θ ,ψ)D, or qD in terms of
quaternions.

iii) Following the two points above, FB can be brought to coincide with FD through
two steps: a first rotation ΘB = (φ ,θ ,ψ)B, which brings FB to coincide with FI ,
and a second rotation −ΘD = −(φ ,θ ,ψ)D, which brings FI to coincide with
FD. Therefore, the attitude error Θe = (φ ,θ ,ψ)e , i.e. the orientation of FB

relative to FD is given by
Θe = ΘB −ΘD, (2.13)

or, in terms of quaternions:
qe = q∗D ⊗qB (2.14)

where q∗D is the conjugate of qD. It is worth specifying that (2.13) and (2.14)
represent two different rotations, so Θe in (2.13) and qe in (2.14) are not linked by
(2.11) nor (2.12). However, one can calculate the attitude error qe in quaternions
with (2.14), and then obtain the representation in Euler angles of the same
rotation by applying (2.11) to qe.

Expressing the attitude error in this way is also more faithful to real applications,
because on-board sensors allow the satellite’s attitude to be measured with respect to
a reference frame that, in general, is different from the target frame. As an example,
star trackers allow the satellite’s attitude to be measured with respect to an inertial
reference frame, which is however oriented differently from the ECI frame.
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2.2 Attitude kinematics and dynamics

This section investigates the kinematics of rotations, or attitude kinematics, by
deriving the equations for the time derivatives of Euler angles and quaternions.
Therefore, these equations will describe the time evolution of the satellite attitude.
The kinematics of attitude covers those aspects of rotational motion that can be
analysed without considering torques. When torques are introduced, one enters the
field of dynamics. The discussion of dynamics begins by considering the fundamental
role played by the satellite’s angular momentum. We then analyse the dynamics
under the assumption of a rigid satellite, and then introduce the flexibility of the
structures. Here, the coupling between attitude dynamics and flexible dynamics will
be analysed, specifying their mutual interaction. Finally, a description is given of the
orbital perturbations that enter into attitude dynamics.

2.2.1 Attitude kinematics

Having examined how to describe the attitude of a body in space, i.e. the relative
orientation between reference frames, let us now look at how its evolution in time
can be described. To this end, this subsection presents the time derivatives of Euler
angles and quaternions. For the purposes of this discussion, let us again consider the
previously used frames FB (body frame), FD (objective frame), FI (ECI frame). Now,
we define ωe as the angular rate of FB with respect to FD, given in FB coordinates.
To this end, take ωB as the angular rate of FB relative to FI given in FB coordinates
and ωD as the angular rate of FD relative to FI given in FD coordinates. For the rule
of compositions of angular velocities, i.e. they are additive, ωe is obtained as

ωe = ωB −AT
21(Θe)ωD, or ωe = ωB −AT

21(qe)ωD, (2.15)

where AT
21(Θe) (AT

21(qe)) is the transpose of the attitude matrix in (2.4) (in (2.8)),
whose components are obtained putting there the Euler angles in (2.13) (the quater-
nions in (2.14)), giving the orientation of FB relative to FD.
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Attitude kinematics in terms of Euler angles

Using ωe as in (2.15), the time evolution of the attitude error in terms of Euler angles
(2.13) for a 1-2-3 rotation is as follows:

Θ̇e =

 φ̇e

θ̇e

ψ̇e

=
1
cθ

 cψe −sψe 0
cθesψe cθecψe 0
−sθecψe sθesψe cθe


︸ ︷︷ ︸

B(Θe)

ωe = B(Θe)ωe. (2.16)

The kinematics in (2.16) is non-linear and the three components are coupled together.
However, it is well known that for small attitude errors, i.e. Θe ≈ 0, we have
B(Θe) ≃ I3. Therefore, in this situation we can consider a linearised, decoupled
kinematics given by

Θ̇ei = ωei, i = x,y,z. (2.17)

Attitude kinematics in terms of quaternions

Using ωe as in (2.15), the time evolution of the attitude error in terms of quaternions
(2.14) for a 1-2-3 rotation is as follows:

q̇e =
1
2

(
qe0I4 +

[
0 qT

ev

qev q×ev

])
0

ωe1

ωe2

ωe3

 (2.18)

Also in this case, the kinematics (2.18) is non linear and the four components are
coupled together. However, for small attitude error, i.e. qe ≈ (1,0,0,0)T , (2.18)
reduce to the following equation, which is linear and decoupled in the three axis:

q̇ei =
1
2

ωei, i = x,y,z. (2.19)

Notes

As seen above, attitude kinematics is described by (2.16), which in turn involves
Eqs. (2.13) and (2.15) focusing on the description using Euler angles. In the specific
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case where the attitude mission requires inertial pointing with FB aligned to FI , eqs.
(2.13), (2.15), and (2.16) becomes as follows:

Θe = ΘB, (2.20)

i.e. the attitude error is given by the orientation of the frame FB with respect to the
frame FI ,

ωe = ωB, (2.21)

i.e. the angular rate error is given by the angular rate of the frame FB with respect to
the frame FI ,

Θ̇e = Θ̇1 = B(Φ1)ω1, (2.22)

which becomes as follows in its linearized form:

Θ̇ei = Θ̇Bi = ωBi, i = x,y,z, (2.23)

meaning that the time evolution of the attitude errors depends only on the orientation
and the angular rates of the frame F1. Similarly, if we consider the description of the
attitude by quaternions in the same mission, eqs. (2.14), (2.15), (2.18), and (2.19)
give:

qe = qB (2.24)

ωe = ωB (2.25)

q̇e = q̇B =
1
2

(
qB0I4 +

[
0 qT

Bv

qBv q×Bv

])
0

ωBx

ωBy

ωBz

 (2.26)

q̇ei = q̇Bi =
1
2

ωBi, i = x,y,z. (2.27)
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2.2.2 Attitude dynamics of the rigid spacecraft

This section presents the rotational dynamics of the rigid spacecraft, thus deriving
mathematical relations between the time evolution of the angular rate of the satellite
and the internal/external torques acting on the satellite itself. When studying the
attitude dynamics, the angular momentum of the spacecraft plays a fundamental
role, therefore we first introduce this entity and its properties. Then, we analyze
the attitude dynamics of the rigid spacecraft, referring the discussion to the body
frame with its origin in the centre of the mass of the spacecraft and aligned with the
central axes of inertia. Since the control laws developed in this thesis are designed to
be implemented by RWs, this subsection specifically details the attitude dynamics
equations for spacecraft equipped with this type of actuators. Next, the problem
of saturations in reaction wheels is considered, analysing the conditions when this
occurs. Finally, under certain assumptions that will be specified, simplified models
of the attitude dynamics are derived to be used for the control algorithms design.

The angular momentum

In order to present the angular momentum of a rigid spacecraft, take again the body
reference frame FB, centred in the centre of mass and with the axes aligned with the
central axes of inertia. Then, the angular momentum H ∈ R3 of this spacecraft in FB

coordinates is as follows:
H = [J]BωB (2.28)

where ωB ∈R3 is as defined above, i.e. is the angular rate of the frame FB relative to
the inertial and [J]B ∈ R3,3 is the inertia tensor of the spacecraft expressed in FB. In
the following we refer to ωB as ω and to [J]B as J for easy of notation, giving

[J]B = J =

Jxx 0 0
0 Jyy 0
0 0 Jzz

 . (2.29)

Often, spacecraft are equipped with reaction wheels (RWs) as actuators to provide
the torques guaranteeing attitude control. RWs consist of a flywheel connected to
an electric motor, which changes the flywheel’s rotational speed by applying some
torque around its axis of rotation, causing the spacecraft to start counter-rotating
proportionally through conservation of angular momentum. Therefore, a reaction
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wheel spins around its rotational axes, storing angular momentum to control the
orientation of the spacecraft. In this case, the overall angular momentum of a rigid
spacecraft fitted with RWs can be expressed as the sum of the angular momentum
of the spacecraft body (2.28) together with the angular momentum of the wheels
relative to the body hrw ∈ R3:

H = Jω +hrw. (2.30)

Due to the fact that a reaction wheel spins around its axis of symmetry, the com-
ponents of hrw are along the same direction, and must be expressed in FB frame to
compute (2.30). When designing the attitude control algorithms in the following
sections, we will assume the satellite is equipped with three RWs, arranged in a
cluster whose centre of mass coincides with that of the satellite and in which each
wheel has its axis of rotation aligned with a central axis of inertia. Therefore, let us
specify (2.30) for this case:

Hi = Jiiωi +hrwi, i = x,y,z. (2.31)

Equations above reveal that the angular momentum can be used to develop equations
in ω that describe the attitude and rotational motion of the spacecraft. Indeed, for
the conservation of angular momentum of isolated systems (such as spacecraft) we
have:

Ḣ
∣∣
B = m−ω ×H, (2.32)

where Ḣ
∣∣
B ∈ R3 is the time derivative of H in the body frame FB which is rotating

with angular speed ω with respect to the inertial and m ∈ R3 is the external torque
acting on the system. Below, we further investigate (2.32), deriving the equations to
describe the rotational dynamics of the spacecraft.

Attitude dynamics

Here, we investigate the attitude dynamics of a rigid spacecraft, thus characterized
by J = const. The attitude dynamics of a rigid spacecraft can be described by the
Euler’s equation for the rotational dynamics, whose form depends on whether or not
RWs (or other devices capable of storing angular momentum relative to the satellite
body) are installed on board the satellite.
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If the satellite has no such devices, the total angular momentum H is as in (2.28),
and the left side of (2.32) yields:

Ḣ
∣∣
B = Jω̇, (2.33)

allowing us to obtain the Euler’s equation for the rotational dynamics of rigid bodies
as follows:

Jω̇ = m−ω × Jω. (2.34)

As mentioned above, m is the external torque acting on the spacecraft, consisting of
both orbital disturbances d ∈R3 (see Subsection 2.2.4) and, if actuators are installed,
control torques u ∈ R3, thus

m = d +u. (2.35)

The actuators for attitude control providing an external torque u are named reaction-
types actuators (thrusters, magnetorquers) and are able to manipulate the attitude of
the spacecraft by changing the overall angular momentum of the system.
On the other side, if the spacecraft is equipped with RWs, the total angular momentum
H is as in (2.30), and the left side of (2.32) yields:

Ḣ
∣∣
B = Jω̇ + ḣrw, (2.36)

allowing us to obtain the Euler’s equation for the rotational dynamics of spacecraft
equipped with RWs as follows:

Jω̇ = m−ω × (Jω +hrw)− ḣrw, (2.37)

where ḣrw ∈ R3 is linked to the torque τ ∈ R3 applied by the electric motor to which
the wheel is attached as follows:

ḣrw = τ. (2.38)

By introducing (2.38) into (2.37), we can see that τ is effectively a control torque
allowing to manipulate the orientation of the spacecraft. Furthermore, τ is a torque
internal to the system, so it cannot vary the overall angular momentum H.
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Fig. 2.5 A reaction wheel maneuvering a spacecraft. The reaction wheel consists of the
electric motor (red) and the wheel (purple).

Reaction wheels

In contrast to reaction-type actuators, reaction wheels manipulate the satellite attitude
by distributing angular momentum between the wheels and the satellite body. To
better illustrate this point, take a spacecraft without reaction type actuators (u = 0)
and free from orbital perturbation (d = 0), thus to obtain m = 0 in (2.37) and H =

const. due to the non-existence of external torques acting on the system. Furthermore,
let us assume that the initial condition of the system are such that ω(0) = 0 and
hrw(0) = 0, thus to obtain H(t) = 0 ∀t. Due to (2.30), under these assumptions the
following

Jω(t) =−hrw(t) ∀t (2.39)

holds, meaning that if an electric motor is activated, thus to put into rotation the
wheel to which it is attached, then the spacecraft body begin to counter-rotate
proportionately through conservation of angular momentum. This is most clearly
illustrated in Figure 2.5.
RWs are widely used as actuators to provide spacecraft attitude control, since a

minimum set of three wheels can provide a 3-axis active control with high pointing
accuracy without using a consumable propellant. Despite the great benefits that
reaction wheels present, there are some issues on the performance that these actuators
can develop. Firstly, there are structural constraints on the maximum rotational speed
of the wheel, i.e. there is a maximum angular momentum hrw ∈ R that can be stored
into the wheel. The second issue with RWs concerns the torque exchanged between
the wheels and the spacecraft. In fact, the torque developed by the electric motor
is closely related to the electrical power required to drive it, leading to a saturation
value τ on the maximum torque supplied. Following this discussion, and recalling
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the assumption that the satellite has three RWs aligned with the central axes of inertia,
it is concluded that the control law must ensure that the following conditions are met
in order to avoid actuator saturation:

τi ∈ [−τ,τ] hrwi ∈ [−hrw,hrw], i = x,y,z. (2.40)

According to (2.39) and (2.40), manoeuvres performed at high speeds can lead to
saturation of the actuator, i.e. it can no longer store any angular momentum. If the
initial conditions are ω(0) = 03, hrw(0) = 03, 03 = [0, 0, 0]T , and the satellite is
free from external perturbations, we obtain from (2.39) that the angular rate must
met the following condition to prevent angular momentum from saturation:

−hrw ≤ (Jω)i ≤ hrw ⇒ −(J−1(hrw13))i =−ω i ≤ ωi ≤ ω i = (J−1(hrw13))i

(2.41)
with i = x,y,z, 13 = [1, 1, 1]T , and ω ∈ R3 the vectors with components the maxi-
mum permissible angular rate for each axis to prevent reaction wheels from saturation.
Then, 2.41 becomes as follows if (2.31) holds:

|ωi| ≤ ω i =
hrw

Jii
. (2.42)

If a wheel is saturated, it can no longer accumulate angular momentum, losing
controllability of the satellite. In real applications, RWs store angular momentum
not only to manoeuvre the satellite, but also to maintain its attitude despite external
disturbances. To this end, RWs absorb the surplus of angular momentum injected
into the system by the external non-conservative torque. This quantity of angular
momentum is given by

∫ t
0 d dt, and spacecraft must be equipped with reaction-types

actuators to discharge it.

Simplified model for attitude dynamics

Now, starting from the general equation of dynamics (2.37), we list below a number
of assumptions (some of which have already been specified) that allow us to derive
a simplified equation of dynamics that will be useful for synthesising the control
algorithms in the sequel.

(i) the spacecraft body frame F1 is aligned with the three central axis of inertia;
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(ii) the actuation systems consists of three RWs arranged in a cluster whose center
of mass coincides with the one of the spacecraft and the rotation axis of each
wheel is aligned with a central axis of the spacecraft;

(iii) the spacecraft is spinning at low angular rates.

From the assumption (i) it follows that the inertia tensor J referred to F1 is diagonal
as in (2.29). Therefore, in the rotational dynamics (2.37) each degree of freedom
(DOF) has a dedicated control channel. In addition, each wheel provides a control
input that manipulates a single rotational DOF for the assumption (ii). Therefore,
assumptions (i) and (ii) allows to decouple the three components of (2.37), thus
enabling the control law to be derived separately for each rotational DOF. Also,
from assumption (ii) we have u = 0 (no reaction-type actuators), obtaining m = d,
i.e. the only external torques acting on the satellite are the orbital perturbations.
Finally, assumption (iii) gives ω ≈ 03, allowing to neglect the cross product in (2.37).
Following this discussion, the above assumptions together with (2.37) and (2.38)
result in the following simplified dynamics equation

Jiiω̇i = di − τi, i = x,y,z, (2.43)

where x,y,z are the coordinate axis of FB body reference frame.

Attitude dynamics error

Having reached this point, it is worth remembering that (2.37) (or (2.43) in its
simplified form) describes the attitude dynamics of the FB body frame with respect
to the inertial. However, when formulating control algorithms, the attitude dynamics
error becomes of interest, and equations (2.37) (or (2.43)) gives the error only for an
inertial pointing mission, i.e. for a mission where (2.21) holds. In a more general
case, the attitude dynamics error ω̇e is obtained from (2.15) and the as

ω̇e = ω̇B − Ȧ21ωD −A21ω̇D, (2.44)

where, ω̇B is in (2.37) (or (2.43) in its simplified form), while Ȧ21 is obtained from
the rule of derivation of transformations matrix as

Ȧ21 =−ωe ×A21 ⇒ Ȧ21ωD = ωe × (A21ωD), (2.45)
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being ωe the angular rate of FB relative to FD as defined in (2.15). Finally, ω̇D is
the time derivative of ωD in FD. Inserting (2.15), (2.44), and (2.45) into (2.37) we
obtain the attitude dynamics error equation as:

Jω̇e =−J (ωe × (A21ωD +A21ω̇D)+m−(ωe +A21ωD)×(J(ωe +A21ωD)+hrw)− ḣrw.

(2.46)
With the assumption (i)-(iii) and neglecting the usually very small gyroscopic and
ω̇D terms for satellites actuated by reaction wheels, eq. (2.46) can be written in a
simplified form as follows:

Jiiω̇ei = di − τi, i = x,y,z. (2.47)

It can be seen that, with these simplifications, eq. (2.47) is equal to equation
(2.43). This is because by neglecting the gyroscopic terms and ω̇D in (2.46), one is
actually neglecting the dynamics of FD, i.e. the dynamics of the objective frame. As
mentioned above, this approximation becomes acceptable for satellites actuated by
RWs, because the manoeuvres that can be realised with these actuators are usually
quite slow.

2.2.3 Attitude dynamics of the flexible spacecraft

This subsection first shows how to modify the equations obtained in the previous
subsection when the inertia matrix J is affected by uncertainties. This is a very
common case in real-world applications, either because of the stresses due to launch
and thermal gradients in orbit, or because of the ability of some satellites to be
reconfigured (displacement of solar panels or antennas). Next, we introduce the
flexibility of structures in satellite attitude dynamics, specifying how the latter is
coupled with flexible dynamics.

Dynamics equation for spacecraft with uncertain inertia

For this discussion, let us assume that the inertia matrix J is given by the sum of a
known and constant term J0 ∈ R3×3, namely the nominal inertia, and an unknown
term ∆J ∈R3×3 enclosing the uncertainties due to the reconfigurability of the system
and the characterisation errors of this parameter of the satellite. Thus, J is written as
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follows:
J = J0 +∆J. (2.48)

The usefulness of analysing the equation of rotational dynamics for a satellite whose
inertia J is traceable to a form as in (2.48) is due to the fact that for the design and
stability proof of controllers it is useful to obtain ω̇ in explicit form, as will be seen
in Chapter 3. Simplified mathematical models for attitude dynamics (2.43), (2.47)
have been derived in the previous section, specifying that they will be used in the
following chapters for controller design. Looking at (2.43), (2.47), the inverse of J is
required to obtain ω̇ in explicit form. Since J consists of a known and an unknown
term, it is useful to exploit this fact in order to formulate the inverse of J in the same
way. A useful method for this purpose is the matrix inversion lemma [39, 40], which
applies to the inverse of J in (2.48) and returns the following:

J−1 = (J0 +∆J)−1 = J−1
0 + ∆̂J, (2.49)

where
∆̂J− J−1

0 ∆J
(
I3 + J−1

0 ∆J
)−1

J−1
0 . (2.50)

Now, the hypothesis that J is diagonal is also extended to J0 and ∆J, so that (2.50)
becomes.

1
Jii

=
1

J0ii

+ ∆̂Jii, i = x,y,z. (2.51)

Therefore, introducing (2.51) into (2.43) we obtain the simplified attitude dynamics
equation under assumptions (i)-(iii) and for uncertain J:

ω̇i =

(
1

J0ii

+ ∆̂Jii

)
(di − τi) , i = x,y,z, (2.52)

which is useful because it allows uncertainties to be isolated from known terms,
which can thus be used to guide controller design, as will be shown in Chapter 3.

Flexible dynamics

Here, we derive a mathematical model for studying the structural dynamics of
flexible appendage attached to rigid spacecraft base. For an easier understanding
of this topic, the reader can supplement the reading with Appendix A, where the
treatment described below is applied to a satellite with flexible solar panels. In this



28 Mathematical models for spacecraft attitude analysis

way, we intend to characterise the coupling effect between the flexible and rigid
structures, which arises in two ways. On the one hand, the deformations due to the
low stiffness of the appendages disturb the attitude of the rigid base, on the other
hand, the attitude manoeuvres of the rigid base excite the flexible dynamics causing
vibrations of the appendages. In this thesis, the coupling between attitude and
flexible dynamics is studied through the hybrid-coordinates method firstly proposed
in [41], which allows to derive a mathematical model for the flexible appendages
employing a combination of the discrete and modal coordinate, deriving a matrix
δ describing the coupling effect. In order to obtain the coupling matrix δ , each
flexible appendage of the spacecraft is first modeled as a collection of elastically
interconnected, discrete rigid sub-bodies. Then, through a Finite Element Method
(FEM) analysis the natural modes of the appendages are evaluated, obtaining both
the natural frequency and eigenvectors associated to each flexible mode. Finally,
the eigenvectors provide the coupling matrix δ , while the parameters of the flexible
dynamics equation are obtained from the natural frequencies. Therefore, a δ matrix
must be computed for each flexible appendage through its natural modes. In order to
obtain the natural modes of each appendage, the FEM analysis is conducted without
including structural damping nor external loads applied to the appendage. In general,
the equations of motion for a linear and undamped structure may be expressed as a
function of the mass matrix M and the stiffness matrix K as follows:

Mv̈+Kv = 0, (2.53)

where v is the flexible displacement vector and can be expressed as follows for a
linear system, in which free vibrations are harmonic:

v = ΦeiΩt , (2.54)

with Φ and Ω the eigenvector and the natural frequency associated to a specific
natural mode. Substituting (2.54) and its second-time derivative into (2.53), and
rearranging the equation into an eigenvalue problem as in [42], it becomes:

(K −λM)Φ = 0, (2.55)

where Φ enclose the eigenvectors describing each mode shape, while λ is the
eigenvalue for each mode and it is related to system’s natural frequency since
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λ = Ω2. In this work, FEM softwares Patran/Nastran was used to solve the (2.55),
obtaining the matrices of natural frequencies Ω and of eigenvectors Φ describing
each natural mode of a flexible appendage. The latter is obtained in the following
form for each flexible appendage installed in the spacecraft:

Φ =


Φ1

1 Φ2
1 . . . ΦN

1

Φ1
2

. . . ...
... . . . ...

Φ1
n . . . . . . ΦN

n

 (2.56)

where n is the number of sub-bodies each appendage is divided in, and N is the
number of natural modes. Each element Φ

j
i of the matrix (2.56) is the eigenvector

associated to the natural mode j and corresponding to the centre of the mass of the
sub-panel i. Therefore, Φ

j
i is as follows:

Φ
j
i = [T1,T2,T3,R1,R2,R3]

T , (2.57)

where T1, T2, T3 are the translational eigenvectors, and R1, R2, R3 are the rotational
eigenvectors. Therefore, Φ ∈ R6n×N as results from (2.56). However, for the
construction of the mathematical model of the flexible dynamics we will only
consider the first m modes, so that we obtain a truncated matrix Φ ∈ R6n×m, with
m < N. As mentioned above, Φ is used to compute the coupling matrix δ ∈Rm×3 as
follows [41, 43]:

δ =−Φ
T M
(
Σ0I −ΣI0R×− r×ΣI0

)
, (2.58)

where the other quantities are as follows:

• M ∈ R6n×6n is the generalized inertia matrix of sub-bodies, defined in 6×6
partitioned matrix:

Mi =

[
msubiI3 03

03 Jsubi

]
, M =

M1 . . . 06
... . . . ...

06 . . . Mn

 , (2.59)

where msubi , Jsubi ∈ R3×3 are the mass of the sub-body i and the inertia tensor
of the sub-body i referred to the central axis of inertia, respectively.
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• Σ0I, ΣI0 ∈ R6n×3 consist of 6×3 matrices repeated n times as follows:

Σ0Ii =

[
03

I3

]
, Σ0I =

Σ0I1
...

Σ0In

 (2.60)

ΣI0i =

[
I3

03

]
, ΣI0 =

ΣI01
...

ΣI0n

 (2.61)

, where 03 ∈ R3×3 is the null matrix and I3 ∈ R3×3 is the identity matrix.

• R× ∈ R3×3 is the skew-symmetric matrix with the components of R, which is
the position vector from the center of the mass of the spacecraft to the point
on the interface between the rigid body and the flexible appendage.

• r× ∈ R6n×3 consists of 6×3 matrices repeated n times as follows:

r×i,0 =

[
r×i
03

]
, r× =


r×1,0

...
r×n,0

 (2.62)

where r×i ∈ R3×3 is the skew-symmetric matrix with the components of ri,
which is the position vector from the point on the interface between the rigid
body and the flexible appendage and the center of mass of the sub-body i.

For a better understanding of R and ri the reader can refer to Figure A.10. Therefore,
δ results from (2.58) as a m×3 matrix, with m the number of natural modes taken
into account to build Φ. Before giving the details on how δ rules the coupling
between flexible and attitude dynamics, let us recall that when a linear elastic
structure is vibrating in free or forced vibration, its deflected shape at any given time
is a linear combination of all of its normal modes. Therefore, the distribution of
flexible displacement v over the appendage is given by:

v = Σivi = Σi (Φiηi) , (2.63)

where vi is the vector of physical displacement consistent with the i-th shape mode
Φi, i.e. the i-th column of the Φ matrix in (2.56), and η ∈Rm is the modal coordinate
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vector. Under the assumption of small elastic deformations, the dynamics equation
of η for the flexible appendage attached to the spacecraft is as follows:

η̈ +Cη̇ +Kη =−δω̇, (2.64)

where K ∈ Rm×m and C ∈ Rm×m are the structural stiffness and damping matrix,
respectively. K is computed from the natural frequency Ω of the system, which in
turn is obtained from the FEM analysis, while C is computed by scaling K with a
parameter γ ∈ R+ as follows:

K =

Ω2
1 . . . 0

... . . . ...
0 . . . Ω2

m

 , C = γK. (2.65)

Eq. (2.64) shows that the flexible dynamics is forced by a term proportional to the
angular acceleration of the satellite ω̇ , proving that attitude dynamics is coupled to
flexible dynamics via the δ matrix as mentioned above. Below, we also show that
the δ matrix also specify how the flexible dynamics perturb the attitude dynamics.

Attitude dynamics

In order to derive the attitude dynamics equation for the spacecraft with flexible
appendages, consider again the total angular momentum H of the satellite actuated
by RWs. For the rigid spacecraft, H is as in (2.30), however the flexibility of the
appendages adds the following contribution to the total angular momentum [44, 45]:

Hflex = δ
T

η̇ , (2.66)

thus the total angular momentum is

H = Jω +hrw +δ
T

η̇ . (2.67)

Now, the attitude dynamics equation is obtained from (2.32) by computing the time
derivative of (2.67), which results in:

Jω̇ = m−ω × (Jω +hrw +δ
T

η̇)− ḣrw −δ
T

η̈ , (2.68)
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with m as in (2.35) and ḣrw as in (2.38). Compared to the rotational dynamics
equation of rigid spacecraft (2.37), Eq. (2.68) involves a term in η̈ , which proves
that the flexible dynamics perturb the attitude dynamics by means of a torque δ η̈ ,
due to the flexible displacement of the appendages.
Finally, the complete mathematical model for the attitude dynamics of flexible
spacecraft actuated by RWs is given by (2.68), (2.64), and (2.38).

Simplified model for attitude dynamics

Now, it can be useful to derive a simplified model to be used for attitude control algo-
rithms design as was done in Subsection (2.2.2). For the same validity assumptions
(i)-(iii) of the simplified attitude dynamics equation for the rigid satellite (2.43), it is
straightforward to obtain the following simplified attitude dynamics equation for the
flexible satellite:

Jiiω̇i = di − τi − (δ T
η̈)i, i = x,y,z. (2.69)

Furthermore, combining (2.51) with (2.69) we obtain a simplified attitude dynamics
equation of the flexible spacecraft with uncertain parameters, that will be useful for
control algorithm design in next chapter:

ω̇i =

(
1

J0ii

+ ∆̂Jii

)(
di − τi − (δ T

η̈)i
)
, i = x,y,z. (2.70)

2.2.4 Orbital disturbances

This subsection details the orbital perturbations affecting the attitude dynamics
spacecraft, which have been incorporated into the dynamics equations in the previous
sections via the disturbance torque d. These perturbations arise from the environment
in which the satellite moves, for an Earth orbit the most relevant disturbance torques
are due to the magnetic field, the solar radiation pressure, the aerodynamic drag, and
the gravity-gradient.

Magnetic torque

The magnetic torque is due to the interaction between the Earth’s magnetic field and
the equivalent magnetic dipole of the satellite, resulting from the electronic compo-
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nents onboard. As a result of this interaction, the satellite undergoes a disturbance
torque given by

dm = m×b, (2.71)

where m is the spacecraft magnetic dipole moment and b is the Earth’s magnetic
field, which mostly depends on the instantaneous altitude of the satellite, the intensity
and direction of which depend mainly on the satellite’s altitude along its orbit.

Solar radiation pressure torque

This disturbance torque is due to the photons emitted by the sun which exchange
momentum with the surface of the spacecraft and its magnitude depends by the ac-
tivity of the Sun, due to seasonal variations according to the Sun’s cycles. Therefore,
the pressure exerted by the photons on the surfaces of the spacecraft results in a
force directed towards the optical center of pressure of the satellite. Then, the force
produce a torque around the center of the mass of the spacecraft if the latter does not
coincide with the optical center of pressure. This torque is zero when the spacecraft
is in the sun’s shadow, of course. Instead, when the spacecraft is in the sun’s light the
torque ds depends on the solar radiation pressure p, the spacecraft lit area Sla normal
to sun unit vector s, directed from the sun towards the spacecraft, and the distance
from body center of mass to spacecraft optical center of pressure cps as follows:

ds =−p
[

cps

∫
Sla

(n · s)dS
]
× s, (2.72)

where the integral over Sla of n · s gives the the spacecraft projected area normal to
sun vector.

Aerodynamic drag torque

This torque is due to the residual air particles in space environment and and mainly
disturbs satellites in low Earth orbits. Although these molecules are very few in
number, collisions occur with great relative speed, so this effect cannot be neglected.
Since the density is so low that fluid mechanics theories based on a continuous model
do not apply, the interaction between the atmosphere and the spacecraft must be
treated at the molecular level. Assuming that the impact velocity between molecules
and satellite is the satellite’s own translation velocity v, taking S f a the spacecraft
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surface facing the flow, n the unit outward normal to the surface element dS, ρa the
atmospheric density and cpa the distance between the center of aerodynamic pressure
and the center of the mass, the aerodynamic torque da acting on the spacecraft is:

da = cpa ×
(
−ρav

∫
S f a

(n · v)dS
)

(2.73)

Gravity-gradient torque

This torque is due to the fact that the gravitational force of the Earth decreases
quadratically with distance from the Earth’s center. Therefore, any satellite is subject
to the gravitational gradient, i.e. not all parts of the body experience equal gravita-
tional force, which results in a disturbance torque. Giving the Earth gravitational
parameter µ , the orbital position of the spacecraft center of mass r, and the inertia
matrix of the spacecraft J, the torque due to the gravity effects can be evaluated as:

dg =
3µ

|r|5
r× [J]r (2.74)



Chapter 3

Sliding mode control

In this chapter, first the history and evolution of Sliding Mode Control (SMC) is
introduced, outlining the features, advantages and disadvantages of this control
technique. Special attention is paid to chattering and the techniques reported in the
literature to overcome this shortcoming, which is the most severe in SMC. Next, the
SMC algorithms analysed in this thesis are described. First, in Section 3.2 the control
algorithms are formulated to manipulate the dynamics of a second-order system with
a single input. Next, in Section 3.3 the control algorithms are used to manipulate
satellite attitude dynamics. To this end, two techniques for chattering reduction
are initially compared, evaluating their effectiveness in this respect as well as for
pointing accuracy and design complexity in the context of satellite attitude control.
Then, real system issues such as actuator saturations and parametric uncertainties
are considered, designing the controller so that the actuators can realise the output of
the control law and the closed-loop system is stable.

3.1 Overview on sliding mode control

Sliding mode control (SMC) is a non-linear Variable Structure Control (VSC) method
that was first introduced by V. Utkin in his work published in 1977 [46]. Here, it
is stated that the design of first order sliding mode control (FOSM), i.e. the first
generation of SMC, consists of defining:

• a sliding variable as a function of the system output and its time derivatives;
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• a discontinuous control law to force the system’s trajectories.

Then, the control law must first drive the value of the sliding variable to zero, i.e. the
system is driven in a domain named sliding surface, and then it must maintain the
system on the sliding surface in spite of uncertainties and perturbations [47]. If the
control law works as described, for appropriately chosen sliding surface the output
of the system can meet the desired reference input [48]. In particular, the sliding
surface is designed to give the desired trajectories of the system in the state-space
during the sliding phase, so that state errors tend to zero at this stage.
Based on the above description, the sliding mode control process can be split into
two time stages: the reaching phase, in which the sliding variable is non-zero, and
the sliding phase, in which the sliding variable is null. In fact, as soon as the control
process is activated, the initial conditions of the system will generate a non-zero
sliding variable, i.e. the system is not on the sliding surface. So, during reaching
phase the states of the system move towards the sliding surface, following a system
trajectory generated by the continuous control input [49]. Then, the reaching phase
ends as soon as the sliding variable is zero, at which point the system is on the sliding
surface and the sliding phase begins. During this phase the discontinuous control
input keeps the system on the sliding surface, and the output error tends to zero as
the closed-loop system moves along the trajectory defined by the sliding surface.
FOSM offers the following main advantages:

• the closed-loop system is insensitive to bounded matched uncertainties/disturbances
when it is in sliding phase [50];

• the closed-loop system converge in finite time on the sliding surface [51], [52];

• reduced order of the sliding equations [53].

These advantages, together with the ease of tuning and implementation also with
low computational power, have made SMC algorithms very attractive in the control
community, providing solutions in a variety of practical applications. Nevertheless,
FOSM suffers from the following drawbacks:

• chattering;

• the closed-loop system in sliding motion is not insensitive to unmatched
uncertainties/disturbances;
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• the sliding variables converge in finite time but the state errors only converge
asymptotically;

• the sliding surface design is restricted to have relative degree one with respect
to the control, i.e., higher order derivatives are required for the sliding surface
design.

In particular, this Chapter focuses on chattering issue, that was the main obstacle to
implementation of SMC theory at its outset [54]. In fact, this is a high frequency
motion in the vicinity of the sliding surface that can lead both to degrade the system
efficiency and to damage the mechanical moving parts of the system [55]. Then,
there are tipically three causes of chattering: (I) fast dynamics neglected in the model,
(II) finite sampling time of the controller, and (III) control law discontinuities across
the sliding surface, with the latter becoming more critical the greater the control
gain [56]. Because of its criticality, the chattering phenomenon has been extensively
analysed since the origin of SMC, and several techniques emerged to overcome this
drawback. Among these, the use of Boundary-Layer Sliding Mode [48, 57], higher
order sliding mode control [58–60], control gains adaptation based on adaptive rules
or fuzzy logic [61–64], and extended state and disturbance observers [65, 66] are
mentioned in the literature.
The idea of Boundary-Layer Sliding Mode Control (BLSMC) to alleviate chattering
is to smooth out the discontinuity of the control law in a small area neighbouring
the sliding surface, i.e. the boundary layer [67, 68]. In other words, outside the
boundary layer the control law ensures that the latter is attractive, hence invariant: all
trajectories of the system reach and then remain within the boundary layer. Instead,
inside it, the control law is interpolated, replicating the ideal control with a smoother
function. Certainly, this solution alleviates chattering, but at the same time leads to
tracking with reduced precision rather than ’perfect’ tracking, i.e. the error does not
asymptotically tend to zero [53].
As mentioned above, chattering is also caused by the discontinuous control that
excites the unmodelled dynamics. This problem, typical of FOSM, is alleviated by
higher order sliding controllers (HOSM), in which not only the sliding variable is
brought to zero, but also its k−1 successive derivatives (k−order sliding mode) [69].
In these algorithms, discontinuous control is ’hidden’ in the derivative of the sliding
variable, which allows for a considerable reduction in chattering [47]. In particular,
in Second Order Sliding mode control (SOSM) the discontinuous control appears
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in the first time derivative of the sliding variable, which is driven to zero as well as
the sliding variable itself [70, 71]. The concept of SOSM was introduced during the
second half of the 1980s with the Twisting algorithm, which seemed to solve the
chattering issue for system of relative degree one [58, 72]. However, the chattering
reduction strategy in Twisting SMC required knowledge of the derivative of the slid-
ing variable, which emerged as a critical issue in this algorithm [69]. This was solved
during the 1990s by a new SOSM named Super-Twisting (STW) algorithm [58, 73].
In fact, STW allows both to replace the discontinuous controller with a continuous
one and to alleviate the chattering with no knowledge of the time derivative of the
sliding variable [72, 69, 74]. Nevertheless, the STW design requires the boundaries
of the disturbance gradient to be know [75], and the chattering can only be mitigated,
but not completely removed [76]. Furthermore, the tuning of control parameters to
ensure both compensation of uncertainties and chattering reduction is a tricky task,
and the reduction of the amplitude of high-frequency oscillations with respect to the
FOSM is not always achieved. [55].
As mentioned above, other techniques to reduce chattering include the use of ex-
tended state and disturbance observers and control gains adaptation based on adaptive
rules or fuzzy logic. However, these methods were not investigated in this work,
which is why they are only briefly described below. The observer-based approach
allows the high-frequency component of the implant dynamics to be bypassed, so
that the unmodelled dynamics are not excited and ideal sliding arises [77]. However,
This approach reduces the problem of robust control to the problem of exact robust
estimation and, consequently, can lead to the deterioration of robustness with respect
to the plant uncertainties/disturbances due to the mismatch between the observer and
plant dynamics [78]. Finally, the purpose of adapting control gains is to establish a
sliding mode in finite time with no over-estimation of the gains with respect to the a
priori unknown true value of uncertainties [61]. Thus, the adaptation aims to achieve
control gains to be as small as possible whereas sufficient to counteract the uncer-
tainties/perturbations. Certainly, smaller control gains can alleviate chattering, so
the development of control algorithms with adaptation has attracted the attention of
many scientists and control engineers [62]. Another aspect that makes this approach
fascinating is the possibility of designing a SMC without the knowledge of uncer-
tainties/disturbances limits. However, the design of adaptive laws is a challenging
task, as some of the solutions presented overestimate the gains, do not guarantee
tracking performance, or requires the usage of low pass filters/estimators and the
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knowledge of the disturbances bounds [79–82].
Given this overview on SMC, the sections below delve into the equations and design
of FOSM and STW, which are the algorithms subsequently used for satellite attitude
control.

3.2 Sliding mode control for second order scalar sys-
tem

This section details the SMC control algorithms that will be employed next for
satellite attitude control purposes. Instead, here we consider a second-order dynamic
system with a single input, and SMC algorithms will be designed to manipulate the
dynamic system so that it follows a reference trajectory. First, the equations of the
FOSM algorithm are detailed and the stability of the closed-loop system is proven.
Next, the BLSMC approach is applied to modify the classical FOSM algorithm with
the aim of eliminating chattering in the closed-loop dynamics, and the reduction
in tracking accuracy is characterised in a mathematical perspective. Finally, the
design procedure for the STW control algorithm is given, emphasising the equations
required to set the gains of this controller.

3.2.1 First order sliding mode control

The purpose of this subsection is to recall both the equations and the design of a
FOSM to manipulate a second-order dynamic system with a single input. All results
reported in this subsection are already found in the literature (see in exchange [83]).
In order to present classical FOSM, consider the following nonlinear second order
system with a single input:

ẋ1 = x2

ẋ2 = f (x)+u+d
(3.1)

where x = [x1,x2] ∈ R2 is the state vector, f is a known function describing the
features of the system, and d is an unknown, bounded disturbance such that |d|< d.
Furthermore, d acts in same channel of the control input u, i.e. d is a matched
disturbance. The control problem is to make the dynamics in (3.1) follow a feasible
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Fig. 3.1 The sliding surface

reference trajectory x∗ = [x∗1,x
∗
2] ∈ R2, with ẋ∗1 = x∗2. So, the error e = [e1,e2] ∈ R2

is defined as follows:

e1 = x∗1 − x1 (3.2a)

e2 = x∗2 − x2 = ė1 (3.2b)

and the control objective is to steer to zero the tracking error e1.
As pointed out above, the design of a FOSM control algorithm consists of defining
both the sliding surface and the control law. The sliding surface is the domain of
space where the sliding variable is null, the latter is chosen to be linear as follows:

σ = e2 +λe1, λ ∈ R+ (3.3)

So, in the phase plane (e1,e2) the sliding surface σ = 0 is a straight-line whose slope
is given by the parameter λ , as Fig. (3.1) shows. Before dealing with convergence
properties during sliding phase, system (3.1) must be brought to the sliding surface.
Thus, the control problem is to design a control law able to keep the system on the
domain σ = 0. In order to achieve this task, the control law is selected as follows in
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FOSM:

u = ueq +usw (3.4a)

ueq = ẋ∗2 − f (x)+λe2 (3.4b)

usw = k sign(σ) , sign(σ) =


1 if σ > 0

−1 if σ < 0

0 if σ = 0

(3.4c)

Before giving the theorem for the finite-time convergence at σ = 0 for the closed-loop
system (3.1), (3.3), (3.4), the following property (proved in [84]) is recalled.

Lemma 3.1. Consider the system

ż = g(z, t), y = h(z, t), (3.5)

where f and g are continuous in t and locally Lipschitz in x ∈ R, and take the
quadratic Lyapunov function

V (z, t) = y2. (3.6)

If there exist real numbers α > 0 and β ∈ (0,1) satisfying the following:

V̇ (z, t)≤−αV β (z, t) ∀(z, t) : V > y2 (3.7)

then the output of system (3.5) converges in finite time to the set

By = {z, |y| ≤ y} (3.8)

and the reaching time T is bounded by:

T ≤
max

{
0, V (1−β )

y0 −V (1−β )
y

}
α(1−β )

(3.9)

Theorem 3.1. The trajectories of the system (3.1), (3.3) with the control law (3.4)
are proved to converge in finite-time to σ = 0 if k > d, and the reaching time is
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bounded as follows:

T ≤ 2

√
Vσ0

k−d
(3.10)

with σ0 = σ(0) and Vσ0 =V (σ0).

Proof. of Theorem 3.1

Consider the following candidate quadratic Lyapunov function

V =σ
2, (3.11)

whose derivative is:

V̇ =2σσ̇ (3.12)

σ̇ is obtained by computing the time-derivative of the sliding variable (3.3):

σ̇ =ė2 +λ ė1 = ẋd − ẋ2 +λ ė1 (3.13)

ẋ2 is as in Eq. (3.1), and from Eq. (3.2b) it is ė1 = e2. So, the following is obtained:

σ̇ =ẋ∗2 − f (x)−u−d +λe2 (3.14)

Introducing Eq. (3.14) into Eq. (3.12), the latter becomes:

V̇ =2σ (ẋ∗2 − f (x)−u−d +λe2) (3.15)

because u = ueq +usw, with ueq as in Eq. (3.4b) and usw as in Eq. (3.4c):

V̇ =2σ (−k sign(σ)−d) = 2(−kσ sign(σ)−σd) (3.16)

since σ · sign(σ) = |σ |, and −σd < |σ |d:

V̇ ≤2
(
−k |σ |+d |σ |

)
= 2

(
−k+d

)
|σ |=−2

(
k−d

)√
Vσ0 (3.17)
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Fig. 3.2 Reaching phase and sliding phase

Due to Eq. (3.17), Lemma 3.1 applies for z = x, y = σ , α = 2(k−d)> 0, β = 1/2 ∈
(0,1), and y = 0 and the proof is complete.

At this point it has been proven that in FOSM ∃ T s.t. σ = 0 ∀ t ≥ T . So the
reaching phase ends for t = T , after that the system remains in the domain σ = 0
and is in sliding motion. Now, consider the trajectories of the system during sliding
phase, which can be described by the following homogeneous linear time-invariant
differential equation resulting from the combination of Eqs. (3.2b), (3.3), and
Theorem 3.1: e2 = ė1

σ = e2 +λe1 = 0
=⇒ ė1 +λe1 = 0 (3.18)

Equation above reveals that if λ > 0 is chosen, both e1 and e2 asymptotically
converge to zero during sliding phase. Finally, a qualitative example of the trajectory
followed by the closed-loop system is in Fig. 3.2.

3.2.2 Boundary-layer first order sliding mode control

This subsection focuses on the application of BLSMC method to FOSM algorithm
described in Subsection 3.2.1. The resulting control algorithm is named Boundary-
Layer First Order Sliding Mode (BLFOSM), and consists of smoothing out the
discontinuities of the control law (3.4c) in a thin boundary layer neighbouring the
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Fig. 3.3 Sign function approximation

sliding surface σ = 0 (Eq. 3.3). In the literature, several functions have been
proposed to approximate the sign(σ) function in Eq. (3.4c), including:

• Sigmoid function: S(σ) = σ

|σ |+ε
, Fig. 3.3a. Here, ε is a small positive

scalar whose value defines the level of approximation of the sign function. In
particular: limε→0 S(σ) = sign(σ). In that case, Eq. (3.4c) is replaced by the
following:

usw = k S(σ) (3.19)

• Hyperbolic tangent function: tanh(kσ σ), Fig. 3.3b. Here, kσ is a positive
gain whose value defines the level of approximation of the sign function. In
particular: limkσ→∞ tanh(kσ σ) = sign(σ). In that case, Eq. (3.4c) is replaced
by the following:

usw = k tanh(kσ σ) (3.20)

• Saturation function: sat(σ), Fig. 3.3c. Here, σ is a small positive scalar such
that:

sat(σ) =

σ

σ
if |σ | ≤ σ

sign(σ) if |σ |> σ

(3.21)

Then, limσ→0 sat(σ) = sign(σ). In that case, Eq. (3.4c) is replaced by the
following:

usw = k sat(σ) (3.22)

Although the above functions allow a reduction of chattering, they also decrease
the tracking accuracy with respect to FOSM. In fact, the approximation of the sign
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function with a smoother one does not allow the closed-loop system to stay exactly on
the sliding surface. Rather, during reaching phase the closed-loop system converges
to a boundary layer neighboring the sliding surface (fig. 3.4), and after that the
trajectories move inside this set. The dimensions of the boundary layer depends on
which function is chosen to smooth out the discontinuities. In exchange, for the
saturation function we can state the following corollary:

Corollary 3.1. The system (3.1), (3.3), with the control law (3.4a), (3.4b), (3.21),
and (3.22) is proved to converge in finite time to the boundary layer

Bσ = {x ∈ R2, |σ | ≤ σ} (3.23)

if k > d. The reaching time is bounded as follows:

T ≤ 2
max

{
0,
√

Vσ0 −
√

Vσ

}
k−d

(3.24)

Proof. of Corollary 3.1
The proof is still based on Lemma 3.1, and is similar to Proof 3.2.1 of Theorem
3.1. In fact, ∀σ : |σ | > σ , we have sat(σ) = sign(σ) according to Eq. (3.21).
Therefore, Eq. (3.17) is obtained ∀σ : |σ | > σ and Lemma 3.1 applies for z = x,
y = σ , α = 2(k−d)> 0, β = 1/2 ∈ (0,1), and y = σ .

Since the BLFOSM only guarantees that σ converges within the set (3.23) (but
does not necessarily converge on the sliding surface), this control algorithm can not
guarantee that the tracking errors asymptotically converge to zero during sliding
phase, which was the case in FOSM. Instead, BLFOSM can only ensure that the
tracking error converges to a set around zero whose dimensions depend on both σ

and λ . In order to establish this set, consider the equations governing the sliding
phase in BLFOSM. From Eqs. (3.18) and (3.23), the compensated dynamic is as
follows:

ė1 +λe1 = σ ∈ [−σ , σ ] (3.25)

Now, it is worth referring to the following lemma, which comes from [85, Theorem
4.18].
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Fig. 3.4 The boundary layer neighbouring the sliding surface

Lemma 3.2. Consider the system

ż = g(z, t) (3.26)

where g is continuous in t and locally Lipschitz in x ∈ R, and take the square
Lyapunov function:

V (z, t) = z2. (3.27)

Assume that, for some ε > 0 along the trajectories of (3.26), for any interval [V , V ]

where ε <V <V , there exists υ > 0 such that:

V (z, t) ∈ [V , V ] =⇒ V̇ (z, t)<−υ . (3.28)

Then, the output of system (3.26) globally asymptotically converge to a set

Bz = {(z, t) : V (z, t)≤ ε}. (3.29)

Theorem 3.2. When the system (3.1) is governed by the compensated dynamics
(3.25) (and this is true ∀ t ≥ T ) the tracking error e1 asymptotically converge to a
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set Be defined as:

Be =

{
e1 : e2

1 ≤
(

σ

λ

)2}
(3.30)

Proof. of Theorem 3.2
Consider the candidate Lyapunov function

V =e2
1 (3.31)

which is in the same form as (3.26). Then, its time derivative is given by:

V̇ =2e1ė1 (3.32)

According to Eq. (3.25), it is ė1 =−λe1 +σ , so equation above becomes as follows:

V̇ =2e1 (−λe1 +σ) =−2
(
λe2

1 + e1σ
)
≤−2

(
λe2

1 + |e1|σ
)
= 2|e1|(−λ |e1|+σ) .

(3.33)

Now, we apply Lemma 3.2 with ε =
(

σ

λ

)2
. For each V > ε , so that V − ε > 0, we

obtain from 3.33,

V >V =⇒ |e1|2 ≥V =⇒ V̇ ≤−2λV (V − ε)≤−2λV (V − ε) =−υ < 0
(3.34)

which shows 3.28 and the results follows from Lemma 3.2

3.2.3 Super-twisting sliding mode control

In this subsection, the equations of STW algorithm are applied to the dynamic system
(3.1) in order to drive to zero the tracking error e1 (Eq. 3.2a). All results reported in
this subsection are already found in the literature (see in exchange [1]).
For the design of the STW control algorithm, the sliding variable σ is selected as in
Eq. (3.3). Thus, the σ−dynamics is the same as in Eq. (3.14), but it should be first
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rewritten as follows for controller design purposes:

σ̇ = m+n ·u (3.35)

From the comparison between Eqs. (3.14) and (3.35) it results that:

m = ẋ∗2 − f (x)−d +λe2, n =−1 (3.36)

Furthermore, assume that for some positive constants C, Km, KM, q, and UM the
following hold:

|ṁ|+UM |ṅ| ≤C, 0 ≤ Km ≤ n ≤ KM,
∣∣∣m

n

∣∣∣≤ qUM, 0 < q < 1 (3.37)

Now, the control law in the STW algorithm is selected as follows:

u = u1 +u2 (3.38a)

u1 =−γ |σ |
1
2 sign(σ) (3.38b)

u̇2 =

−u if |u|>UM

−η sign(σ) if |u| ≤UM
(3.38c)

Finally, the convergence properties of σ , σ̇ are stated in the following theorem,
exposed and proved in [1].

Theorem 3.3. The trajectories of system (3.35) with the control law (3.38) converge
in finite time to σ = σ̇ = 0 if

Kmη >C, γ >

√
2

Kmη −C
(Kmη +C)KM(1+q)

K2
m(1−q)

(3.39)

The control input u (3.38a) enters in finite time the segment [−UM,UM] and stays
there. It never leaves the segment, if the initial value is inside at the beginning.

A typical phase portrait of the STW algorithm is shown in Fig. (3.5). At this
point, it has been proven that in STW algorithm the closed-loop system reach the
sliding surface in finite time. After that, the trajectories lies in the domain σ = 0
during sliding phase. Thus, the convergence properties of the tracking error e1 are
the same as discussed in Subsection 3.2.1.
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Fig. 3.5 Phase portrait in STW [1]

3.3 Sliding mode control for spacecraft applications

This Section presents the SMC algorithms developed in this thesis for spacecraft
attitude control purposes. As explained in detail in the previous chapter, attitude
stabilisation involves highly non-linear kinematics and dynamics, leading to a robust
line of research in this field [86]. The various control techniques proposed by the
scientific community have been briefly presented in the Introduction. Instead, below
we present an overview of the SMC applications for spacecraft attitude control. The
first application of SMC to spacecraft attitude control was proposed in [87], a work
that pioneered a series of SMC controllers proposed for this field. In order to avoid
chattering in the closed-loop dynamics, both BLFOSM [88] and HOSM [89] are
proposed with linear sliding surface to achieve attitude tracking asymptotically, but
for HOSM control, the theoretical analysis is complex and computation burden
is heavy [90]. To improve convergence rate, attitude stabilization with terminal
sliding mode (TSM) was further proposed in [91]. Combining the advantage of
TSM with conventional SMC, the fast TSM (FTSM) is applied in [92] to accelerate
the algorithm convergence speed while simultaneously guaranteeing the spacecraft
attitude error dynamics to converge to small regions in finite time. Although TSM
algorithms are able to achieve the finite-time stability, they may suffer from the
singularity issue. Therefore, a non-singular TSM (NTSM) which successfully avoid
this drawback of traditional TSMC was proposed in [93, 94]. Moreover, a non-
singular FTSM (NFTSM) control strategy was developed in [95] for attitude control
of a flexible spacecraft. NFTSM allows to combine the advantage of NTSMC and
the conventional SMC, thereby accelerating the algorithm convergence speed while
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simultaneously guaranteeing the finite-time stability and the avoidance of singularity
problem.
In this project, we used the control algorithms seen in Section 3.2 to provide attitude
control of satellites. Therefore, these algorithms will be brought to bear on the
mathematical models of spacecraft attitude dynamics presented in Chapter 2. With a
view to realising attitude control systems as close as possible to the ’flyable’ format
as required by EASA standards [96], several practical aspects were considered in the
design of the control algorithms:

• attenuation of the chattering, which ruins the closed-loop dynamics and de-
grades the actuators for attitude control;

• compliance with hardware constraints, i.e. avoidance of actuator saturation
in order to achieve feasible manoeuvre profiles. Also, the limited update
frequency of the controller is considered.

• robustness against both the parametric uncertainties and environmental dis-
turbances which affects the spacecraft attitude dynamics as seen in Chapter
2;

• tracking accuracy, in order to obtain a depointing error as small as possible;

• control effort, so that the control algorithm does not require an excessive
amount of power to activate the actuators.

The following subsections delve into the design of SMC for spacecraft attitude
dynamics, expounding the algorithms developed during this phase of the work to
address the issues above.

3.3.1 Chattering attenuation in SMC

This work aims to investigate the performance developed by both BLFOSM and
STW algorithms to control the spacecraft attitude dynamics. The comparison seeks
to evaluate the performance developed by the two SMC algorithms, with a focus
on tracking accuracy, complexity and chattering elimination, also with low update
frequency of the controller. An attitude maneuver for inertial pointing is considered
as practical application, and the following assumptions are used to synthesise the
control law:
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• the spacecraft is supposed to be rigid and with three known principal central
axes of inertia;

• the actuation systems consists of three RWs, which are arranged in a cluster
whose center of mass coincides with the one of the spacecraft;

• the rotation axis of each wheel is aligned with a principal central axis of the
spacecraft;

• the body frame (see Chapter 2) is attached to the principal central axis of the
spacecraft;

• the objective of the maneuver is to align the body frame with the inertial frame;

• both the spacecraft and the reaction wheels are started with zero-angular speed;

• the angular momentum absorbed by the wheels to counteract the external
disturbances is neglectable;

• small orientation angles are considered between body frame and inertial frame.

According to these assumptions, it follows that:

• each wheel provides active control around one axis of the spacecraft, so that
each DOF has a dedicated control channel and a control law can be derived
separately for each axis;

• the kimenatics and dynamics errors equations are given by Eqs. (2.27) and
(2.43), respectively, as explained in Chapter 2.

Therefore, the complete mathematical model used for control design consists of three
SISO systems as follows:q̇v,i = 1

2ωi

ω̇i = 1
Jii
(τi +di)

i = x,y,z (3.40)

Where the subscript i will be used in the rest of the subsection to indicate a generic
satellite axis, i.e. x, y, and z of the body frame. For each of them, a sliding variable
is first defined through the states of the system (3.40), so that the tracking errors
converge to zero when the system is in sliding mode. After that, both the FOSM
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and STW control laws are derived to ensure the system is able to reach the sliding
surface.
Since for each axis the attitude control problem is a second-order dynamic system,
the following conventional sliding variable is selected for both FOSM and STW
algorithms:

σi = Jii (ωi +λqv,i) , λ ∈ R+, (3.41)

where λ is selected to be the same for the three axes, which implies that the three
sliding surfaces have the same inclination. Furthermore, λ ∈ R+ ensures that σi = 0
is a stable domain. This can be proven by introducing the first of Eq. (3.40) into Eq.
(3.41):

σi = Jii (2q̇v,i +λqv,i) (3.42)

which becomes an homogeneous linear differential equation for σi = 0, so both qv,i

and ωi asymptotically converge to zero.

Attitude control with FOSM algorithm

The FOSM control law to manage the spacecraft attitude dynamics is as follows:

τi =−k sign(σi)−
1
2

Jiiλiωi, i = (x,y,z) (3.43)

in which the control gain k ∈ R+ is the same for the three axes and is selected to be

k > d, d =
∥∥(dx, dy, dz)

∥∥
∞

(3.44)

Note that this choice is conservative, as it relates the choice of the control gain
for each axis to the worst-case scenario. One could also choose the control gain
according to the magnitude of disturbance for each axis, while still guaranteeing
stability and reducing the control effort, especially if the magnitudes of disturbance
are significantly different on each the axes. However, in satellite attitude control it is
quite common practice to select the same control gain for each axis. Then, the finite
time convergence of the closed-loop system (3.40) - (3.44) to σi = 0 is proven by
using Lemma 3.1 and the following quadratic Lyapunov function:

V =σ
2
i (3.45)
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whose time derivative is given by:

V̇ =2σiσ̇i (3.46)

σ̇i is obtained by introducing Eq. (3.40) in the time-derivative of Eq. (3.41):

σ̇i = Jii (ω̇i +λ q̇v,i) = τi +di +
1
2

Jiiλωi (3.47)

so, V̇ becomes as follows:

V̇ =2σi

(
τi +di +

1
2

Jiiλωi

)
(3.48)

then, the control law (3.43) is inserted, with k as in Eq. (3.44):

V̇ =2σi (−k sign(σi)+di)≤−2
(
k−d

)
|σi|=−2

(
k−d

)√
Vσ0i

(3.49)

Due to Eq. (3.49), Lemma 3.1 applies for z=(qv,i,ωi)∈R2, y=σi, α = 2(k−d)> 0,
β = 1/2 ∈ (0,1), and y = 0. The proof is complete and the closed-loop system
reaches the sliding manifold σi = 0 in finite time. After that, the dynamics is ruled
by Eq. (3.42) and the errors asymptotically converge to zero. Finally, apart from λ ,
the only control parameter to be selected is k, which is obtained via the upper limit
of the external torque d, dependent on orbital disturbances as described in Chapter 2.

Chattering attenuation in FOSM

A major focus of this work, as mentioned at the beginning of the subsection, is
the evaluation of BLSMC techniques for FOSM algorithm. For this reason, an
hyperbolic tangent (tanh) is used to replace the sign function in the control law
(3.43) to mitigate the chattering effect as follows:

τi =−k tanh(kσ σi)−
1
2

Jiiλiωi (3.50)

with the sliding variable σi defined in Eq. (3.41). Instead, kσ is a positive gain that
mitigate the level of approximation of the sign function, as in Eq. (3.20). This is
shown in Fig. (3.6), where the tanh function is plotted with different values of the
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Fig. 3.6 Effect of kσ on the hyperbolic tangent

gain kσ . In the case kσ = 102 the tanh function is equivalent to the sign function
for any |σ |> 0.03 (approximately), while tanh(kσ σ)< sign(σ) ∀ 0 < |σ |< 0.03.
Therefore, the value of kσ determines the dimension of the boundary layer (Fig. 3.4)
in which the trajectories of the closed-loop system move after the reaching phase
ends. The larger kσ is, the smaller the boundary layer and thus the tracking accuracy
improves, as stated in Theorem 3.2. On the other hand, the larger kσ is, the higher the
risk of chattering because the slope of the tanh function is higher. In this work, the
value of kσ was found by iteration through the numerical simulations. Nevertheless,
the dimension of the boundary layer can be found as follows:

Proposition 3.1. The trajectories of system (3.40), (3.41), (3.44), (3.50) are proved
to converge in finite time to the set

Bthσ =

{
(qv,i,ωi) ∈ R2, |σi| ≤

1
kσ

arctanh
(

d
k

)}
(3.51)

Proof. of Proposition 3.1
Take a quadratic Lyapunov function V = σ2

i as in (3.45), whose time derivative is
computed as in Eqs. (3.46)-(3.48). Introducing the control law (3.50) into (3.48), the
following is obtained:

V̇ =2σi (−k tanh(kσ σi)+di) , (3.52)
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where σi tanh(kσ σi) = tanh(kσ |σi|) is used to obtain:

V̇ =−2k tanh(kσ |σi|)+2σidi ≤

≤−2
(
k tanh(kσ |σi|)−d

)
|σi|=−2

(
k tanh(kσ |σi|)−d

)√
Vσ0i

(3.53)

and observing the term in brackets we have that

k tanh(kσ |σi|)−d > 0 ⇔ ∀σi : |σi|>
1

kσ

arctanh
(

d
k

)
(3.54)

implying that condition (3.7) is verified for each

V >

(
1

kσ

arctanh
(

d
k

))2

. (3.55)

Therefore Lemma 3.1 applies for z=(qv,i,ωi)∈R2, y=σi, α = 2
(
k tanh(kσ |σi|)−d

)
,

β = 1/2, and y = 1
kσ

arctanh
(

d
k

)
and the proof is complete.

Attitude control with STW algorithm

In order to design the STW control law, the σi-dynamics must be given in the same
format as the Eq. (3.35). From the time derivative of σi in Eq. (3.47) it is obtained
that:

mi = di +
1
2

Jiiλωi, ni = 1 (3.56)

Then, the design of STW algorithm requires the definition of some positive constants
that depend on mi, ni, and the time-derivatives according to Eq. (3.37). Since in this
case mi = mi(ωi), it was decided to derive an upper limit for ωi using conservation
of angular momentum. In fact, due to the assumptions made about the null initial
velocity of the satellite and reaction wheels and the exchange of angular momentum
between them during the manoeuvre, as described in Chapter 2, it is:

Jii |ωi|= |hrw,i| (3.57)
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therefore, an upper bound of the angular rate ω i is found by imposing the avoidance
of saturation of angular momentum of the reaction wheels:

Jii |ωi|= |hrw,i| ≤ hrw ⇔ |ωi| ≤ ω i =
hrw

Jii
. (3.58)

Of course, due to the accumulation of angular momentum into the wheel to counteract
the external disturbance, (3.58) should be modified so that manoeuvring the satellite
requires only a fraction of the total angular momentum available as follows:

ω i = υ
hrw

Jii
, 0 < υ < 1. (3.59)

Also given |di| ≤ d, the upper bound for |mi| is obtained:

|mi| ≤ |di|+
1
2

λJii |ωi| ≤ mi = d +
1
2

Jiiλω i (3.60)

After that, the time derivatives of mi and ni are derived from Eq. (3.56):

ṁi = ḋi +
1
2

λJiiω̇i, ṅi = 0 (3.61)

Then, the upper bound for ṁi is derived as follows:

• ḋi is the time derivative of the external torque due to orbital perturbations. As
discussed in Subsection 2.2.4, the orbital disturbance torque is given by the
sum of various effects, some of which produce a constant torque, while others
produce a torque that varies according to position along the orbit. Therefore,
the disturbance has a very small time variation, even compared to its magnitude.
Thus, the upper limit of ḋi is assumed to be an order of magnitude smaller than
d: ∣∣ḋi

∣∣≤ ḋ =
d
10

(3.62)

• ω̇i is function of both di and τi according to Eq. (3.40). It was already
explained that |di| ≤ d, moreover, the torque developed by the reaction wheels
is upper bounded by τ as described in Chapter 2:

|ω̇i| ≤
|τi|+ |di|

Jii
≤ ω̇ =

τ +d
Jii

(3.63)
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Finally, combining Eqs. (3.61), (3.62), and (3.63) gives:

|ṁi| ≤
∣∣ḋi
∣∣+ 1

2
λJii |ω̇i| ≤ ṁi = ḋ +

1
2

Jiiλω̇ (3.64)

At this point, the strategy to tune the control gains (Eqs. 3.37, 3.39) of the STW
control law (3.38a) is as follows:

1. Since 0 < q < 1, it is selected q = 1
2 ;

2. from
∣∣m

n

∣∣≤ q it is obtained UM,i =
mi
n·q ;

3. from |ṁ|+UM |ṅ| ≤C it is obtained Ci = ṁi;

4. Since 0 ≤ Km ≤ n ≤ KM, it is selected Km,i = KM,i = ni;

5. finally, ηi and γi are selected according to Eq. (3.39) in order to guarantee the
finite time convergence of the closed-loop system on the sliding surface with
the control law (3.38).

In STW algorithm, apart from λ , there are seven gains to be tuned for which an
upper limit must be found on ωi, ω̇i, and ḋi.

Case of study

In this work two different SMC algorithms are compared:

• BLFOSM, with the control law in Eq. (3.50);

• STW, in which the control law is taken from Eq. (3.38) and it is:

τi = τ1,i + τ2,i (3.65a)

τ1,i =−γi |σi|
1
2 sign(σi) (3.65b)

τ̇2,i =

−τi if |τi|>UM,i

−ηi · sign(σi) if |τi| ≤UM,i
(3.65c)

The control laws (3.50) and (3.65) are applied to the dynamics system (2.26), (2.37),
and (2.38) to simulate an inertial pointing maneuver. Furthermore, the numerical
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simulations are performed at two different values of update frequency, a smaller
one to account for the hardware limitations of the real controller and a larger one to
approach the ideal SMC that requires an infinite update frequency. The numerical
simulations are carried out in Matlab/Simulink for the same initial conditions in
order to compare the performance of the two control laws listed above with both high
and low update frequency values and to assess the impact of the update frequency
value on the performance developed by each controller. The parameters of both
the maneuvers and the controllers are listed in Section 5.1, where the most relevant
results are also shown.

Discussion of the results

This preliminary work was useful for comparing the BLFOSM and STW algorithms
in terms of several factors, such as chattering elimination, tracking accuracy, ease of
tuning, and their behaviour with regard to hardware constraints. This allowed the
following to be observed:

• Tuning the BLFOSM controller is much simpler than tuning the STW con-
troller, both in terms of the number of parameters to be set and their level of
intuitiveness. In fact, in addition to λ , in the BLFOSM only two parameters
need to be set, i.e. k and kσ . Since k is closely related to the torque required
by the reaction wheels, it is also straightforward to tune the BLFOSM so that
torque saturation is avoided. Also kσ has an intuitive meaning, as it directly
gives the dimension of the boundary layer. On the other hand, tuning the STW
entails setting 7 parameters, requiring the manipulation of the σ -dynamics
and deriving upper bounds on ω , ω̇ , and ḋ. Moreover, the correlation between
these parameters and the torque computed by the STW control law is not as
direct as in the BLFOSM.

• The BLFOSM algorithm allows to preserve the ease of tuning of FOSM while
avoiding chattering even when the controller is operating at a low refresh
rate. In fact, the BLFOSM does not seem to be affected by the refresh rate,
developing similar performance whether working at a high or low frequency.
On the other hand, the STW has been shown to be affected by the refresh
rate, offering better performance at 1000 Hz than at 10 Hz. Despite the better
pointing accuracy shown by the STW, it was decided to focus the next steps of
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the research on the BLFOSM due to its easy of implementation and tuning,
as well as the fact that it is not affected by the refresh rate. Furthermore,
the BLFOSM appears to be less computationally expensive than the STW,
whose control law includes more mathematical operations involving numerical
integration. In fact, numerical simulations performed with BLFOSM were
faster than those performed with STW.

• In the BLFOSM, it is straightforward to prevent torque saturation by setting
control gain k to be less than the maximum torque that can be developed by the
electric motor. However, no mathematical relationship has been established
to fix k so that torque saturation is avoided for certain. Moreover, this is not
enough to ensure that the angular momentum of the wheels does not saturate
during the maneuver, as was sometimes found in numerical simulations. In
particular, saturation was found in the initial stages of the control process, i.e.
during the reaching phase. For this reason, the next step of the research is to
study the reaching phase, looking for mathematical rules to set the control
parameters so as to avoid saturation of the angular momentum.

3.3.2 BLFOSM design including actuators constraints

This work focuses on the design of BLFOSM algorithm for attitude control systems
of spacecraft subject to actuators constraints. The control objective is to perform an
attitude maneuver for inertial pointing, and the same assumptions listed in subsection
3.3.1 are assumed. Thus, the actuation system consist of reaction wheels, and the
objective is to design the control algorithm in order to avoid saturation of the wheels
during the manoeuvre. In particular, the control law must ensure that:

i. the control input τ does not exceed the maximum torque τ that can be supplied
by the brushless electric motors;

ii. the angular momentum stored into the wheels hrw does not exceed the maximum
angular momentum they can store hrw.

In particular, the angular momentum stored into the wheels is closely related to
the angular rate of the spacecraft during the maneuver, as explained in Chapter
2. Therefore, the saturation of the actuation system may arise if the maneuver is
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performed at high angular speeds.
BLFOSM is the control algorithm aimed at the realisation of the objective proposed
in this work. As briefly introduced in Section 3.1, the SMC process can be split
into two time stages: first, the system’s trajectories reach the sliding surface during
the reaching phase, and then the trajectories moves on the sliding surface during
sliding phase. Therefore, during sliding phase the closed-loop system follows the
dynamics prescribed by the sliding surface, but during reaching phase the trajectories
move outside the sliding surface, so the states of the system are unconstrained. As a
consequence, the angular rates of the spacecraft may exceed the threshold during
this stage, leading to saturation of the actuators. Starting from the BLFOSM control
law (Eq. 3.50), the behaviour of the dynamic system (3.40) during reaching phase
is investigated, deriving a mathematical relation between the time-evolution of the
sliding variable and the angular rate over this stage. After that, a novel strategy is
used to define the control parameters of the BLFOSM algorithm. Taking into account
both the saturation values of the actuators and the spacecraft parameters, this strategy
successfully avoid the saturation problem.

Tuning with compliance of actuator constraints

The same assumptions listed in subsecion 3.3.1 are assumed, thus the control problem
is reduced to manage a second-order dynamic system for each axis of the spacecraft.
Similar to Eq. (3.41), here the sliding variable is selected as follows:

σi =Jii (ωi +λqv,i) , λ ∈ R+, i = x,y,z (3.66)

with Jii the inertia of the spacecraft about the i-axis and λ the inclination of the
sliding surface for the i-axis. Keeping in mind Eq. (3.40), the sliding variable can
also be presented as follows:

σi =

(
d
dt

+
λ

2

)
2Jiiqv,i (3.67)

and its time derivative is given by:

σ̇i =

(
d
dt

+
λ

2

)
2Jiiq̇v,i =

(
d
dt

+
λ

2

)
Jiiωi (3.68)
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therefore Jiiωi is obtained as the output of a first-order linear filter fed with σ̇i.
Furthermore, from the assumptions it is ωi(t = 0) = 0 at the start of the control
process, thus the output of first order filter is bounded as follows during reaching
phase:

Jii |ωi|<
|σ̇i|
λ/2

(3.69)

Thus, in order to avoid the saturation of the angular momentum it should be:

Jii |ωi|<
|σ̇i|
λ/2

≤ hrw (3.70)

Now, an upper bound for |σ̇ | is derived from the σ -dynamics, i.e. from the derivative
of Eq. (3.66):

σ̇i =Jii (ω̇i +λ q̇v,i) (3.71)

Introducing both the dynamic system (3.40) and the control law (3.50), σ̇i becomes
as follows:

σ̇i =τi +di +
1
2

Jiiλωi =−k tanh(kσ σi)+di (3.72)

and the upper bound can be found with the triangle inequality:

|σ̇i| ≤|k tanh(kσ σi)|+ |di|< k+d (3.73)

with d the upper bound of the external torque as in Eq. (3.44). Introducing Eq. (3.73)
into Eq. (3.70), the following condition on λ is found to prevent actuator saturation:

|σ̇i|
λ/2

<
k+d
λ/2

≤ hrw ⇒ λ ≥ k+d
hrw/2

(3.74)
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To compute λ , the gain k should be established. As briefly mentioned above, this
gain is defined without saturation of the wheel torque, i.e. |τi| ≤ τ . From the control
law (3.50), the triangle inequality, and Eq. (3.69) we have:

|τi| ≤|k tanh(kσ σi)|+
∣∣∣∣12Jiiλωi

∣∣∣∣< k+
1
2

λhrw ≤ τ (3.75)

Introducing Eq. (3.74) into equation above, the following condition on k is found to
avoid torque saturation:

k+
hrw

2
k+d
hrw/2

≤ τ ⇒ k ≤ τ −d
2

(3.76)

From Eqs. (3.44) and (3.76) we obtain two bounds regarding the control gain k: k ≤ τ−d
2

k > d
(3.77)

The first one comes out from the condition to avoid the saturation on the torque,
while the second one derives from the reachability condition. This system leads to
a constraint on the choice of the actuators. In fact, they must provide a maximum
torque given by

τ > 3d (3.78)

in order to satisfy both the conditions in system (3.77). Finally, for each spacecraft
axis the controller is defined by the control law (3.50) with the gains as in Eqs. (3.74)
and (3.76).

Case of study

The control law (3.50), with the control parameters as in Eqs. (3.74) and (3.76) is
applied to the same scenario that was used for numerical simulations of subsection
3.3.1. Therefore, the dynamics system used for simulations is given by (2.26),
(2.37), and (2.38), and same spacecraft, actuation system, and initial conditions of
subsection 3.3.1 are taken into account. Next, the results are compared with those
obtained in Section 5.1 using the same control law (3.50), but with gains as in Table
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5.2. The parameters of the numerical simulations are listed in Section 5.2, where the
most relevant results are also shown.

Discussion of the results

The purpose of this work was to define a strategy to derive the control parameters of
BLFOSM control law to avoid saturation of the reaction wheels during the maneuver.
Therefore, the output of the control law defined in this paper can be realised by
actuators of a real system, in contrast to the control law with the same structure used
in subsection 3.3.1. The key feature of the proposed approach is to upper bound
the angular rate when the system is in reaching phase, constraining the system’s
trajectories so that saturation of angular momentum does not occur. The results
showed the effectiveness of the proposed approach to avoid actuator saturation
whilst completing the manoeuvre. However, the analysis of the results revealed the
following issues:

• The stability of the closed-loop system was proven under the condition that
the inertia matrix of the satellite is known. In fact, Jii appears in the equivalent
control (Eq. 3.50) in order to compensate the same term in the σi-dynamics (Eq.
3.40), with the latter coming from the dynamics. Therefore, if the true inertia
is different from the supposed one, this term can not be fully compensated,
and the mismatch must be taken into account when studying the stability of
the closed-loop system.

• The inertia matrix enters into the procedure to derive the control gains k and
λ . In this study, we assumed the inertia matrix to be known and that the
satellite is a rigid body, but the parametric uncertainties and the flexibility of
the structures need to be considered for a more realistic study.

Therefore, the design of a BLFOSM algorithm for an inertial pointing manoeuvre is
studied in the next subsection, using a mathematical model that includes parametric
uncertainties and flexibility of structures in the satellite attitude dynamics.
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3.3.3 BLFOSM design including parametric uncertainties

This work describes the derivation of a BLFOSM algorithm to manipulate the
attitude dynamics of the flexible spacecraft with uncertain parameters. The objective
is to perform an inertial pointing maneuver without saturating the actuators as
in Subsection 3.3.2. However, in this case the design of the controller includes
the uncertainties of inertia and coupling between attitude dynamics and flexible
dynamics.

Tuning with parametric uncertainties

The same assumptions listed in subsection 3.3.1 are considered, except that the
satellite is no longer considered as a rigid body. Nevertheless, the satellite is still
assumed with three principal axes of inertia, but the true inertia J is unknown.
However, we considered that J consists of J0, i.e. the known nominal inertia, and ∆J,
which includes uncertainties and possible parametric variations. Therefore, we have
J = J0 +∆J, and the mathematical model used for control design consists of three
SISO systems plus the dynamics equation of the amplitude η as follows (details in
Chapter 2): 

q̇v,i =
1
2

ωi

ω̇i =

(
1

J0ii

+ ∆̂Jii

)(
τi +di − (δ T

η̈)i
) i = x,y,z

η̈ =−Cη̇ −Kη −δω̇

(3.79)

For this work, we assumed ∆J > 0 unknown, but with a known upper bound J, which
allows to define a parameter ξ such that

Jii ≤ Jii = ξiJ0ii. (3.80)

Furthermore, this assumption also allows an upper limit to be defined for ∆̂J, that is∣∣∆̂Jii
∣∣≤ ∆̂Jii, (3.81)

with ∆̂Jii obtained by injecting ∆Jii = Jii − J0ii into the Matrix Inversion Lemma
(2.50). As discussed in Chapter 2, the flexibility of the appendages adds a further
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input to the total angular momentum of the system, so we have

Hi = Jiiωi +hrwi +(δ T
η̇)i, (3.82)

and bearing in mind the conservation of angular momentum and the null initial
angular velocity of both the satellite and the wheels, the angular momentum stored
into the actuators is

hrwi =−Jiiωi − (δ T
η̇)i, (3.83)

to which the triangle inequality is applied and the condition for not saturating the
wheels is imposed, obtaining

|hrwi| ≤ Jii |ωi|+
∣∣δ T

η̇
∣∣
i ≤ hrw (3.84)

Since the deformations due to the flexibility of the appendages are typically small,
it is reasonable to consider the contribution of the flexibility to the angular momen-
tum neglactable during a maneuver, i.e. Jii |ωi| >>

∣∣δ T η̇
∣∣
i. Furthermore, for the

assumptions it is Jii ≤ Jii, therefore the condition to prevent saturation of the angular
momentum in the wheels can be written as

Jii |ωi|< hrw → max |ωi|= ω i =
hrw

ξiJ0ii

(3.85)

with ω i the maximum angular rate for which the wheels do not saturate. Similar to
Subsection 3.3.2, we need to find an upper bound for the angular rate of the spacecraft
during reaching phase, therefore we derive a mathematical relation between the time-
evolution of the sliding variable and the angular rate over this stage. First, both the
sliding variable and the control law are defined using the nominal value of the inertia
as follows

σi = J0ii (ωi +λiqv,i) =

(
d
dt

+
λi

2

)
2J0iiqv,i, λi ∈ R+, (3.86)

τi =−ki sat(σi)−
1
2

J0iiλiωi. (3.87)

Eq. (3.86) allows to define an upper bound for J0ii |ω| as in (3.68), (3.69). Indeed,
we have

σ̇i =

(
d
dt

+
λi

2

)
J0iiωi → J0ii |ωi|<

|σ̇i|
λi/2

. (3.88)
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Multiplying both sides of inequality (3.88) by ξi defined as in (3.80) we obtain as
follows:

ξiJ0ii|ωi|= Jii|ωi|< ξi
|σ̇i|
λi/2

, (3.89)

and combining (3.85) with (3.89), the condition to prevent angular momentum of the
wheels from saturation results in:

ξi
|σ̇i|
λi/2

≤ hrw, (3.90)

which is similar to Eqs. (3.69), (3.70). Now, an upper bound for |σ̇ | is derived by
introducing the closed-loop dynamics equations into the derivative of the sliding
variable (3.86), which is:

σ̇ = J0ii (ω̇i +λiq̇v,i) . (3.91)

Eq. (3.79) is inserted into equation above to obtain:

σ̇ = J0ii

[(
1

J0ii

+ ∆̂Jii

)(
τi +di − (δ T

η̈)i
)
+

1
2

λiωi

]
= (3.92)

=
(
1+ J0ii∆̂Jii

)(
τi +di − (δ T

η̈)i
)
+

1
2

J0iiλiωi, (3.93)

and introducing the control law (3.87), the latter becomes:

σ̇ =
(
1+ J0ii∆̂Jii

)(
−ki sat(σi)−

1
2

J0iiλiωi +di − (δ T
η̈)i

)
+

1
2

J0iiλiωi =

(3.94)

=
(
1+ J0ii∆̂Jii

)(
−ki sat(σi)+di − (δ T

η̈)i
)
−
(
1+ J0ii∆̂Jii −1

) 1
2

J0iiλiωi =

(3.95)

=
(
1+ J0ii∆̂Jii

)(
−ki sat(σi)+di − (δ T

η̈)i
)
− J2

0ii
∆̂Jiiλiωi (3.96)
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The disturbance torque due to flexibility has an upper bound which can be estimated
through structural analysis and simulations. Having already defined the upper bound
of the external torque |di|< d (3.44), we can establish the upper bound µ of the total
disturbance as:

d +∥δ
T

η̈∥∞ < µ. (3.97)

Therefore, bearing in mind Eqs. (3.81) and (3.85), the upper bound of (3.96) is as
follows:

|σ̇i| ≤
(

1+ J0ii∆̂Jii

)
(ki +µ)+ J2

0ii
∆̂Jiiλiω i (3.98)

Now, Eqs. (3.85) and (3.98) are inserted into Eq. (3.90) to obtain the λi value
guaranteeing the avoidance of angular momentum saturation:

hrw ≥ ξi
|σ̇i|
λi

≥ ξi

λi

(
1+ J0ii∆̂Jii

)
(ki +µ)+ξiJ2

0ii
∆̂Jiiω

⇓

λi ≥
ξi

(
1+ J0ii∆̂Jii

)
(ki +µ)

hrw −ξiJ2
0ii

∆̂Jii
hrw

ξiJ0ii

=
ξi

(
1+ J0ii∆̂Jii

)
(ki +µ)

hrw

(
1− J0ii∆̂Jii

) .

(3.99)

Similar to Subsection 3.3.2, the gain ki is defined without torque saturation. There-
fore, the triangle inequality is applied to the control law (3.87) as follows:

|τi| ≤ ki + J0iiλiω i ≤ τ ⇒ ki ≤ τ − J0iiλiω i (3.100)

and inserting λi (3.85) and ω i (3.99) into equation above we obtain:

ki ≤ τ − J0ii

ξi

(
1+ J0ii∆̂Jii

)
(ki +µ)

hrw

(
1− J0ii∆̂Jii

) hrw

ξiJ0ii

= τ − 1+ J0ii∆̂Jii

1− J0ii∆̂Jii

(ki +µ) . (3.101)
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By manipulating equation above, the ki value avoiding torque saturation is found as
follows:

ki

(
1+

1+ J0ii∆̂Jii

1− J0ii∆̂Jii

)
≤ τ −µ

1+ J0ii∆̂Jii

1− J0ii∆̂Jii

⇒ ki ≤
τ −µ

1+J0ii ∆̂Jii

1−J0ii ∆̂Jii

1+
1+J0ii ∆̂Jii

1−J0ii ∆̂Jii

(3.102)

Therefore, λi and ki are obtained with the last of (3.99) and (3.102), respectively.

Closed-loop stability

In this work, the discontinuity of the signum function in the control law is smoothed
out with the saturation function, which directly gives the dimension of the boundary
layer through the parameter σ as discussed in Subsection 3.2.2. Contrary to what
has been seen so far in this chapter, the mathematical model contains parametric
uncertainties that require proving again the finite-time stability of the boundary layer.
The latter is discussed below.

Proposition 3.2. The system (3.79), (3.86), (3.87) is proved to converge in finite time
to the following set

Bσ =

{
(qv,i,ωi) ∈ R2, |σi| ≤ σ

}
(3.103)

if ki > µ for i = x,y,z.

Proof. of Proposition 3.2
The Proof is based on Lemma 3.1. Therefore, consider the quadratic Lyapunov
function V = σ2 as in (3.45), whose time derivative is V̇ = 2σσ̇ . Introducing σ̇ as
in (3.96) in the time derivative of the candidate Lyapunov function we obtain:

V̇ = 2σi
(
1+ J0ii∆̂Jii

)(
−ki sat(σi)+di − (δ T

η̈)i
)
−2σiJ2

0ii
∆̂Jiiλiωi. (3.104)

Now, observe that σi · sat(σi) = |σi| ∀|σi|> σ . Furthermore, using µ defined as in
(3.97) and ∆̂J as in (3.81) gives:

2σi
(
1+ J0ii∆̂Jii

)(
−ki sat(σi)+di − (δ T

η̈)i
)
≤ 2

(
1+ J0ii∆̂Jii

)
(−ki|σi|+µ|σi|) ,

(3.105)



3.3 Sliding mode control for spacecraft applications 69

and since the control gains (3.99), (3.102) ensure the fulfillment of condition (3.85),
we also have:

2σiJ2
0ii

∆̂Jiiλiωi ≤ 2|σi|J2
0ii

∆̂Jiiλiω i. (3.106)

Therefore, inserting (3.105) and (3.106) into (3.104) gives:

V̇ ≤ 2
(

1+ J0ii∆̂Jii

)
(−ki|σi|+µ|σi|)+2|σi|J2

0ii
∆̂Jiiλiω i (3.107)

Substituting ω i from (3.85) and λi from (3.99) we get:

2|σi|J2
0ii

∆̂Jiiλiω i = 2|σi|J2
0ii

∆̂Jii

ξi

(
1+ J0ii∆̂Jii

)
(ki +µ)

hrw

(
1− J0ii∆̂Jii

) hrw

ξiJ0ii

= (3.108)

= 2|σi|J0ii∆̂Jii (ki +µ)
1+ J0ii∆̂Jii

1− J0ii∆̂Jii

, (3.109)

and inserting (3.109) into (3.107) we obtain:

V̇ ≤−2ki|σi|

[
1+ J0ii∆̂Jii − J0ii∆̂Jii

1+ J0ii∆̂Jii

1− J0ii∆̂Jii

]
+

+2µ|σi|

[
1+ J0ii∆̂Jii + J0ii∆̂Jii

1+ J0ii∆̂Jii

1− J0ii∆̂Jii

]
.

(3.110)

Factoring out the denominator in the equation above, we obtain:

V̇ ≤− 2

1− J0ii∆̂Jii

[
ki

(
1− J0ii∆̂Jii −2

(
J0ii∆̂Jii

)2
)
−µ

(
1+ J0ii∆̂Jii

)]
|σi|,

(3.111)

in which the terms in brackets is:

ki

(
1− J0ii∆̂Jii −2

(
J0ii∆̂Jii

)2
)
−µ

(
1+ J0ii∆̂Jii

)
> 0 ∀ ki > µ, ∆J ≥ 0

(3.112)
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because J0ii∆̂Jii ∈ (−1,0] since J0ii∆̂Jii = 0 for ∆J = 0 and J0ii∆̂Jii →−1 for ∆J →
∞). Therefore, condition (3.7) is verified for each V > σ

2. Therefore, Lemma 3.1
applies for z = (qv,i,ωi) ∈ R2, y = σi, α in Eq. (3.112), β = 1/2, and y = σ and the
proof is complete.

Case of study

The control law (3.87) with the control gains (3.99), (3.102) is applied to the dynamic
system (2.26), (2.68), (2.64) and (2.38) to simulate an inertial pointing maneuver. The
flexible satellite used for numerical simulations is modeled according to Subsection
2.2.3, and is described in Appendix A. The flexibility of the panels is accounted
as described in Subsection 2.2.3, obtaining K, C, and δ in (3.79) from the FEM
analysis. For numerical simulations purposes, the nominal inertia J0 is taken with
folded panels, while the upper bound J is computed with deployed panels. The
maneuver and the parameters of the both the spacecraft and the controller are listed
in Section 5.2, where the most relevant results are also shown.

Discussion of the results

In this work, the results obtained in Section 3.3.2 for the rigid satellite with known
parameters were extended to the flexible satellite with uncertain parameters. The
controller design is similar to that seen in Section 3.3.2, but in this case uncertainties
about inertia enter into the definition of control gains λi and ki. In particular, in the
case where ∆J = 0 is considered, (3.99) and (3.102) reduce to (3.74) and (3.76),
respectively. The gain ki is affected by two constraints, that are (3.102) and k > µ

from (3.112). Then, the right side of (3.102) has its minimum for J0ii∆̂Jii = 0, which
gives

ki ≤
τ −µ

2
. (3.113)

This inequality, together with ki > µ leads to a constraint on the choice of the
actuators, which must provide a maximum torque which is at least

τ > 3µ. (3.114)

The results of the numerical simulations showed the effectiveness of the proposed
approach to avoid actuator saturation whilst completing the manoeuvre for the
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flexible spacecraft with uncertain parameters. However, the analysis of the results
revealed the following issue

• The proposed approach requires the angular velocity of the spacecraft to be
zero at the starting time, otherwise the Eq. (3.69) is not valid, negating the rest
of the approach.

• The fulfillment of the reachability condition requires the nominal inertia J0 to
be the minimum inertia assumed by the satellite. Indeed, the inequality (3.112)
is proven to be true for each ki > µ only where ∆J ≥ 0 is considered. If the
true inertia of the satellite can be J < J0, i.e. ∆J < 0, the fulfilment of the
reachability condition can still be guaranteed provided that ki is large enough
so that the inequality (3.112) is satisfied even for ∆J < 0.

• The reaching phase may be very prolonged, taking the majority of the ma-
noeuvring time depending on the initial conditions. Although the proposed
approach solves the issue due to unconstrained states when the system moves
outside the sliding surface, the reaching phase shows other criticalities that
make it undesirable to be protracted within the control process. In fact, the
critical aspect of this phase is due to the risk for trajectories to be sensitive to
disturbances and parametric uncertainties, so that during reaching phase SMC
loses the robustness it displays during the sliding phase [97].

Building on these considerations, a BLFOSM algorithm with an adaptive sliding
surface was developed in this thesis. This algorithm is the major result of the PhD
project, and will be presented in the next Chapter. Here, it will be shown how it
succeeds in reducing the reaching time, while alleviating the other two issues above.



Chapter 4

Sliding mode control with adaptive
sliding surface

This chapter details the adaptive mechanism developed in this PhD project to adapt
in real time the sliding surface during the control process. The innovative algorithm
synthesised in this thesis is based on the conventional BLFOSM, but the adaptive
mechanism allows the slope of the sliding surface to be adapted, giving the new
control algorithm a great ability to adapt to a wide range of initial conditions, ensuring
robustness, tracking accuracy and smooth response. In Section 3.1, references were
made to adaptive mechanisms used in SMC algorithms and aimed at mitigating
chattering through real-time adjustment of the control gains. In contrast, in this work
the adaptive mechanisms are not used for this purpose. In fact, in the new algorithm
the mitigation of chattering is performed using the BLSMC approach, as detailed
in Chapter 3. Therefore, in the algorithm presented in this chapter the gain k of the
switching control is constant, while the parameter λ of the sliding variable is adapted
in real time. The main key of this proposal is the reduction of the reaching time, so
that the reaching phase is proven to be shorter than in conventional BLFOSM with
fixed sliding surface. Another approach widely used in the literature to eliminate the
reaching phase is the Integral SMC (ISMC), so it is worth to be mentioned here as it
is relevant to the scope of this thesis, even though it is not dealt within this project.
The ISMC was first proposed in [98], and it ensures the existence of the sliding
motion since the beginning of the control process by introducing integrative terms in
the definition of the sliding surface. In addition to eliminating the reaching phase,
the ISMC approach can reduce the steady-state error and mitigate the chattering
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problem; however, in the presence of a high initial error, this method could lead to
large overshoot and a long settling time, thus degrading transient performance. This
phenomenon becomes more severe when the control input is limited, [99].
To the best of our knowledge, there is no work in the literature regarding SMC for
second-order systems in which the sliding surface is adjusted in real time using
adaptive laws. However, several authors have proposed time-varying sliding surfaces
according to other logics than adaptive laws, so a literature review on these works is
in Section 4.1. Then, in Section 4.2 the innovative adaptive BLFOSM algorithm is
introduced, presenting the adaptive law for λ and the control design for a second order
system with a single input. Here, the advantages brought about by the adaptation of
the sliding surface in the BLFOSM are detailed and certified through mathematical
proofs. Finally, in Section 4.3 the innovative control algorithm is used to manipulate
satellite attitude dynamics, taking into account the models developed in this PhD
for academic research purposes and the implementation on a real satellite, i.e. the
DEMETER.

4.1 Overview on sliding mode control with time-varying
sliding surface

Conventional SMC with fixed sliding surface consists of reaching phase and sliding
phase, and if the initial state is far from the sliding surface, the system may have an
undesirable and unpredictable reaching mode. In fact, reaching phase has critical
issues related to both lack of robustness and unconstrained trajectories of the system,
as discussed in Chapter 3. For this reason, various techniques have been proposed to
reduce the reaching time, and the first one was to increase the gain of the switching
control input. However, this eventually aggravates the chattering problem and may
lead to saturate the actuators [100]. Therefore, several techniques consider time-
varying sliding surface through predefined mathematical rules or fuzzy logic. By
reducing the distance between the sliding surface and the initial state, time-varying
sliding surface ensures low reaching time while avoiding both a big control effort
and fast system response for any initial conditions. Since the beginning of this new
concept, time-varying sliding surfaces have been considered for a variety of dynamic
systems. In the literature there can be found works concerning linear and nonlinear
moving sliding surfaces for second-order systems up to systems of order n, both
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continuous-time and discrete-time. A very detailed and comprehensive collection
of the work developed in this field can be found in [101] and [102]. In view of the
scope of application of this, only works concerning moving linear sliding surfaces
for second-order continuous-time systems are reported below.
A SMC with discrete time-varying sliding surface for second order systems was
first proposed in [103], where the sliding surface is first selected to pass through the
initial state errors, and then it is rotated and/or shifted in a step-wise fashion until
it reaches the predetermined desired position. In this work, the linear time-varying
sliding surface for second order system is defined as:

s = ė+ c · e+α (4.1)

where α and c are responsible for shifting and rotating the sliding surface, respec-
tively. These parameters are updated during the control process and kept fixed for
a determined time period, i.e. the dwelling time, which is another control param-
eter that must be adjusted to preserve robustness. In fact, although this approach
guarantees shorter reaching time, a reaching phase occurs after each dwelling period
because the discontinuous movement of the sliding surface, ruining the robustness
of the control system as revealed in [104]. In the same article, the author proposed
a technique for continuously moving the sliding surface, defining the parameters
c(t) and α(t) in Eq. (4.1) as first degree polynomial of the time whose parameters
give the rotation and shifting schemes. Subsequently, several authors have proposed
practical applications for the time-varying sliding surface approach developed in
[104]. Indeed, the latter is applied to position control of a DC motor in [105], and
to position control of induction machines in [106], in both cases and analysis are
supported by experimental results. Also paper [107] presents an application of the
same scheme to move the sliding surface for the two degree of freedom robot arm
position regulation. Furthermore, in this article velocity and acceleration constraints
are explicitly taken into account. In all these works, experiments confirm that with
the time-varying sliding surface proposed in [104] the SMC is insensitive with re-
spect to external disturbance and modelling uncertainty from the very beginning of
the control process. Nevertheless, in this approach c has a constant variation over
time, which results in different amount of sliding surface’s rotation for different
values of c. Therefore, in [108] the angle information between the sliding surface
and the error coordinate axis is directly used in the time variation of c. Since the
amount of change in the angle is directly proportional to the amount of change in the
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position of the sliding surface, this contributes to a more meaningful adjustment of
the sliding surface. In this method, the initial position of the sliding surface passes
for the initial state of the system, so that the reaching phase is eliminated, while the
final position is a design parameter. Concerning the switching scheme, a further
modification of the approach illustrated in [104] is proposed in [109]. Here, α is
defined with a quadratic polynomial, allowing to obtain a constant velocity shifting
or a constant acceleration shifting depending on the parameters setting. Further
results of the application of time-varying switching lines to the sliding mode control
of the continuous time, second order dynamic systems are presented in [110], where
the authors introduce a new coordinate frame, namely (s− p) plane. The coordinates
of that plane are the original sliding surface s = ė+c ·e and p = ė+c−1e, with p = 0
perpendicular to s = 0. Then, a linear sliding surface in the (s− p) plane is generated
as

ŝ = s+ ks p

where ks defines the position of the proposed sliding surface and it is continuously
adjusted through a time dependent function, thus to obtain a rotating sliding surface.
In all the algorithms above, c and α are first chosen so that the system lies on the
sliding surface at the beginning of the control process. After that, the sliding surface
is moved according to predefined time polynomials so that it approaches a final
position during the control process. Thus, in this scheme the movement of the sliding
surface is not adjusted based on the states assumed by the dynamic system during
the control process, rather it is merely a function of time. As a consequence, this
scheme for moving the sliding surface requires an additional design parameter to be
specified, i.e. the time interval taken by the sliding surface to reach the desired end
position. In addition, should the system lose the sliding mode as a result of either a
reference change or a perturbation, the mechanism for moving the sliding surface
cannot detect this automatically, and its rotation towards the desired end position
would continue even if the system is no longer on the sliding surface. In such a
situation, in order to guarantee the robustness of the system, it is necessary to reset
the time counted in the polynomials governing the movement of the sliding surface
to zero and recalculate the initial position of the sliding surface in accordance with
the states of the system.
In order to avoid these drawbacks, the control structure must be supplemented with
an adaptive mechanism that can adjust the movement of the sliding surface according
to the states of the system. With this goal in mind, some researchers have proposed
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to combine fuzzy logic with SMC. A fuzzy adaptation for sliding mode controller
is proposed in [111] with an application for a second order SISO system. Here,
a first fuzzy approximator is used to update the slope of the linear sliding surface
according to the position error, with the aim of improving the dynamics of the
tracking error in the sliding regime. Furthermore, a second fuzzy approximator
regulates the behaviour of the states in reaching phase. Instead, a Takagi-Sugeno
fuzzy algorithm is proposed in [112] to realize a SMC with a linear time varying
sliding surface. The latter is selected to pass for the initial conditions of the system
at the beginning of the control process, and a different sliding surface is defined
according to the quadrant of the phase plane where the initial conditions are located.
After, both c and α are updated in real time basing on the states of the system through
a Takagi-Sugeno fuzzy algorithm. Also, in [113] a fuzzy logic tuning algorithm is
proposed to generate the rotation and the shifting of the sliding surface. However, the
rotation is only permitted in a slope-increasing direction. A fuzzy tuning mechanism
capable of rotating the sliding surface in both directions is presented in [114]. The
time varying sliding surface design is undertaken by using the new coordinate axes
proposed in [110]. Then, two-dimensional fuzzy rule tables are generated for the two
stable regions of the state space to rotate the sliding surface in the new coordinate
axes. Since two-dimensional fuzzy rule base increases the computation time of the
control input significantly, an attempt to rotate the sliding surface by fuzzy logic
rules using one dimensional rule base is presented in [115], with an application for
control of single phase UPS inverter in [116]. A slightly different usage of the fuzzy
logic in SMC is presented in [117], where a Takagi-Sugeno fuzzy system is used
for directly obtaining the sliding surface with rule consequents. In particular, each
rule of this system represents the maximum slope sliding surface for a certain set of
parameters given in the premise part.
Fuzzy logic allows the sliding surface to be moved by taking into account the states
of the system, but to achieve this requires the definition of fuzzy sets, input-output
decision rules and defuzzification methods. As all this generates a non-negligible
computational cost, in this work we want to use a novel adaptive law to rotate the
sliding surface in a meaningful way, thus based on the states of the system. The
new algorithm is based on the BLFOSM already seen in Section 3.1, and in view
of the ability to adapt the slope of the sliding surface, we refer to it as adaptive
BLFOSM. The main advantage of using the adaptive law is that it only requires a
numerical integration to update the position of the sliding surface in real time. In



4.2 Sliding mode control with adaptive sliding surface for second order scalar system77

addition, the novelty brought by the adaptive law allows us to prove the reduction of
the reaching time compared to the classic SMC with constant sliding surface. In fact,
the adaptation causes the sliding surface to rotate towards the initial conditions of
the system at the beginning of the control process. Consequently, the new control
law improves the robustness of the controller for a wide range of initial conditions,
eliminating the risk of long reaching phases with unconstrained trajectories. Then,
once the system is in sliding mode, the adaptive law rotates the sliding surface so
that it approaches the predetermined end position guaranteeing the desired tracking
accuracy. In fact, the latter is closely related to the inclination of the sliding surface,
and improves as λ increases, as revealed by Theorem 3.2. However, selecting a large
λ in the conventional SMC can cause a very long reaching mode with non-predictable
trajectories if the initial conditions are far from the sliding surface. On the other hand,
small values of λ result in low tracking accuracy (Theorem 3.2) and long tracking
times with the system in sliding mode (Eq. 3.18). In this perspective, a major
contribution of the controller proposed in this work is to alleviate the compromises
usually required when choosing the parameter λ in conventional SMC with constant
sliding surface. Thanks to the new adaptive mechanism, it is only necessary to define
the adaptation interval within which λ will automatically assume the appropriate
value, depending on the stage of the control process. In particular, the aim of the
adaptive law is to rotate the sliding surface towards the initial conditions of the
system. In this way, the reaching phase is shortened, improving the robustness of the
controller. Then, as the errors converge to zero with the system in sliding mode, the
adaptive law allows λ to approach the predefined final value. The latter, is selected
to guarantee the behaviour of the system near the equilibrium point is is as desired.
Therefore, the adaptive law developed in this work guarantees small reaching times
without compromising tracking accuracy, as is proven in the rest of the chapter.

4.2 Sliding mode control with adaptive sliding surface
for second order scalar system

This section presents the development of the new sliding mode algorithm with
adaptive sliding surface. In order to simplify the discussion, the design is carried
out here for the second-order system with only one input (3.1) already employed
to present the design of the algorithms in Section 3.2. Thus, the control objective
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is to make the system follow a reference trajectory, ensuring that the error is kept
within a given tolerance range. First, the BLFOSM algorithm of Subsection 3.2.2 is
recalled, highlighting how it must be designed to meet the control objective. The new
BLFOSM with adaptive sliding surface is then presented, detailing the equations and
mathematical proofs of stability and reduction of the reaching time.

4.2.1 Preliminaries

ẋ1 = x2

ẋ2 = f (x)+u+d
(4.2)

where x = [x1,x2] ∈ R2 is the state vector, f is a known function describing the
features of the system, u is the control input, and d is an unknown, bounded dis-
turbance such that |d| < d. The control problem is to make the dynamics in (3.1)
follow a feasible reference trajectory x∗ = [x∗1,x

∗
2] ∈ R2, with ẋ∗1 = x∗2. So, the error

e = [e1,e2] ∈ R2 is defined as follows

e1 = x∗1 − x1 (4.3a)

e2 = x∗2 − x2 (4.3b)

and the control objective is to drive the tracking error e1 within the set

BE =
{

e1 : e2
1 ≤ E2} (4.4)

whose bound E is the largest admissible deviation.
The control objective can be achieved asymptotically with the BLFOSM control
algorithm already seen in Subsection 3.2.2, as the following proposition states.

Proposition 4.1. the control law given by (3.3), (3.4a), (3.4b), (3.21), and (3.22),
hence resulting in

σ = e2 +λe1, (4.5)

u = ẋ∗2 − f (x)+λe2 + k sat(σ), (4.6)

is such that solutions of (4.2) asymptotically converge to the set BE in (4.4) if k > d
and λ ≥ σ

E .
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Proof. of Proposition 4.1
According to Theorem 3.1, Corollary 3.1, and the proof thereof, the system (4.2),
(4.5) with the control input (4.6) converge in finite-time to the set Bσ in (3.23), i.e.
{x ∈ R2, |σ | ≤ σ} if k > d.
After that, the dynamics is reduced to the sliding equation (3.25). i.e. ė1 +λe1 =

σ ∈ [−σ , σ ], and Theorem 3.2 proved that e1 asymptotically converge to the set Be

in (3.30), i.e. {e1 : e2
1 ≤ (σ/λ )2}. Therefore, using λ ≥ (σ/E), we obtain:

σ

λ
≤ E ⇒

(
σ

λ

)2

≤ E2, (4.7)

which means the set Be of Theorem 3.2 is such that

Be =

{
e1 : e2

1 ≤ E2
}

(4.8)

and the control objective (4.4) is achieved, thus completing the proof.

Proposition 4.1 reveals the existence of a lower limit on the range of λ values
guaranteeing the fulfilment of the control objective. This minimum λ is given by

λmin =
σ

E
, (4.9)

which depends on σ and E as described below:

• For a given σ a larger λmin is obtained with a smaller E, i.e. with an increased
tracking accuracy.

• For a required tracking accuracy E, a larger λmin is obtained with a larger σ ,
namely, with a larger thickness of the boundary layer neighbouring the sliding
surface where the trajectories of the closed-loop system evolve during the
sliding phase.

The only parameter that the control designer can select is σ , which is discussed
below.

• With σ = 0 the tracking error asymptotically converge to zero or any positive
value of λ . Indeed, in this case the behaviour of the ideal FOSM control is
recovered: the sliding equation is as in (3.18) and the magnitude of λ only
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affects the convergence rate during sliding phase.
In order to relax the constraint and allow any λ ∈ R+ for the choice, it would
be convenient to select σ = 0, but in this case the controller presents the
problem of chattering, i.e. high-frequency closed-loop oscillations caused by
the discontinuity of the signum function in the control law.

• With σ > 0, we have a constraint on the choice of λmin as per (4.9). Nev-
ertheless, σ > 0 is a convenient choice to avoid chattering. In this way, a
thicker boundary layer Bσ (3.23) exists where the discontinuity of the signum
function is smoothened by the saturation function. Of course, the thicker the
boundary layer, the higher σ , thus reducing the chattering and requiring a
larger λmin to guarantee the specified tracking accuracy |e1| ≤ E.

To conclude, large values of λ increase both the tracking accuracy and the tracking
speed during sliding phase. Nevertheless, large values of λ can adversely affect
the control system when it is not in the sliding phase, possibly leading to a longer
reaching phase if the initial conditions are far from the sliding surface. The solution
proposed in the next generation to solve the shortcomings of FOSM with constant λ

is to provide a real time adaptation of λ as follows: first the adaptive law rotates the
sliding surface so that it moves towards the initial conditions of the system, so as to
reduce the reaching time. Then, the adaptive law increases λ once the system has
already reached the sliding surface. The real time adaptation of λ thus leads to both
a reduction of the reaching time and an improvement of the tracking accuracy.

4.2.2 The novel BLFOSM algorithm with adaptive sliding sur-
face

Here, the BLFOSM algorithm with a novel adaptive law for the time-varying slid-
ing surface is defined to manage the same control problem described in previous
subsection. This innovative SMC algorithm guarantees to reduce the reaching time
while improving closed-loop tracking performance. As compared to the classical
BLFOSM algorithm of Subsection 3.2.2, in this formulation the parameter λ is not
constant and is regarded as an additional controller state with its own dynamics.
With the errors (4.3), the sliding variable is defined as

σ(e,λ ) = e2 +λe1, (4.10)
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where we see that the sliding surface σ(e,λ ) = 0 can rotate in the phase plane
(e1,e2), by adapting the slope λ . To this end, we propose

λ̇ = proj[λ ,λ ]
(
λ ,h
)
, λ ∈

[
λ ,λ

]
, (4.11a)

h = Gζσ (σ)sign(e1)− c
(

λ −λ

)
, G =

c
(

λ −λ

)
σ

< 0 (4.11b)

where c > 0 is chosen to be any positive scalar as will be justified in Theorem 4.2,
σ > 0 is the thickness of the boundary layer Bσ neighbourhood of the sliding surface,
already defined in Eq. (3.23), ζσ is a piecewise constant function parameterized by
σ as follows:

ζσ (σ) =

σ if |σ | ≥ σ

0 if |σ |< σ ,
(4.11c)

and the projection function pro j[λ ,λ ] in Eq. (4.11a) is built as in [118] in such a

way that the parameter λ is constrained in the interval
[
λ ,λ

]
. More specifically, the

projection function works as a saturated integrator with saturation levels λ and λ as
follows (see also [119]):

proj[λ ,λ ]
(
λ ,h
)
=


max{0,h} if λ = λ

h if λ < λ < λ

min{0,h} if λ = λ

(4.11d)

where λ > 0 and λ > 0 are the lower bounds and the upper bound of λ , respectively.
For our adaptive law, λ should satisfy the constraint

λ ≥ σ

E
(4.12)

as in (4.9), however the next theorem applies for any value λ > λ . Specifically, it
establishes that the adaptive law (4.6), (4.11) provides both shorter reaching time and
improved tracking accuracy compared to the classic BLFOSM (3.4a) with constant
λ discussed above.
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Theorem 4.1. Under (4.12), for any value of c > 0, λ > λ , σ ≥ 0 and k > d the
error (4.3) with the control law (4.6), (4.10), (4.11) is such that

i. It converges in finite-time to the set Bσ (3.23).

ii. For each initial condition, (e(0),λ (0)) = (e0,λ0), it converges to Bσ faster (or
at worst as fast) than the BLFOSM with a constant λ = λ0 if d = 0.

Proof. of Theorem 4.1
Similar to Eq. (3.14), the time derivative of the sliding variable σ in (4.10) can be
computed as,

σ̇ =ẋ∗2 − f (x)−u−d +λe2 + λ̇e1 (4.13)

where we see a new term involving λ̇ . Consider, as in Lemma 3.1, the quadratic
Lyapunov function V (e,λ ) = σ2, whose derivative along (4.2), (4.6), (4.10), (4.11)
yields

V̇ =2σσ̇ = 2σ

(
ẋ∗2 − f (x)−u−d +λe2 + λ̇e1

)
, (4.14)

where we used u as in (4.6). For |σ | ≥ σ we have:

V̇ =2σ (−k sat(σ)−d)+2σ

(
λ̇e1

)
=−2kσ sat(σ)−2σd +2σ

(
λ̇e1

)
(4.15)

Recalling that |σ |> σ , we have σ · sat(σ) = |σ |. Furthermore, −σd < |σ |d. There-
fore:

V̇ ≤−2k |σ |+2d |σ |+2σ

(
λ̇e1

)
= 2

(
−k+d

)
|σ |+2σ

(
λ̇e1

)
(4.16)
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It must be noted that, along the trajectories of the closed-loop system, it can be
λ̇ = 0 in a nonempty interval of time. Specifically, this situation occurs if at the
same time λ is at the boundary of the interval [λ ,λ ] and the adaptive law (4.11b)
pushes λ outwards from the interval. In this case, (4.16) is the same as with the
classical SMC, and its properties are thus recovered. Except for this situation, the
adaptive law yields a non-zero λ̇ and we obtain the following using (4.11), the fact
that |σ |> σ implies ζσ (σ) = σ , and the expression of G in (4.11b):

V̇ ≤2
(
−k+d

)
|σ |+2σ

(
Gσe1 sign(e1)− c

(
λ −λ

)
e1

)
(4.17)

V̇ ≤2
(
−k+d

)
|σ |+2

(
G|e1|σ2 + c

(
λ −λ

)
e1σ

)
(4.18)

V̇ ≤2
(
−k+d

)
|σ |+2

(
σ2

σ
c
(

λ −λ

)
|e1|+ c

(
λ −λ

)
|e1| |σ |

)
(4.19)

Now, exploiting the inequality
(

λ −λ

)
≤
(

λ −λ

)
we obtain:

V̇ ≤2
(
−k+d

)
|σ |−2

|σ |2

σ
c
(

λ −λ

)
|e1|+2c

(
λ −λ

)
|e1| |σ |

≤2|σ |
(
−k+d − c |e1|

(
λ −λ

)( |σ |
σ

−1
))

,

(4.20)

where, using again the fact that |σ |> σ , we have

c |e1|
(

λ −λ

)( |σ |
σ

−1
)
= kε ≥ 0 (4.21)

Therefore we have

|σ |>σ ⇒ V̇ ≤−2
(
k−d

)
|σ |=−2

(
k−d

)
V

1
2 , (4.22)
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Due to Eq. (3.7), Lemma 3.1 applies for z = x, y = σ , α = 2
(
k−d

)
> 0, β = 1/2 ∈

(0,1), and y = σ . Therefore, the statement (i) of Theorem 4.1 is proven to be true.
Next, given the validity assumptions of the statement (ii) of Theorem 4.1, for any e0

we have that the value of σ(0) = σ0 resulting from (4.5) and (4.10) is the same. That
is, the initial value of the sliding variable for the system controlled by the BLFOSM
with a constant λ and for the system controlled by the BLFOSM with adaptive λ is
the same. Setting apart the two cases with subscript ’c’ (constant λ ) and ’a’ (adaptive
λ ), we have

Vc(0) =Va(0) (4.23)

Then, for d = 0 the time derivative of Vc along (4.2), (4.5), (4.6) yields:

V̇c =−2kσ sat(σ), (4.24)

as was found in Eq. (3.16) in the proof of Theorem 3.1. Note that the validity of
this equation for the BLFOSM with constant λ is confirmed by Corollary 3.1 where
|σ |> σ . On the other side, under the same conditions d = 0 the time derivative of Va

along (4.2), (4.6), (4.10), (4.11) is obtained from (4.15) by eliminating the term in d:

V̇a =−2kσ sat(σ)+2σ

(
λ̇e1

)
. (4.25)

Making explicit the second term in equation above, according to (4.11) we obtain
that:

σ

(
λ̇e1

)
= c
(

σ2

σ
(λ −λ )|e1|−σ(λ −λ )e1

)
. (4.26)

Now, due to λ < λ , we have:

σ2

σ
(λ −λ )|e1|< 0 ∀ e1 ̸= 0. (4.27)

Besides, due to |σ |> σ and (λ −λ )≥ (λ −λ ), in the equation (4.26) we have:

σ2

σ

∣∣∣(λ −λ )e1

∣∣∣> ∣∣∣σ(λ −λ )e1

∣∣∣ ∀ e1 ̸= 0. (4.28)
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Therefore, putting (4.27), (4.28) into (4.26) we obtain:

σ

(
λ̇e1

)
≤ 0 ∀ |σ |> σ , e1 ̸= 0 (4.29)

Thus, from the comparison between (4.24) and (4.25) we have V̇a≤V̇c ∀ |σ | > σ ,
where the inequality rules everywhere except for λ̇ = 0. Together with (4.23), this
proves the truth of statement (ii) of Theorem 4.1, thus completing the proof.

Now, we address the sliding phase evolution in Bσ . The compensated dynamics
(3.25), i.e. ė1 +λe1 = σ ∈ [−σ , σ ], together with (4.11), describes the closed-loop
behaviour inside Bσ . Before stating the theorem for the stability properties of (3.25),
(4.11), the following properties coming from [85, Theorem 4.1] is recalled. We can
use Lemma 3.2 above and than proceed similarly to Proposition 4.1 to prove the
following result.

Theorem 4.2. The trajectories of the system (3.25), (4.11) asymptotically converge
to the set Bλ =

{
(e,λ ) : e1 ∈BE , λ = λ

}
.

Proof. of Theorem 4.2
Consider the candidate Lyapunov function V (λ ) = (λ −λ )2 and note that in Bσ ,
where (3.25) is constrained to evolve, we have |σ | ≤ σ and ζσ = 0 according to Eq.
(4.11c). Then, the time derivative of V along (4.11b) reads

V̇ =−2
(

λ −λ

)
λ̇ =−2c

(
λ −λ

)2
(4.30)

Now, take ε = 0 as in Lemma 3.2. For any V > ε we obtain from (4.30),

V >V =⇒ (λ −λ )2 >V =⇒ V̇ ≤−2cV 2 = υ < 0, (4.31)

which shows (3.28) of Lemma 3.2, thus, with to choice c > 0, λ asymptotically
converge to λ for σ ∈Bσ . After that, by following the same steps as those of the
proof of Proposition 4.1, it can be proven that the tracking error e1 asymptotically
converge to BE under condition (4.12), thus completing the proof.

As far as c is concerned, the only condition necessary to guarantee the truthfulness
of Theorems 4.1 and 4.2 is c ∈ R+ . Therefore, in order to select a value for this
parameter, it is useful to remember that during this phase the adaptive law (4.11)
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gives ė1 ≃−λe1. Thus, it is reasonable to choose c in the same range of values as
λ ∈ [λ ,λ ] since both of them drive the evolution of the states during sliding phase.

4.3 Sliding mode control with adaptive sliding surface
for spacecraft applications

In this section, the new BLFOSM control algorithm with adaptive sliding surface is
applied to stabilise the attitude dynamics of spacecraft. Firstly, in subsection 4.3.1
the novel control algorithm will be brought to bear on the mathematical models of
spacecraft attitude dynamics presented in Chapter 2. In this way, we intend to extend
the results obtained in Chapter 3, where chattering elimination, non-saturation of
actuators, and control of flexible satellite with uncertain parameters were addressed,
while the open goal was to reduce the reaching time. Next, in subsection 4.3.2 the
novel BLFOSM control algorithm is designed to be implemented in the attitude
dynamics simulator of DEMETER satellite from CNES.

4.3.1 The novel adaptive BLFOSM algorithm for spacecraft atti-
tude control

This subsection describes the derivation of the innovative BLFOSM algorithm with
adaptive sliding surface to manipulate the spacecraft attitude dynamics. The objective
is to apply the control algorithm to the mathematical model used in Subsection
3.3.3, i.e. to steer the attitude dynamics of the flexible spacecraft with uncertain
parameters. However, the effectiveness of the BLFOSM with adaptive sliding surface
in controlling this complicated system is proven through numerical simulations in
Chapter 5, while mathematical proof of stability is only given for the simplified case
of the rigid satellite with known inertia. In fact, the controller is designed based
on a simplified model in which we consider the satellite to be rigid and with true
inertia equal to the nominal one, i.e. we consider J0 to be the true inertia, whereas it
is actually J < J as in Subsection 3.3.3. The other assumptions for the construction
of the simplified mathematical model are listed below:
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• the spacecraft is supposed to be rigid and with three known principal central
axes of inertia, i.e. we consider the nominal value of the inertia J0ii as the
actual inertia of the spacecraft;

• the actuation systems consists of three RWs arranged in a cluster whose center
of mass coincides with the one of the spacecraft;

• the rotation axis of each wheel is aligned with a principal central axis of the
spacecraft;

• the body frame (see Chapter 2) is attached to the principal central axis of the
spacecraft;

• the reaction wheels are started with zero-angular speed, while the set of
allowable initial angular rate of the satellite is

ω(0) = ω0 ∈ (−ω, ω), where ω = J−1hrw, (4.32)

with J the upper bound of J and hrw the maximum angular momentum storable
by the wheels, as in (3.85);

• the angular momentum absorbed by the wheels to counteract the external
disturbances is neglectable;

• the gyroscopic terms are neglectable;

• small orientation angles are considered between body frame and objective
frame.

Although these assumptions are similar to those used to carry out the controller
design in Chapter 3, it should be noted that here the manoeuvre considered is generic
(and not specifically inertial pointing) and that the satellite’s initial velocity is not
required to be zero. The decision to require ω0 to be within the set in (4.32) is related
to the controllability of the satellite using only the wheels. In fact, if the initial
angular momentum of the satellite exceeds the maximum momentum that can be
accumulated by the wheels, reaction-type actuators must be considered to discharge
the excess angular momentum, so that controllability can be guaranteed. According
to these assumptions, it follows that:
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• each wheel provides active control around one axis of the spacecraft, so that
each DOF has a dedicated control channel and a control law can be derived
separately for each axis;

• the kimenatics and dynamics errors equations are given by Eqs. (2.27) and
(2.70), as explained in Chapter 2.

Therefore, the complete mathematical model used for control design consists of three
SISO systems as follows:q̇ev,i = 1

2ωei

ω̇ei = 1
J0ii

(τi +di)
i = x,y,z (4.33)

where the subscript i will be used in the rest of the subsection to indicate a generic
satellite axis, i.e. x, y, and z of the body frame.

Tuning of the adaptive BLFOSM

As in Chapter 3, for each system describing the rotational dynamics about one axis
we define a linear sliding variable as follows:

σi = J0ii

(
ωei +λiqev,i

)
, (4.34)

where the sliding surface σi = 0 can rotate in the phase plane through the real time
adaptation of λi according to the following adaptation law, based on (4.11).

λ̇i = proj[λ ,λ ]
(
λi,hi

)
, λi ∈

[
λ ,λ

]
, (4.35a)

hi = Giζσ (σi)sign(qev,i)− c
(

λi −λ

)
, Gi =

c
(

λ −λ

)
σ

< 0 (4.35b)

ζσ (σi) =

σi if |σi| ≥ σ

0 if |σi|< σ ,
(4.35c)

proj[λ ,λ ]
(
λi,hi

)
=


max{0,hi} if λi = λ

hi if λ < λi < λ

min{0,hi} if λi = λ

(4.35d)
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where all the parameters are as discussed in previous Section. In particular, λ should
be selected according to the pointing accuracy requirement qev . That is, for the
controller to asymptotically satisfy

qev,i ∈ [−qev , qev] , (4.36)

λ must be selected such that
λ ≥ σ

qev

(4.37)

according to (4.12), where E = qev . Instead, the control law we use to steer the
attitude dynamics is

τi =−k sat(σi)−
1
2

J0iiωei, (4.38)

with
k > d, d =

∥∥(dx, dy, dz)
∥∥

∞
. (4.39)

Closed-loop stability

The reachability of the system (4.33), (4.34), (4.35), (4.38), (4.39) at Bσ can be
proved using a square Lyapunov function V = σ2 as in Subsection 3.3.1. Following
the same procedure as in (3.46) - (3.49), it is obtained that

V̇ = 2σi (−k sat(σi)+di)+2σi

(
λ̇iqev,i

)
, (4.40)

in which, with respect to (3.49), we have an additional term

2σi

(
λ̇iqev,i

)
< 0 ∀|σi|> σ , qev,i ̸= 0, (4.41)

as was proven in (4.29). The term 2σiλ̇iqev,i < 0, on the one hand increases the
convergence speed towards σi = 0, decreasing the reaching time as seen in the
previous section. On the other hand, by pushing the sliding surface towards the states
of the system, this term supports switching control in overcoming disturbances by
guaranteeing the reachability condition. In fact, in the simplified model (4.33) only
orbital disturbances are considered (which are dominated by the switching control
due to condition 4.39), but in the real problem we also have parametric uncertainties,
unmodelled dynamics and gyroscopic terms when the total angular momentum is
H ̸= 0. In the classical FOSM with constant sliding surface, in order to ensure that
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these effects do not impede the reachability of σi = 0, it would be necessary to
characterise them so that they are included and cancelled with the equivalent control
or to increase the gain k. Both options have disadvantages, as the former burdens the
controller design, while the latter increases the risk of chattering. On the other hand,
the term 2σi

(
λ̇iqev,i

)
< 0 in the adaptive FOSM allows unmodelled disturbances

to be counteracted more effectively, without increasing the gain k or burdening the
equivalent control. Therefore, although the design of the new controller is based on
the simplified model (4.33), the numerical simulations in the next chapter show that
it works well even with the flexible and uncertain satellite model. As far as actuator
saturations are concerned, note that they were not explicitly taken into account in
the formalisation of the controller. However, again the term λ̇iqev,i introduced by
the adaptive law provides some help here. In fact, (4.41) allows to select a lower
value of the gain k while still guaranteeing that σi reaches the set Bσ in finite time.
In turn, smaller values of k decrease the risk of saturating either torque or angular
momentum. Indeed, it is clear from the control law that k is directly related to the
torque τ , which, in turn, directly impacts the satellite’s acceleration as the equation
of dynamics indicates. In conclusion, small values of k result in smaller torques
and lower angular accelerations, especially during the reaching phase since τi ≈ k,
thus alleviating the risk of actuator saturation (it should be recalled that angular
momentum saturation is related to the angular velocity of the satellite).
Therefore, due to (4.40) the system (4.33), (4.34), (4.35), (4.38), (4.39) converge
in finite time at Bσ during reaching phase. After, the compensated dynamics is
obtained from (4.34) and the kinematics equation as

J0ii

(
2q̇ev,i +λiqev,i

)
= σi ∈ [−σ ,σ ], (4.42)

where λi evolves according to (4.35), thus asymptotically converging to the λ -
value as stated by Theorem 4.2. Therefore, under the condition (4.37) and due to
Proposition 4.1 (where E = qev), the tracking error asymptotically satisfies (4.36).
Indeed, considering the square Lyapunov function

V =q2
ev,i
, (4.43)
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whose derivatives along (4.42) for λi = λ yield

V̇ =2qev,i q̇ev,i =
qev,i

J0ii

(
σi −λqev,i

)
≤ 2

∣∣qev,i

∣∣
J0ii

(
σ −λ

∣∣qev,i

∣∣) , (4.44)

Now, we apply Lemma 3.2 with ε =
(

σ

λ

)2
. For each V > ε , we obtain from (4.44),

V >V =⇒ |qev,i|
2 >V =⇒ V̇ ≤− 2

J0ii

λV (V − ε)≤− 2
J0ii

λV (V − ε) =−υ ,

(4.45)

which shows (3.28) of Lemma 3.2, thus system (4.42) asymptotically converge to
(4.36).

Case of study

The novel adaptive BLFOSM control algorithm (4.34), (4.35), (4.37)-(4.39) is
applied to the dynamic system (2.26), (2.38), (2.64) and (2.68) to simulate an inertial
pointing maneuver. The maneuver and the satellite analyzed are the same that were
used for the numerical simulations of Subsection 3.3.3. Therefore, the satellite is
described in in Appendix A, and the parameters of the dynamics system are in Table
5.4. Instead, the parameters of the adaptive controller are listed in Section 5.4, where
the most relevant results are also shown.

Discussion of the results

The objective of this work was to certify through numerical simulations the benefit
of the BLFOSM with adaptive sliding surface over the classical BLFOSM with
constant sliding surface in spacecraft attitude control applications. In particular,
while analyzing the results in Subsection 3.3.3, we identified some issues with the
controller designed in that work. These were mainly related to the duration of
the reaching phase, the validity of the approach related to the assumption of zero
initial angular momentum of the system, and the lengthy procedure for tuning the
control gains to avoid actuators saturation and to prove the closed-loop stability. The
results obtained with the adaptive BLFOSM seem to be promising for alleviating
these problems. In fact, the adaptation of the sliding surface ensures the almost-
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elimination of the reaching phase irrespective of the initial conditions of the system.
Furthermore, the proposed adaptive law seems to minimise the risk of saturations,
decreasing both the control effort for large initial state errors and the reaching time
when the system trajectories are unconstrained. In addition, the adaptive algorithm
allows the BLFOSM to work with a high λ when the satellite is close to the null
attitude error, thus guaranteeing high pointing accuracy while avoiding the problems
encountered with a highly inclined sliding surface during the reaching phase. Also,
the rotation of the gliding surface towards the initial states of the system improves
the stability of the closed-loop system, as it helps the dynamic system to reach the
sliding surface. Finally, numerical simulations showed that the adaptive BLFOSM
energises the flexible dynamics less than the classical BLFOSM, alleviating the
problems of coupling with the attitude dynamics.

4.3.2 The novel adaptive BLFOSM algorithm for attitude control
of DEMETER

In this subsection, the novel BLFOSM with adaptive sliding surface is used to
provide attitude control of the DEMETER, a French microsatellite of the program
Myriade from CNES. The benchmark of this satellite was provided by CNES in
[2] and [120], including the simulation of the attitude dynamic and kinematic, the
reaction wheels, and the controller. For the latter, it is specified that for attitude
control design purposes the three satellite axes may be considered to be decoupled,
thus allowing independent synthesis for each axis, as in [120]. Furthermore, we can
write the linear model of the attitude dynamics and kinematics as in (4.33), but since
the CNES control law uses Cardan angles, it is more convenient to substitute the
kinematics equation as follows:θ̇ei = ωei

ω̇ei = 1
Jii
(τi +di)

i = x,y,z (4.46)

where θ are the Cardan angles, which can be obtained from the quaternions according
to the transformations seen in Chapter 2. The Attitude and Orbit Control System
(AOCS) of Demeter includes four different modes, but this work will only consider
the normal mode where we use reaction wheels (one per axis). The control law
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developed by CNES and implemented on the spacecraft’s onboard computer [120] is
composed of two blocks in series, as follows:

(i) The first block is a switching control law, where the switch takes place accord-
ing to the pointing error θei and a threshold value θti as follows:

|θei| ≥ θti ⇒ τi =−bi sign(θei)−ωei (4.47)

|θei|< θti ⇒ τi =−Kpiθei −Kdiωei (4.48)

where Kpi and Kdi are the PD gains chosen for the linearized model (4.46). The
switching value θti is given from engineering considerations and the speed bias
bi is selected imposing θti/bi = Kdi/Kpi in order to minimize discontinuities in
the control. The numerical values of the parameters can be found in [2].

(ii) The second block is a high order LTI controller designed with H2/H∞ opti-
mization assuming the PD controller is given and including in the model many
complications such as the flexible modes and the reaction wheels. This design
is described in [120] and allows very accurate tracking performance for small
pointing errors.

The objective is to replace the switching control law (4.47), (4.48) with the adaptive
BLFOSM while keeping the stabilising filters in the loop, i.e. the block Filter in the
scheme in Fig. 4.1, whose details are in [2, 120]. To this end, the new controller
must fulfil the control objective, which is to satisfy

θei ∈B
θ
, B

θ
= {θei : |θei| ≤ θ} (4.49)

while minimizing reaction wheels saturation during the maneuver.

Tuning of the adaptive BLFOSM

The fulfillment of (4.49) requires the control law mimics the PD controller (4.48)
at small pointing errors, whereas to avoid saturation, control efforts must be appro-
priately decreased when the pointing error is large. For this reason, the BLFOSM
with adaptive sliding surface appears to be a good choice to replicate the switching
control law (4.47), (4.48). Below are the details of the new controller design for this
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Fig. 4.1 DEMETER control loop [2]

application. The sliding surface is selected as

σi = ωei +λiθei, (4.50)

with λi that is time varying in the set [λ i, λ i] according to the adaptive law (4.35)
(note that here we have θei in place of qev,i . Instead, as usual σ is the size of the
boundary layer within which the closed-loop system converges during the reaching
phase, thanks to the following control law

τi = ki sat(σi). (4.51)

As mentioned above, the control law should mimic the PD controller (4.48) at small
pointing errors. For the fulfillment of this task, we consider the closed-loop system
given by (4.46), (4.48), and di = 0. The latter is described by the following:[

θ̇ei

ω̇ei

]
= Aeqi

[
θei

ωei

]
, Aeqi =

[
0 1

−Kpi
Jii

−Kdi
Jii

]
(4.52)
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Instead, by virtue of (4.51) and (3.21), for |σi| ≤ σ and λi = λ i the closed-loop
system with adaptive BLFOSM is described by the following:[

θ̇ei

ω̇ei

]
= Aeqi

[
θei

ωei

]
, Aeqi =

[
0 1

−kiλ i
σJii

− ki
σJii

]
(4.53)

Therefore, we set
kiλ i

σ
= Kpi,

ki

σ
= Kdi (4.54)

to make the behaviour of the closed-loop system with adaptive BLFOSM match that
of the closed-loop system with PD from CNES near the zero-errors equilibrium point.
Indeed, once the sliding phase reached (|σi| ≤ σ ), the slope of the sliding surface
asymptotically converge to λ i thus providing that the controller behaves the same as
the PD controller at low pointing error if the second of (4.54) is also complied with.
From the latter, it is clear that ki must be fixed in order to derive σ i (or vice versa).
A range of values between a lower and an upper limit is available for the choice
of ki. In fact, on one side the parameter ki has to meet the reachability condition
and, on the other side, ki should be chosen without torque saturation of the wheels.
Therefore, the range of allowable values for K j is

d < K < τ (4.55)

where d is the upper bound of the external disturbances and τ is the maximum
torque developed by the reaction wheels. To choose ki within this range, it is useful
to consider that ki is related to the speed at which the system converges on the
boundary layer neighbouring the sliding surface. Therefore, as ki increases, the
angular acceleration of the satellite increases with the risk of actuator saturation.
For this reason, ki is selected to be slightly higher than d. Finally, σ results from
the second of (4.54), while λ i comes from the first of (4.54). Thanks to this design,
the adaptive BLFOSM succeeds to mimic the PD controller (4.48) at small pointing
errors. Instead, during reaching phase (|σi| ≤ σ ) the objective is to decrease the
control effort, so as to avoid saturation. Over this stage, the adaptive law rotates
the sliding surface towards the states of the system, reducing the reaching phase
convergence time. For large initial values of the attitude error and small values of
the angular rate, λi shall be decreasing and the sliding phase shall thus start with a
low equivalent proportional gain kiλi/σ . Therefore, the adaptive BLFOSM succeeds
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in decreasing the control effort for large pointing error, thus to minimize the risk of
saturation.

Case of study

The adaptive BLFOSM control algorithm (4.50), (4.51), (4.35 with θei in place
of qevi

), satisfying (4.54) is applied to a high fidelity simulator of the DEMETER
satellite provided by CNES to perform inertial pointing maneuvers. The adaptive
BLFOSM is brought into comparison with the switching control law from CNES
(4.47), (4.48) and with a classical BLFOSM with constant sliding surface, in which
λi = λi, while ki and σ are the same as in the adaptive BLFOSM. In this way, the
BLFOSM with constant sliding surface also satisfies (4.54). Montecarlo simulations
are performed with a wide range of initial conditions, such that

θi(0) ∈ [−π, π], ωi(0) ∈
1
2

[
−hrw

Jii
,

hrw

Jii

]
, (4.56)

where the set of initial angular rates is chosen in order to guarantee the controllability
of the satellite using only the wheels, as in (4.32). The maneuvers and the parameters
of controller are listed in Section 5.5, where the most relevant results are also shown.

Discussion of the results

The numerical simulations confirmed the effectiveness of the adaptive BLFOSM
in stabilising DEMETER’s attitude dynamics near zero error, whereas the classical
BLFOSM failed this task. Indeed, for large initial pointing errors the classical
BLFOSM incurs actuator saturations that cause the system to lose stability. Thanks
to the time-varying sliding surface, the adaptive BLFOSM avoids saturations for
large pointing errors such as the CNES control law (4.47), preserving system stability
and ensuring pointing as accurate as with the CNES PD (4.48). Therefore, the control
law devised in this PhD appears suitable to replicate the switching control law (4.47),
(4.48).



Chapter 5

Simulation results

Each section in this chapter provides the results of numerical simulations for the
scenarios set out in Chapters 3 and 4. For each of the items addressed in this thesis,
the results obtained are briefly commented on, highlighting the focal aspects that
emerged from the numerical simulations. Afterwards, general conclusions are drawn
in the "discussion of results", i.e. in the sections in Chapters 3 and 4 corresponding
to the numerical results in this chapter.

5.1 Results of chattering attenuation in SMC

This section details the simulation scenario introduced in Subsection 3.3.1 and
provides the results of the numerical simulations performed in Matlab environment.
As discussed in Subsection 3.3.1, the objective is to apply the BLFOSM (3.50)
and the STW (3.65) control laws to the dynamics system (2.26), (2.37), and (2.38)
to simulate an inertial pointing maneuver in which the objective is to align the
body frame with the inertial frame, which is thus the objective frame. Thus, at
the beginning of the control process there exists an attitude error Θ0, given by
the orientation of the body frame relative to the inertial (objective) frame, and the
controllers are supposed to steer the error to zero. The objective of the comparison
is to evaluate the performance developed by the two controllers from the point of
view of chattering elimination and pointing accuracy. In addition, the performance
developed by the same control law will be compared for two values of the update
frequency, one being low ( fl = 10 Hz) and one being high ( fh = 103 Hz). The
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parameters of both the maneuvers and the dynamics system are listed in Table 5.1,
whilst the control parameters are in Table 5.2.

Table 5.1 Parameters of the maneuver and of the dynamics system

Initial orientation: Θ0 = (φ0, θ0, ψ0) = (40, −30,20) deg

Desired orientation: Θ∗ = (φ∗, θ ∗, ψ∗) = (0, 0, 0) deg

Initial angular rate: ω0 = (0, 0, 0) rad
s

Desired angular rate: ω∗ = (0, 0, 0) rad
s

Inertia tensor: J =


6 0 0

0 2 0

0 0 4

 kg m2

Orbital disturbances: d = 10−5 ·


1+ sin( π

150t + π

4 )

1+ sin( π

200t + 3π

4 )

1+ sin( π

300t + π

2 )

 N m

Torque max RWs: τ = 2 ·10−3 N m

Initial angular momentum RWs: hrw0 = (0, 0, 0) kgm2

s

Table 5.2 Parameters of the controllers

BLFOSM (3.50)

λ = 0.04

k = 2 ·10−3

kσ = 103

STW (3.65)

λ = 0.04

γ = 1.9 ·10−2

η = 8.4 ·10−5

UM = 1.2 ·10−3
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Fig. 5.1 Euler angles during the attitude maneuver with BLFOSM (a) and STW (b) for
fl = 10 Hz
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Fig. 5.2 Residual pointing error in Euler angles with BLFOSM (a) and STW (b) for fl = 10
Hz

Figure 5.1 shows that both BLFOSM and STW succeed in steering the dynamic
system to zero pointing error, while Figure 5.2 reveals that STW provides higher
pointing accuracy. This is reasonable since, from the theoretical view, the STW
guarantees σ converges to zero, whereas the BLFOSM only guarantees that σ

converges to the set |σ | ≤ σ .
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Fig. 5.3 Control torque during the first 400 seconds with BLFOSM (a) and STW (b) for
fl = 10 Hz
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Fig. 5.4 Control torque during the last 600 seconds with BLFOSM (a) and STW (b) for
fl = 10 Hz

Figure 5.3 shows the control torque computed by the two control laws, revealing
that during manoeuvring the output of the STW is smoother than the output of the
BLFOSM. However, the latter manages to completely eliminate chattering, which is
present in the STW, albeit to a small extent how it can be seen in Figure 5.4.
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Fig. 5.5 Sliding variable during reaching phase with BLFOSM (a) and STW (b) for fl = 10
Hz

400 600 800 1000
-1

0

1
10-5 STW

400 600 800 1000
-1

0

1
10-5

400 600 800 1000
time [s]

(b)

-1

0

1
10-5

400 600 800 1000
-1

0

1
10-5 BLFOSM

400 600 800 1000
-1

0

1
10-5

400 600 800 1000
time [s]

(b)

-1

0

1
10-5

Sliding variable

Fig. 5.6 Sliding variable during sliding phase with BLFOSM (a) and STW (b) for fl = 10 Hz

Figure 5.5 shows that the reaching phase of the BLFOSM is shorter than that of
the STW, confirming the results in Figure 5.1 where it appeared that the BLFOSM
produces a faster manoeuvre. On the other side, Figure 5.6 shows some residual
high-frequency oscillations in σ with STW, which do not occour with BLFOSM.
This confirms the results in Figure 5.4 regarding the chattering of the control signal.
Also, Figure 5.6 justifies the results of Figure 5.2, whose shows a better tracking
accuracy with STW, where the mean value of the oscillations is approximately zero,
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compared to the BLFOSM, where the mean value of the oscillation trend (due to
disturbances) is non-zero.
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Fig. 5.7 Euler angles during the attitude maneuver with BLFOSM for fl = 10 Hz (a) and
fh = 103 Hz (b)
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Fig. 5.8 Residual pointing error in Euler angles with BLFOSM for fl = 10 Hz (a) and
fh = 103 Hz (b)
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Fig. 5.9 Control torque during the first 400 seconds with BLFOSM for fl = 10 Hz (a) and
fh = 103 Hz (b)
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Fig. 5.10 Control torque during the last 600 seconds with BLFOSM for fl = 10 Hz (a) and
fh = 103 Hz (b)
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Fig. 5.11 Sliding variable during reaching phase with BLFOSM for fl = 10 Hz (a) and
fh = 103 Hz (b)
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Fig. 5.12 Sliding variable during sliding phase with BLFOSM for fl = 10 Hz (a) and fh = 103

Hz (b)

The results of the comparison between the BLFOSM with fl = 10 Hz and with
fh = 103 Hz are shown in Figures 5.7 to 5.12. They reveal that the frequency at which
the controller operates does not affect the performance offered by the BLFOSM,
making it a suitable controller to work under conditions of low available computing
power.
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Fig. 5.13 Euler angles during the attitude maneuver with STW for fl = 10 Hz (a) and fh = 103

Hz (b)
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Fig. 5.14 Residual pointing error in Euler angles with STW for fl = 10 Hz (a) and fh = 103

Hz (b)
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Fig. 5.15 Control torque during the first 400 seconds with STW for fl = 10 Hz (a) and
fh = 103 Hz (b)
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Fig. 5.16 Control torque during the last 600 seconds with STW for fl = 10 Hz (a) and
fh = 103 Hz (b)
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Fig. 5.17 Sliding variable during reaching phase with STW for fl = 10 Hz (a) and fh = 103
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Fig. 5.18 Sliding variable during sliding phase with STW for fl = 10 Hz (a) and fh = 103

Hz (b)

The results of the comparison between the STW with fl = 10 Hz and with
fh = 103 Hz are shown in Figures 5.13 to 5.18. Thus, the refresh rate definitely affects
the performance offered by the STW, which appears to offer better performance
than the BLFOSM when operating at fh = 103 Hz. However, this requires high
computational power, which makes it unattractive for spacecraft applications.
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5.2 Results of BLFOSM design inclusing actuator con-
straints

This section details the simulation scenario introduced in Subsection 3.3.2 and
provides the results of the numerical simulations performed in Matlab environment.
The simulations are carried out with a sampling step of 0.01 s and the solver is ode4.
The simulation scenario is the same as in the Section 5.1, so we want to study an
inertial pointing manoeuvre with a rigid satellite, and the parameters for both are
the same as in Table 5.1. The mathematical model for attitude dynamics of the
spacecraft actuated by RWs is built with eqs. (2.26), (2.37), and (2.38) and the
objective is to perform the attitude manoeuvre ensuring that the torque and angular
momentum of the RWs do not exceed the actuator constraints. Indeed, only the
torque saturation was considered in Section 5.1, whilst here the angular momentum
saturation is also included. In order to achieve the objective, a new BLFOSM control
structure is designed with the control law (3.50), in which the control parameters
are tuned according to Eqs. (3.74) and (3.76). The control gains resulting from
these equations are in Table 5.3 together with the features of the actuation system.
Numerical simulations are performed to confirm that this tuning avoids actuator
saturation. Moreover, the results are compared with the BLFOSM control law used
in previous section, given by eq. (3.50) and with control parameters as in Table 5.2,
to show the effectiveness of the tuning strategy in Subsection 3.3.2.

Table 5.3 Parameters of the new BLFOSM and of the actuation system

BLFOSM (new)

λ = 0.405

k = 0.99 ·10−3

kσ = 103

Actuation system
τ = 2 ·10−3 N m

hrw = 3 ·10−2 kgm2

s
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Fig. 5.19 Euler angles during the attitude maneuver of BLFOSM with actuators constraints
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Fig. 5.20 Control torque of BLFOSM with actuators constraints
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Fig. 5.21 Angular momentum of RWs of BLFOSM with actuators constraints

Figures 5.19 to 5.21 provide the results of the numerical simulations for this
simulation scenario. The results with BLFOSM (previous) are associated to the
control law (3.50) with control gains in Table 5.2, whilst the results with BLFOSM
(new) are associated to the control law (3.50) with control gains in Table 5.3. Figure
5.19 shows that both the control laws succeed in steering to zero the pointing error,
but the maneuver simulated with the previous BLFOSM algorithm can not be realized
by the physical actuators because angular momentum saturations occur in the wheels
controlling the x and z axis. The angular momentum saturation is avoided with the
new BLFOSM control law, thanks to a well tuned gain λ . Also, Figure 5.19 shows
that the new BLFOSM control law requires a minor control effort with respect to
the previous one, thanks to a better tuned control gain k. When comparing the two
manoeuvres in Figures 5.19 to 5.21, the differences are not so marked, but despite
this, the design strategy studied in Subsection 3.3.2 for the gains of the control law
(3.50) proved effective, setting precise rules to avoid wheel saturation. In fact, the
latter may be more pronounced in other situations, depending on the inertia of the
satellite and the features of the wheels.
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5.3 Results of BLFOSM design including parametric
uncertainties

This section details the simulation scenario introduced in Subsection 3.3.3 and
provides the results of the numerical simulations performed in Matlab environment.
The simulations are carried out with a sampling step of 0.01 s and the solver is
ode4. The objective is to perform the same inertial pointing maneuver studied in
the previous two sections, so the initial conditions (Θ0, ω0, and hrw0), the desired
final conditions (Θ∗ and ω∗) and the orbital disturbances d are as in Table 5.1.
As discussed in Subsection 3.3.3, here we include the flexibility of the spacecraft
structures in the attitude dynamics, therefore the mathematical model is given by
(2.26), (2.38), (2.68), and (2.64). The spacecraft is modeled as a central rigid body
with known inertia J0 to which four flexible solar panels are attached. The upper
bound of the satellite’s inertia tensor J is given by the configuration in which the
panels are fully deployed. Therefore, the upper bound J is actually the true inertia
implemented in numerical simulations. In addition, the flexibility of the solar panels
is modeled as described in Subsection 2.2.3, and the results of the FEM analysis
are in Appendix A. Instead, the control algorithm is given by (3.86) and (3.87),
and the control gains are tuned according to (3.99) and (3.102), which ensure to
maneuver the spacecraft with uncertain J without saturating the RWs according to
the discussion in Subsection 3.3.3. Numerical simulations are performed to confirm
that this tuning avoids actuator saturation whilst dampening the oscillations due to
the coupling between the flexible dynamics and attitude dynamics. The parameters
of the dynamics system are listed in Table 5.4, whilst the control parameters and the
actuation systems are in Table 5.5.
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Table 5.4 Parameters of the maneuver and of the dynamics system

Nominal inertia: J0 =


22 0 0

0 17 0

0 0 24

 kg m2

Upper bound inertia: J =


24 0 0

0 23.5 0

0 0 26

 kg m2

Stiffness matrix: K =


0.79 0 0

0 11.93 0

0 0 30.36


Scaling parameter for damping matrix (C = γK) γ = 1.5 ·10−3

Coupling matrix (panels 1 and 3) δ T
13 =


0 −0.26 0

0 0 0

1.77 0 0.97



Coupling matrix (panels 2 and 4) δ T
24 =


0.48 0 −0.04

0 0 0

0 0.19 0



Table 5.5 Parameters of the controller and of the actuation system

Controller

λ = [1.83, 2.13, 1.84] ·10−2

k = 2 ·10−3

σ = 10−4

Actuation system
τ = 5 ·10−3 N m

hrw = 0.12 kgm2

s
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Fig. 5.22 Euler angles: attitude maneuver (a) and residual pointing error (b) in BLFOSM
with parametric uncertainties
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Fig. 5.23 Sliding variable in reaching phase (a) and in sliding phase (b) in BLFOSM with
parametric uncertainties

Figure 5.23 shows that the controller succeed in driving the dynamic system to
the set |σ | ≤ σ , despite the control law (3.86), (3.87) is built using the inertia J0,
which is different from the true inertia of the satellite J. As a result, the orientation
of the satellite is steered around the zero pointing error as shown in Figure 5.22.
Coupling with flexible dynamics induces oscillations on φ and, more evident in the
respective Figure 5.23b, on σx. However, these are damped until they cancel out.
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Fig. 5.24 Control torque during first 1000 seconds (a) and last 4000 seconds (b) in BLFOSM
with parametric uncertainties
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Fig. 5.25 Angular momentum of RWs in BLFOSM with parametric uncertainties

Figures 5.24 and 5.25 show that the controller avoids actuators saturation whilst
completing the attitude maneuver. Some oscillations can be observed in the control
input due to the coupling with flexible dynamics, however these are damped until
they cancel out.
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Fig. 5.26 Disturbance torque due to flexibility in BLFOSM with parametric uncertainties
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Fig. 5.27 Angular momentum due to flexibility in BLFOSM with parametric uncertainties

Figure 5.26 shows the disturbance torque due to the flexibility of the solar panels.
It can be observed that this disturbance acts mainly on the x, z-axes of the satellite,
while the y-axis is basically free of disturbance. This result is congruent with the
configuration of the panels and the flexible modes included in the model. In fact,
the latter relate to flexible rotations of the solar panels around the axes x and z of
the spacecraft as shown in Appendix A. The magnitude of this disturbance torque
is especially relevant during the attitude manoeuvre, congruent with the coupling
whereby the flexible dynamics has as a forcing term proportional to the derivative
of the angular velocity ω̇ (Eq. 2.64). After that, the disturbance cancels along with
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the flexible oscillations, which are damped. In addition, the angular momentum
introduced into the system by the flexible dynamics (Figure 5.27) has the same trend
as the torque in Figure 5.26. This is congruent with the mathematical model used,
where the flexible disturbance torque is ḋflex = Hflex.
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Fig. 5.28 Amplitude of the flexible modes of panels 1 (a) and 3 (b) in BLFOSM with
parametric uncertainties
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Fig. 5.29 Amplitude of the flexible modes of panels 2 (a) and 4 (b) in BLFOSM with
parametric uncertainties
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Figures 5.28 and 5.29 shows the trend of the amplitudes of the solar panels
flexible modes, in particular η1 and η3 are related to the first and second bending
modes respectively, while η2 describes the first torsional mode. It can be seen that
both the amplitude and duration of the oscillations decrease from η1 to η3, which is
congruent with the energy associated with each mode (Table A.2 in Appendix A).
Furthermore, the second bending mode of the structure causes panels 1 and 3 to flex
asymmetrically, while panels 2 and 4 flex symmetrically (Figure A.5 in Appendix
A). The asymmetrical bending of panels 1 and 3, given the chosen configuration,
balances the disturbance torques caused by the two panels. This is confirmed by the
fact that η3 in Figure 5.28(a) is mirrored with respect to η3 in Figure 5.28(b). In fact,
given δ T

13(:,3) the third column of δ T
13, η3p1 and η3p3 the amplitude of the second

bending mode for panels 1 and 3, respectively, the global disturbance torque resulting
from the second bending mode of panels 1 and 3 is given by δ T

13(:,3) · (η̈3p1 + η̈3p3),
which is null for η̈3p1 =−η̈3p3 .

5.4 The novel adaptive BLFOSM algorithm for space-
craft attitude control - results

This section details the simulation scenario introduced in Subsection 4.3.1 and
provides the results of the numerical simulations performed in Matlab environment.
The simulations are carried out with a sampling step of 0.01 s and the solver is ode4.
The simulation scenario is the same as in the Section 5.3, so we want to study an
inertial pointing manoeuvre with a flexible satellite, and the parameters for both are
the same as in Table 5.4. Here, we apply the adaptive BLFOSM control algorithm
(4.34), (4.35), (4.37)-(4.39), whose parameters are in Table 5.6. According to the
theoretical, this adaptive controller should decrease the reaching time and, possibly,
increase the tracking accuracy with respect to the classical BLFOSM used in the
previous section, that was given by (3.86), (3.87), and with the control gains as in
Table 5.5. In order to certify the theoretical, numerical simulations are performed
and the results are compared with those obtained in previous section. As it is
shown in Table 5.6, the initial λ0 value for the adaptive BLFOSM is set equal to
the constant λ value of the classical BLFOSM. This choice is not the best one from
an application point of view, as to reduce the reaching time as much as possible it
would be necessary to take an initial value of λ0 so that the sliding surface is as
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close as possible to the initial conditions of the system. So, in this case the optimal
choice would be λ0 = λ since the initial angular velocity is ω0 = 0. However, the
choice we made on λ0 allows us to prove by numerical simulations what has already
been proved mathematically by Theorem 4.1, i.e. the reduction of the reaching time
guaranteed by the adaptive BLFOSM compared to the classical BLFOSM under the
same initial conditions. Furthermore, we chose λ of the adaptive BLFOSM to be
greater that the fixed λ of the classical BLFOSM to prove that this provides greater
pointing precision.

Table 5.6 Parameters of the adaptive BLFOSM control algorithm

Control parameters

λ = 10−5

λ = 10−1

λ0 = [1.83, 2.13, 1.84] ·10−2

c = 5 ·10−3

G =−5

σ = 10−4

k = 10−3
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Fig. 5.30 Sliding variable evolution during reaching phase (a) and sliding phase (b) with the
adaptive BLFOSM
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Fig. 5.31 Slope of the sliding surface evolution during reaching phase (a) and sliding phase
(b) with the adaptive BLFOSM

Figure 5.30a shows that the adaptive BLFOSM guarantees the almost-elimination
of the reaching phase, since σ converge to [−σ , σ ] in about one second. This is
achieved through the adaptation of λ , which is decreased by the adaptive mechanism
over this stage (Figure 5.31a) to let the sliding surface rotates towards the initial
states of the dynamic system. After, the adaptive mechanism adjust λ so that it
converges to the desired value λ during the sliding phase (Figure 5.31b). Figure
5.30b shows that during this process σ remains within the set [−σ , σ ], proving that
the system does not lose the sliding mode during the rotation of the sliding surface.
Below, the comparison between the results obtained with the adaptive BLFOSM and
the results in previous section, obtained with the classical BLFOSM.
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Fig. 5.32 Euler angles during the attitude maneuver with adaptive BLFOSM (a) and classical
BLFOSM (b)
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Fig. 5.33 Residual pointing error in Euler angles with adaptive BLFOSM (a) and classical
BLFOSM (b)

The attitude manoeuvre is carried out without substantial differences between
the two control algorithms as shown in Figure 5.32, where it can be seen that the
adaptive BLFOSM is only slightly faster in reaching the vicinity of the null error.
Instead, Figure 5.33 shows the better behaviour of the adaptive BLFOSM in terms of
pointing accuracy, due to having selected λ > λ of the classical BLFOSM.
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Fig. 5.34 Control torque during the first 1000 seconds with adaptive BLFOSM (a) and
classical BLFOSM (b)
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Fig. 5.35 Control torque during the last 4000 seconds with adaptive BLFOSM (a) and
classical BLFOSM (b)

Both control algorithms succeed in avoiding torque saturation, but the adaptive
BLFOSM algorithm seems to produce a smoother control signal relative to classical
BLFOSM according to Figure 5.34, thus suitable to be implemented by actuators
with slow dynamics. Also, the adaptive BLFOSM reduces the oscillations due to the
coupling with flexible dynamics, how it can be seen in both Figures 5.34 and 5.35.
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Fig. 5.36 Angular momentum of RWs with adaptive BLFOSM

Figure 5.36 shows that the adaptive BLFOSM succeed in avoiding angular
momentum saturation of the wheels whilst completing the maneuver. With regard
to the trend of the angular momentum stored in the wheels, there are no substantial
differences between the two control algorithms. Therefore, a comparison with Figure
5.25 was not proposed as was done for the other quantities.
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Fig. 5.37 Disturbance torque due to flexibility with adaptive BLFOSM (a) and classical
BLFOSM (b)
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Fig. 5.38 Angular momentum due to flexibility with adaptive BLFOSM (a) and classical
BLFOSM (b)
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Fig. 5.39 Amplitude of the flexible modes of panel 1 with adaptive BLFOSM (a) and classical
BLFOSM (b)
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Fig. 5.40 Amplitude of the flexible modes of panel 2 with adaptive BLFOSM (a) and classical
BLFOSM (b)

Figures 5.37 to 5.40 shows that the adaptive BLFOSM energizes the flexible
dynamics less strongly than the classical BLFOSM. In fact, the amplitudes and
durations of the oscillations are reduced concerning the disturbance torque (Figure
5.37), the extra angular momentum (Figure 5.38), and the amplitude of the flexible
modes (Figures 5.39 and 5.40). Here, the amplitudes of the flexible modes for solar
panels 3 and 4 are not shown in the figures, as it was seen in the previous section
that they are equivalent to those for panels 1 and 2 respectively (see Figures 5.28 and
5.29).

5.5 Results for the novel adaptive BLFOSM algorithm
for attitude control of DEMETER

This section details the simulation scenario introduced in Subsection 4.3.2 and
provides the results of the numerical simulations performed in Matlab/Simulink
environment. The simulations are carried out with a sampling step of 0.01 s and the
solver is ode4. As discussed in Subsection 4.3.2, the objective is to realize an inertial
pointing maneuver, stabilizing the DEMETER satellite for a wide range of initial
conditions. The details of the DEMETER attitude dynamics can be found in [2], but
differently from the model published here, the simulator provided to us by CNES
and used in this thesis does not include the flexible modes of the satellite. The range
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of initial conditions and desired orientation for the attitude maneuver are in Table
5.7. In this work, the attitude manoeuvre is attempted with three different control
algorithms: the CNES control law (4.47)-(4.48) whose details are in [2], the classical
BLFOSM (4.50)-(4.51), and the adaptive BLFOSM (4.50), (4.51), (4.35 with θei in
place of qevi

). The SMC algorithms are tuned as shown in Subsection 4.3.2, deriving
the control parameters in Table 5.8. Montecarlo simulations are performed with 100
different values of the initial conditions, and the results are provided below.

Table 5.7 Parameters of the maneuver and of the DEMETER

Initial orientation: Θ0 = (φ0, θ0, ψ0) ∈ [−π, π] deg

Desired orientation: Θ∗ = (φ∗, θ ∗, ψ∗) = (0, 0, 0) deg

Initial angular rate:

ω0x ∈ [−1.6, 1.6] ·10−3 rad
s

ω0y ∈ [−1.6, 1.6] ·10−3 rad
s

ω0z ∈ [−1.1, 1.1] ·10−3 rad
s

Desired angular rate: ω∗ = (0, 0, 0) rad
s

Initial angular momentum RWs: hrw0 = (0, 0, 0) kgm2

s

Orbital disturbances: d = 10−6 +3.1 10−5 · sin(10−4t)+1.5 10−5 · sin(2 10−4t) N m

Inertia tensor: J =


30 −3 0

−3 30 −2

0 −2 40

 kg m2

Torque max RWs: τ = 2 ·10−3 N m

Angular momentum max RWs: hrw = 0.12 kgm2

s

First, Table 5.9 indicates for each controller the number of simulations (out of the
total of 100) in which the final pointing error is less than 0.04, which is the required
accuracy according to [2]. The same table also provide the mean time response, i.e.
the average of the times taken by each controller for the error to converge within the
required range.
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Table 5.8 Parameters of both the classical BLFOSM and the adaptive BLFOSM controllers

Classical BLFOSM

λ = 0.05

k = 10−4

σ = 5 ·10−5

Adaptive BLFOSM

λ = 10−5

λ = 0.05

λ0 = λ

c = 3.5 ·10−5

G =−3.5 ·10−2

k = 10−4

σ = 5 ·10−5

Table 5.9 Results of Montecarlo simulations

controller classical adaptive

CNES BLFOSM BLFOSM

Successful simulations: 100 0 96

Mean time response [s]: 4151 - 2683
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Fig. 5.41 Euler angles during the attitude maneuver with CNES controller (a) and adaptive
BLFOSM (b) in DEMETER application
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Fig. 5.42 Residual pointing error in Euler angles with CNES controller (a) and adaptive
BLFOSM (b) in DEMETER application

Figure 5.41 confirms that the adaptive BLFOSM is faster than the CNES con-
troller in completing the attitude manoeuvre, which is also evident from the mean
time response in Table 5.9. In addition, Figure 5.42 shows that the two controllers
give the same pointing accuracy, certifying the validity of the tuning strategy used
for the adaptive BLFOSM. Evidently, Figures 5.9 and 5.42 have been cleaned of
the four simulations in which the adaptive BLFOSM algorithm failed to converge
DEMETER to the desired attitude, so as not to affect the readability of the figures.
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Fig. 5.43 Control torque during first 200 seconds with CNES controller (a) and adaptive
BLFOSM (b) in DEMETER application
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Fig. 5.44 Control torque during the rest of the maneuver with CNES controller (a) and
adaptive BLFOSM (b) in DEMETER application

Figure 5.43 shows that both controllers avoid torque saturation of RWs during the
first stage of the maneuver, where the control action is usually highest. Furthermore,
the output of the adaptive BLFOSM controller has lower torque peaks than the CNES
controller. This is also true during the rest of the maneuver, where the control signal
of the adaptive BLFOSM is smoother that the one of the CNES controller according
to Figure 5.44.
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Fig. 5.45 Angular momentum of RWs during first 2000 seconds with CNES controller (a)
and adaptive BLFOSM (b) in DEMETER application
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Fig. 5.46 Angular momentum of RWs during the rest of the maneuver with CNES controller
(a) and adaptive BLFOSM (b) in DEMETER application

Figure 5.45 shows that both controllers avoid to saturate the angular momentum
of RWs during the the first stage of the maneuver, which is the most critical as for
the torque. The BLFOSM pushes more angular momentum into the wheels, which is
normal since it is faster than the CNES controller in manoeuvring the satellite. Then,
Figure 5.46 shows the development of angular momentum stored into the wheels for
the rest of the maneuver. The trend is similar in both cases, which is normal since
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this residual is due to the initial angular momentum (ω0) and the action of orbital
disturbances.
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Fig. 5.47 The results of one simulation with classical BLFOSM: pointing error (a), control
torque (b), and angular momentum of the RWs (c) in DEMETER application

Finally, regarding the classical BLFOSM, Table 5.9 shows that it is not able to
steer the DEMETER attitude for any of the initial conditions considered. Indeed,
for large initial pointing errors the classical BLFOSM incurs actuator saturations
that cause the system to lose stability. This is depicted in Figure 5.47, which
shows one of the failed numerical simulations with this controller. In fact, it can
be seen that the angular momentum saturates (Figure 5.47c) as soon as soon as the
manoeuvre starts, so that the actuators cannot follow the controller input (Figure
5.47b), which conversely demands an increasingly high torque causing the satellite
to lose controllability. In order to show this effect, the controller output is shown in
Figure 5.47b without including actuator saturations, which are instead applied in the
simulator.



Chapter 6

Conclusions

A key aspect of a successful space mission is the proper orientation of the spacecraft
during each phase of the mission itself. All the satellite’s on-board systems contribute
directly or indirectly to this, but the management of the spacecraft attitude is mostly
the responsibility of the Guidance,Navigation and Control (GNC), actuation, and
attitude sensors systems. From a practical point of view, these above are closely
related to each other, however, from the implementation point of view, the sensors are
usually connected to the navigation algorithms (i.e. Kalman filters) and the actuators
to the control algorithms. Indeed, the sensors and the navigation algorithms together
estimate the satellite’s true attitude, while the actuators and the control algorithms
together orient the satellite according to the reference provided by the guidance
function. The global attitude error is consequently a function of both the estimation
and control errors, however, the two algorithms can be designed separately as done
in most space missions.
This is also the approach in this thesis, in which the focus was placed on algorithms
for the attitude control system, omitting the navigation function. Thus, neither sensor
models nor navigation algorithms are included in the attitude dynamics simulator
that was built during the doctoral project. Consequently, for the design of the control
algorithms we assume that the input of the controller is the true (not estimated) orien-
tation of the satellite, and this is then replicated in the numerical simulations where
the plant output (quaternions and angular velocities) directly enters the controller.
After that, the controller’s output torque must be exerted by the actuation system.
However, attitude control actuators have limited actuation power and this has been
taken into account in both control algorithms design and numerical simulations. In
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particular, we considered carrying three Reaction Wheels (RWs), aligned with the
satellite’s three central axes of inertia. This allowed us to realise active three-axis
attitude control and to formulate it as three second-order systems with a single input.
RWs suffer from torque and angular momentum saturation, and this is just one of the
critical issues in attitude control algorithms design, beyond the non-linearity of the
system, the orbital disturbances, the parametric uncertainties, and the flexibility of
structures.
Given the harsh conditions the ACS works with, robust Variable Structure Control
(VSC) algorithms with sliding mode were chosen as the basis for it. In this field, the
first problem addressed was the typical high-frequency oscillations in closed-loop
dynamics caused by Sliding Mode Controller (SMC). Hence, two chattering elimina-
tion techniques, namely the Boundary-Layer First Order Sliding Mode (BLFOSM)
and Super-Twisting (STW) algorithms, were compared for attitude control applica-
tions. The results showed that BLFOSM is more effective than STW at completely
eliminating chattering, especially at low refresh rates. Moreover, the BLFOSM
proved to be less computationally expensive and tuning BLFOSM control gains is
more intuitive compared to regulating the STW. In addition, the BLFOSM showed
a more uniform response than the STW to changing initial conditions and system
parameters. Hence, it was decided to study BLFOSM more extensively in the course
of the PhD.
The next step was to design the BLFOSM controller so that the torque generated
therein would not saturate the RWs in manoeuvring the satellite. For this purpose, it
was developed a tuning strategy that determines the values of the control gains based
on the characteristics of both the actuation system and the inertia of the satellite.
Moreover, this tuning strategy was first proposed assuming that the satellite’s inertia
was known, after it was modified to allow for uncertainties in the inertia as well.
Numerical simulations showed the validity of the tuning strategy, as the control
laws successfully manoeuvre the satellite without saturating the RWs and damping
oscillations due to coupling with flexible dynamics.
The next challenge regarding the BLFOSM algorithm was to find a way to shorten the
duration of the reaching phase, considering a wide range of initial angular velocities,
and shortening the procedure of adjusting the control gains, while avoiding actuators
saturation. For this purpose, we developed a rotating sliding surface with a new
approach based on an adaptive law. The innovative adaptive law rotates the sliding
surfaces towards the states of the system as long as they are outside the boundary
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layer. After that, with the system converging towards zero error in the sliding phase,
the adaptive law rotates the sliding surface towards a predetermined final position
that guarantees high pointing accuracy. The results obtained with the new adaptive
BLFOSM have shown the combination of adaptive control and SMC to be very
promising, alleviating the issues mentioned above and, in addition, reducing the
excitation of the flexible dynamics with respect to the classical BLFOSM.
Finally, the adaptive BLFOSM controller developed was tested in the DEMETER
orbital simulator, showing by Monte Carlo simulations that this controller is able
to replicate the switching control law from the CNES and actually implemented
on the on-board algorithms. In fact, the adaptive BLFOSM is able to converge the
DEMETER attitude with high accuracy and for a wide range of initial conditions,
without saturating the actuators. In contrast, the classical BLFOSM failed this task.
The design of the sliding mode control algorithms was conducted based on the
simplified mathematical model of attitude dynamics. Stability proofs for the devel-
oped control algorithms are provided under the same assumptions used to derive the
simplified mathematical models of attitude dynamics, while numerical simulations
validated the controllers under more general simulation scenarios. Apart from the
DEMETER simulations, the control laws for the other case studies were tested on a
3-degree-of-freedom attitude dynamics simulator built during the doctoral project
in Matlab/Simulink environment. The simulator includes the rigorous equations of
dynamics and attitude kinematics, the control laws, the RWs model, and the external
disturbances. In addition, the attitude dynamics equations were implemented both
considering a completely rigid satellite and with flexible appendages as in Appendix
A. In the latter case, the simulator also includes the equations of flexible dynamics
for the appendages.
Finally, some insights for future developments of this project are provided below.
Given the promising results obtained with adaptive SMC, the combination of adap-
tive control and SMC may be worthy of further study. In this project, it was observed
that it is quite easy to set the gains of the adaptive SMC through trial and error while
managing to avoid actuator saturations, however, it would be of great interest to
find mathematical correlations to guide tuning in this regard. Another interesting
proposal is to develop adaptive sliding surfaces other than linear and also for other
types of SMC algorithms.Finally, although perhaps not applicable to satellite attitude
control, it would be worth investigating adaptive laws for sliding surfaces in higher
order systems.
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Appendix A

Flexible spacecraft

This appendix presents the flexible spacecraft used for numerical simulations in
Sections 5.3 and 5.4, and modeled how explained in Subsection 2.68. Therefore, this
spacecraft consists of a main rigid body (Figure A.1a) to which four flexible solar
panels (Figure A.1b) are attached as shown in Figure A.1c. In addition, the mass and
dimensions of both the main body and the solar panels in their respective reference
frames are in Table A.1.
In order to build the mathematical model of the spacecraft attitude dynamics (2.68),

(2.64), which includes the flexibility of the solar panels, it is necessary to obtain
the natural modes of the solar panels. Therefore, a FEM analysis is conducted
with Patran/Nastran, realizing the geometry in Patran with a central surface that
represents the top part of the satellite, and the four surfaces for the solar panels as in
Figure A.2. The panels are modelled as aluminium plates with the 2D shell property.
The body is assumed to be rigid, and the four surfaces are connected to it through a
fixed constraint. In Figure A.2, it can be noted a mesh with quad-elements. Then, a
modal analysis is performed using the solver Nastran to obtain the natural modes of

Table A.1 Size of the spacecraft

mass of the main body [kg] 143

size of the main body (x× y× z) [m] 0.9×1.1×0.8

mass of each solar panel [kg] 3.6

size of each solar panel (x× y× z) [m] 1.1×0.002×0.6
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Fig. A.1 Spacecraft main rigid body (a), solar panels (b), assembly (c)

Fig. A.2 Solar panels model on Patran

the structures, and the first three are used to build the mathematical model of attitude
dynamics. In particular, the first is a bending mode (Figure A.3), the second one is
a torsional mode (Figure A.4), and the third one is again a bending mode (Figure
A.5). As discussed in Subsection 2.2.3, for each natural mode we need both the
natural frequency and eigenvectors corresponding to the centre of the mass of the
sub-panels in which each panel is divided. In this work, each panel is divided in 9
sub-panels (Figure A.10) to compute the cupling matrix δ , as detailed in Subsection
2.2.3, and the eigenvectors of the nodes corresponding to the centre of the mass
of each sub-panels are in Figures A.6 to A.9, where T and R are translational and
rotational eigenvectors respectively, and associated to the axis given by the subscript.
Instead, the natural frequencies are in Table A.2.
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Fig. A.3 First bending mode, panel 1 (a), panel 2 (c), panel 3 (b), and panel 4 (d)

Fig. A.4 Torsional mode, panel 1 (a), panel 2 (c), panel 3 (b), and panel 4 (d)

Table A.2 Natural frequencies of the first three natural modes

First bending mode f1 = 0.141 Hz

First torsional mode f2 = 0.550 Hz

Second bending mode f3 = 0.877 Hz
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Fig. A.5 Second bending mode, panel 1 (a), panel 2 (c), panel 3 (b), and panel 4 (d)

Fig. A.6 Eigenvectors of panel 1
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Fig. A.7 Eigenvectors of panel 2

Fig. A.8 Eigenvectors of panel 3
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Fig. A.9 Eigenvectors of panel 4

With the data in Figures A.6 to A.9, the truncated matrix of eigenvectors Φ for
each solar panel is as follows:

Φ
T
=


(T 1

x1
. . . R1

z1
) . . . (T 1

x9
. . . R1

z9
)

...
...

...
...

...
...

...

(T 3
x1

. . . R3
z1
) . . . (T 3

x9
. . . R3

z9
)

 , (A.1)

where the subscript 1-9 is referred to each sub-panel (see Figure A.10), while the
apex 1-3 is referred to the natural mode. By applying the division shown in Figure
A.10 to each solar panel, we obtain R and r for each sub-panel, which are the position
vector from the center of the mass of the spacecraft to the point on the interface
between the rigid body and the flexible appendage and the position vector from the
point on the interface between the rigid body and the flexible appendage and the
center of mass of the sub-body i respectively, as described in Subsection 2.2.3. These
quantities are extrapolated from the geometry of the satellite, as is the generalized
inertia matrix of sub-bodies M. Indeed, each sub-panel i has mass mi and dimensions
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Fig. A.10 Front and upper view of spacecraft with sub-panels division

lxi , lyi , and lzi as follows:

mi =
msp

9
, lxi =

lxsp

3
, lyi = lysp, lzi =

lzsp

3
, (A.2)

where msp, lxsp , lysp , lzsp are the mass of a solar panel and its dimensions in the frame
in Figure A.1b. Therefore, the inertia tensor of the sub-body i is

Ji =
mi

12


l2
yi
+ l2

zi
0 0

0 l2
xi
+ l2

zi
0

0 0 l2
xi
+ l2

yi

 , (A.3)

and Mi is obtained as in eq. (2.59). We now have all the instruments to apply eq.
(2.58) and can then calculate the coupling matrix for each solar panel, the result of
which is in Table 5.4. Finally, the stiffness matrix K is obtained from the natural
frequencies in Table A.2 by means of eq. (2.65), and the results are also in Table 5.4.
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