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Abstract

The specification and verification of access control
policies are fundamental steps in the process of securing
industrial control systems and critical infrastructures.

The focus of this paper is on bridging the semantic
gap between high-level access control policies specified
in the Role-Based Access Control (RBAC) framework and
the low-level security mechanisms actually implemented
in the physical system.

Our approach is based on a novel kind of model,
which includes two distinct views of the system, namely
an RBAC-based specification and a low-level system de-
scription. The descriptive capabilities of the model are
presented through an example derived from a real proto-
type plant for printed circuit boards re-manufacturing/de-
manufacturing.

1. Introduction

The protection of industrial distributed control systems
(IDCS) and critical infrastructures against malicious at-
tacks, made through their underlying communication net-
works and the Internet, is a topic that, besides receiving
increasing attention in the last years, has aroused a lot
of concern not only in the scientific community but also
outside it, and has progressively involved management,
decision-making and even government institutions in al-
most all developed countries.

From a technical point of view, there is a wide consen-
sus, today, in considering the IDCS security as an iterative
process rather than a product, consisting of a number of
well-known and clearly defined steps [1]. One of the key
elements in this process is the definition and implementa-
tion of suitable security policies (access policies, in par-
ticular) able to unambiguously specify “who can do what
on what object” in the whole ICT infrastructure IDCS are
based on.

Actually, as a matter of facts, a very large number
of existing IDCS were not designed with their security
in mind and, curiously enough, the same is also true
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for many new systems that have been recently developed
from scratch. However, in a number of di↵erent situa-
tions (security-aware IDCS) the planning and specifica-
tion of access policies usually occur at a high abstraction
level, using techniques and formalisms, such as the Role
Based Access Control (RBAC) [2], which enable reason-
ing about objects, operations and permissions without be-
ing forced to take into account a lot of details pertaining
the actual system implementation. Unfortunately, there is
another side of the coin, since in this way establishing a
(correct) correspondence between the high-level policies
and the actual protection mechanisms (also referred to as
either controls or security controls) included into the sys-
tem becomes a di�cult and cumbersome task, in particu-
lar if it has to be performed by hand.

It is worth noting that this aspect is particularly impor-
tant for those systems that were deployed with little or no
attention to security, and still include few (and poor) low-
level protection mechanisms, since acting on their con-
figuration (i.e. changing the filtering rules of firewalls
/switches, or the setting of passwords) is often the only
viable alternative which is o↵ered to security experts to
enforce a predefined set of high-level access policies.

This paper builds on our previous experiences [3, 4, 5]
gained in trying to bridge the semantic gap between the
high level description of policies and their actual imple-
mentation in IDCS. Honestly speaking, the approach we
present here is a sort of major departure with respect to
our past research activities in this area, since it relies on a
new kind of model that includes two di↵erent views of the
system at the same time [6]. This new approach has been
triggered by the lesson learned in some of the practical sit-
uations where our attempts to o↵er an adequate solution
to this problem were only partially successful. The first
view (specification) included in our innovative model en-
ables the specification of policies according to the RBAC
paradigm, taking advantage of the impressive amount of
work already carried out in that framework and well con-
solidated in the literature, the second (complementary)
view (implementation), on the other hand, focuses on the
system implementation details such as its topology, device
configurations, access control mechanisms and so on, that
is on those low-level aspects which cannot be ignored, for
instance, in checking the correctness of the policy imple-
mentation.



Our ultimate goal (not tackled in this paper) is the de-
velopment of a new automated software tool for the anal-
ysis of coherency and correct implementation of policies
in IDCS (verification), that could be able to overcome the
limits experienced in our past work. The description ca-
pabilities of the model, presented in this paper through an
example derived from a practical case study of interest,
are at the basis of such an ongoing project.

The paper is then structured as follows: Sec. 2 briefly
discusses some related works and recalls the limits met in
our previous approaches. Sec. 3 describes a (small) real-
world prototype plant for printed circuit boards (PCB) re-
manufacturing/de-manufacturing we will use as example,
Sec. 4 summarizes the features of the new model in an
informal way. Sec. 5 shows how to use the model in the
description of the considered system, while Sec. 6 gives
an example of verification and, finally, Sec. 7 draws some
conclusions.

2. Related works and previous experience

The modeling and analysis of access control policies
in several domains, not particularly related to IDCS, have
been extensively addressed in the scientific literature and a
number of techniques have been proposed that are able to
work at di↵erent high levels of abstraction. RBAC [2, 7],
with its many flavor and extensions, is perhaps the most
appealing and well-established solution of this kind also
because of its commercial applications, for which a lot of
work has been done and results, products and tools are
now available. As other modeling frameworks, such as
the discretionary [8] and mandatory [9, 10] access con-
trol approaches, however, RBAC was conceived to ab-
stract from the actual implementation of systems, in order
to let designers and administrators focus, in particular, on
constraints on role authorization and operation execution
independently on how this is actually achieved in the real
system itself. Reasoning at a high level of abstraction has
surely many advantages and makes the task of checking
the policy coherency (i.e. the absence of conflicting poli-
cies) easier, manageable and even more elegant from a for-
mal point of view. Unfortunately, a much weaker support
is o↵ered, in this case, to verifying the correct mapping of
policies onto the low-level security mechanisms included
in the system.

Several attempts to overcome this and other drawbacks
were carried out in the past [11, 12, 13, 14, 15, 16, 17, 18,
19] but, unfortunately, nearly all of interesting proposals
cannot abstract from the presence in the system of suit-
able software and/or hardware mechanisms that are able
to enforce the correct policy implementation. Moreover,
a high degree of homogeneity is usually assumed more or
less explicitly for the network nodes [19].

In the past years we too tried to cope with such a prac-
tical limitation, essentially by enriching the RBAC model
description with suitable information about the system ar-
chitecture, types of devices and actions allowed/forbidden

to the system users. Despite some partially positive and
preliminary results, that were obtained by means of proto-
type analysis tools designed ad-hoc, however, we realized
that a slightly di↵erent approach was needed because of
the following main reasons:

• In some situations we found it quite di�cult includ-
ing in a pure RBAC model some configuration details
(i.e. host accounts and physical locations of devices)
that were important, instead, for the policy mapping
analysis.

• Di↵erences between RBAC roles/users and the sys-
tem groups/user-names were awkward to be man-
aged during the analysis, and the related sets hard
to be kept constantly separated from the conceptual
point of view.

• Access control policies and system configura-
tions/settings are often managed and under the re-
sponsibility of di↵erent (and disjoint) teams of peo-
ple, who are used to adopt di↵erent languages and
procedures. A unified common formalism could
surely help to overcome this issue.

• The inclusion in the model of a fine-grained descrip-
tion of the physical system is highly advisable when
a significant amount of information (i.e. firewalls
and switches filtering rules, device configurations,
account settings and so on) has to be gathered from
the system itself in a semiautomatic/automatic way.

• Checking the correctness of the system description,
in particular for large and/or complex architectures,
is easier if this view is kept separated in the security
model.

• Industrial systems are often heterogeneous in their
nature; moreover, the widespread adoption of h/w
and s/w mechanisms able to enforce the high-level
access policies is simply out of dispute.

Because of all these reasons we were convinced that
an explicit view of the physical system and its low-level
mechanisms had to be included in the security model.

3. Plant

The modeled system considered in this paper is a plant
for printed circuit boards (PCB) re/de-manufacturing,
consisting of fifteen transport modules interconnecting the
re-/de-manufacturing cells and the input/output bu↵ers.
Fig. 1 shows a part of the plant and the white box high-
lights one of the transport modules.

3.1 Cabinets

A cabinet CkPt1,...,15u (see Fig. 2a) is fastened to each
transport module and contains equipment for the module
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Figure 1: Plant view
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Figure 2: Cabinet

management and its interaction with its neighbour mod-
ules (see Fig. 2a, bottom part). The logical schema for de-
vices and connections in Ck is shown in Fig. 2b. From top
to bottom, Ck includes: two ModBus/TCP slaves (Moxa
ioLogik E1241), namely S L´ MBk1 and S L´ MBk2, an
industrial managed switch (Moxa EDS-405A), namely
S Wk, and an industrial PC running a Soft-PLC appli-
cation, namely PLCk. Di↵erent commercial products
(LinPAC-5141, Leonardo PC BOX, Moxa IA261-I and
Moxa IA262-I) have been adopted to implement the in-
dustrial PC. Connections between devices are shown as
solid lines connecting physical network ports.

3.1.1 ModBus/TCP slaves

ModBus/TCP slaves are provided with a web server al-
lowing the device setup via an HTTP connection. Ac-
cesses to the web server can be protected by a user-
defined password, but for our purposes we assume that
the factory settings (i.e. default passwords) are initially
left unchanged, as it often happens when just minimal
changes are made to satisfy the plant functional require-

ments. We call HTT PsS Ĺ MBkn the web server running on
ModBus/TCP slave n of cabinet Ck, and admin the activity
enabled by such a server.

Moreover, each slave carries out its main task by in-
teracting with a master through a network connection: we
call OPERsS Ĺ MBkn the related listening daemon, and oper
the provided functionality. Slave S L´ MBk2 has a daisy-
chain connection to slave S L ´ MBk1 which, in turn, is
connected to S Wk.

3.1.2 Soft-PLCs

As mentioned before, control devices are industrial
PCs, running some flavor of the Linux OS that allows
users to login. Some devices are provided with key-
board/mouse/VGA interfaces, so that a physical console
can also be connected but, in general, operations can be
carried out remotely through a network connection. Con-
trol devices o↵er PLC functionalities by running a suitable
software server, ISaGRAF in this case. In addition, an
OPC-UA server is also installed on each PC. Summariz-
ing, three main pieces of software are hosted on each in-
dustrial PC: a login module (l mPLCk ) provided by the OS
enables the login operation, the ISaGRAF server, called
IGsPLCk , supports two distinct actions (admin for setup
and configuration and oper for runtime operation), while
the OPC-UA server, OPCsPLCk , allows admin and oper
actions in its turn. Each PC is then connected to the switch
S Wk.

3.1.3 Switches

Moxa EDS-405A industrial managed switches are
equipped with five network ports. Configuration is al-
lowed through a serial console, telnet or web browser
connections and some basic security mechanisms are also
provided. For sake of conciseness, in our example we do
not include these details and we assume that no customiza-
tion is made, so that each switch works just like a hub. In
our plant configuration, two switch ports are used for con-
nections to other devices in the same cabinet, whereas the
remaining three ports are used for connections external to
the cabinet.

3.2 Process-level network

A process level network connects each cabinet to the
process-level control area, where configuration, supervi-
sion and management hosts are located.

In this paper we take into account only two cabinets
besides the main devices of the process control area, as
shown in the conceptual schema depicted in Fig. 3. The
physical location of hosts pertaining to the two (control
and process) levels, an aspect which is relevant to security,
can be deduced through the plant map shown in Fig. 4,
where Rx and dy refer to a specific room and door, respec-
tively.

To increase fault-tolerance, C1 and C2 are connected
so as to build a physical ring by means of two of the ports
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of their internal switches devoted to external connections,
while the third port allows connections between the cab-
inet and the process-level network devices. S W3 adopts
the same default configuration settings already mentioned
for S W1 and S W2.

3.2.1 IGc, OPCc, MBC, PC

The upper part of Fig. 3 includes four hosts: IGc is a PC
hosting the ISaGRAF client software, OPCc is a PC de-
voted to the OPC-UA client, MBC runs a ModBus/TCP
controller while PC is a generic laptop. All hosts al-
low users to login and connect to the relevant resources
through the process-level network, by means of their OS
login modules (l mIGc, l mOPCc, l mMBC and l mPC respec-
tively).

4 Model description

Our model consists of two parts: one, called specifica-
tion, enumerating “who can do what on what” from the
access control policy declaration point of view, the other,
called implementation, concerning a similar description
but based on the actual implementation of the system. In
more detail, specification and implementation are defined
as two sets of tuples S and I:

S “ tpû, ⇡̂, �̂qu I “ tpp̌, ⇡̌, �̌qu (1)

where ⇡ and � indicate an action and an object respectively
(di↵erent hat symbols distinguish between entities of the
two sets), while u stands for user in the RBAC policy dec-
laration and p stands for player, that is a physical person
interacting with the system.

4.1 Specification

The definition of the high level security policies that
regulate accesses to the resources of the system is speci-

RGuest

RSLMBu

RSLMBa

RS-PLCuROPCsu

RS-PLCaROPCsa

RNETaRPROCa

RPLANTa

Figure 5: Role hierarchy

RBAC ROLES
RPLANTa © RPROCa
RPLANTa © RNETa
RPROCa © ROPCsa
RPROCa © RPLCa
RNETa © RPLCa
RNETa © RS LMBa
ROPCsa © ROPCsu
RPLCa © RPLCu
RS LMBa © RS LMBu
ROPCsu © RGuest
RPLCu © RGuest
RS LMBu © RGuest

Table 1: Role inheritance

fied with the support of the RBAC framework.
This approach revolves around the concept of roles to

which permissions are assigned. A permission binds an
operation to an object. Users of the system are then as-
signed to roles, acquiring the related permissions. This
approach allows for a compact description of policies as
several di↵erent users can be assigned to a role (inherit-
ing a specific set of permissions), without the burden of
an explicit management of permissions done user by user.

Following the classification of the RBAC flavors of [2]
we here consider hierarchical RBAC in which roles can
be organized in a hierarchical fashion, allowing role in-
heritance to users and permission inheritance to roles.

The main goal in the definition of policies is to clearly
state “who can do what on what object”. The “what” is
specified by means of permissions, which are expressed as
pairs combining an operation with an object, i.e.: (admin,
HTT PsS L´MBkn ) where admin and HTT PsS L´MBkn are re-
spectively an activity and one of the servers identified in
Sec. 3.1. The “who” definition is provided by the specifi-
cation of the roles and users in the system.

A proper description of roles cannot be provided with-
out the description of their relationships, that is the role
hierarchy. The inheritance relationship between roles for
our sample plant is formalized in Tab. 1 while Fig. 5 shows
a di↵erent representation of the same hierarchical struc-
ture. The graph in Fig. 5 can be read in two ways: per-
missions inheritance propagates from bottom to top while
role membership propagates in the opposite direction.

We can now provide a description of the roles start-
ing from the bottom of Fig. 5 with a generic guest role
(RGuest) which is the least powerful role in the hierarchy.
Then, it is possible to identify roles whose responsibili-
ties span over the di↵erent areas in the system: the cabi-
net networks and the process network. Roles RS LMBx and
RPLCx are responsible for the low level operations in the
production cycle. In particular, RS LMBx roles are focused
on the ModBus/TCP slaves in the cabinets, with two lev-
els of privileges, RS LMBa being more powerful (higher in
the hierarchy) than RS LMBu . Similarly, the two roles RPLCx

are related to the soft PLCs and their services. The two
ROPCsx roles, instead, concern the process control area.
Higher levels in the hierarchy reflect also di↵erent levels
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PPLANTa RPLANTa
PPROCa RPROCa
PNETa RNETa
POPCsa ROPCsa padmin,OPCsPLC1 q, padmin,OPCsPLC2 q

PPLCa RPLCa padmin, IGsPLC1 q, padmin, IGsPLC2 q

PS LMBa RS LMBa padmin,HTT PsS Ĺ MB11 q, padmin,HTT PsS Ĺ MB21 q, padmin,HTT PsS Ĺ MB12 q, padmin,HTT PsS Ĺ MB22 q

PPLCu RPLCu poper, IGsPLC1 q, poper, IGsPLC2 q plogin, l mPLC1 q,
POPCsu ROPCsu poper,OPCsPLC1 q, poper,OPCsPLC2 q plogin, l mPLC2 q

PS LMBu RS LMBu poper,OPERsS Ĺ MB11 q, poper,OPERsS Ĺ MB12 q, poper,OPERsS Ĺ MB21 q, poper,OPERsS Ĺ MB22 q

PGuest RGuest

Table 2: RBAC assignments

of responsibilities. The RPROCa role is responsible for high
level operations (management, configuration) in the pro-
cess network and process control area and inherits from
both ROPCsa and RPLCa . RNETa , instead, encompasses the
activities related to the cabinets and thus inherits from
RPLCa and RS LMBa .

A clear definition of roles and the related hierarchical
structure enable us to provide an explicit permissions as-
signment (PA) as the one shown in Tab. 2, where each role
(ROLES column) is provided with the proper permissions
(PRMS column). Each permission is described by a pair
consisting of an operation and an object already defined in
Sec. 3. Tab. 2 shows that di↵erent roles are assigned per-
missions concerning their own areas of responsibilities:
RPLCu , for instance, is given access to the oper action on
the ISaGRAF SoftPLC server, while ROPCsu is given ac-
cess to the OPC-UA server on the PLC. Since both roles
need to operate locally on the PLCs, they are provided
with the permission to perform the login operation on the
PLCs’ login modules (l mPLCi ).

Actual players in the network are defined as users in
the RBAC model. The left side of Tab. 2 reports the set
of identified users together with the user assignment (UA)
to roles, so that user PGuest is assigned to role RGuest, user
PS LMBu to role RS LMBu and so on.

By combining all information coming from the user
assignment, role assignment and role hierarchy, all per-
missions provided to the di↵erent players can be explic-
itly enumerated, still in a completely implementation-
independent manner. The result of this enumeration is the
specification set S.

4.2 Implementation

In order to obtain tuples of set I, we need both a static
description of the system (devices and their physical loca-
tions, interconnections and configurations, services avail-
able on each host, etc.) and some rules able to specify,
given a player state (physical location, owned credentials,
etc.), the actions he/she can perform while interacting with
the system as well as the possible e↵ects of each operation
on the player state itself.

4.2.1 System static description

The static description of the system has to include the el-
ements introduced in Sec. 3 enriched with the addition of
further details about the operations a player can execute
such as, for example, pre-conditions that need to be sat-
isfied in the player state before an action can actually be
undertaken and post-conditions, that is, the e↵ects of ac-
tions on the player state.

Implementation details are necessary in order to de-
fine, for example, whether a particular service can be ac-
cessed remotely or not and the gaining of access to local
resources and services after a successful login operation
on a given network host.

In an RBAC model objects and operations belong to
disjoint sets, so that the designer can build permissions
by selecting any possible pop, obq pair. Typical indus-
trial systems, however, usually include a lot of special ob-
jects where only ad hoc operations are meaningful, and
this would lead to have an excessive number of forbidden
pairs, if the two sets were considered as two disjoint enti-
ties. To cope with this aspect, we introduce the concept of
extended object, B, by specifying the meaningful opera-
tions for each object and binding them to the object itself.
This choice has, obviously, no impact on the computation
of all possible meaningful tuples admitted by the system.
In detail, we consider two main categories of extended ob-
jects: rooms (2) and resources on hosts (3).

B̌r ::“
@
�̌r,

 
⇧̌r

(D
(2)

B̌h ::“
@
�̌h,

 
⇧̌h

(
, tpň, ǧqu

D
(3)

In both (2) and (3), �̌ is the object unique identifier,
and t⇧̌u is the set of operations, enriched with implemen-
tation details, that are allowed on �̌. The possibly empty
set tpň, ǧqu of (3) stands for the accounts associated to
the resource, (e.g. accounts defined for a file server or a
DBMS). For each account, ň and ǧ represent a username
and a group respectively; we assume that usernames and
groups are linked through a many-to-many relation. In
particular, since ň and ǧ are not uniquely defined within
the whole system, we will use notation �̌h: ň to address an
account on a specific resource. The structure of operations
⇧̌ will be described later.

Then the system modelD can be defined as:

D “
`
H,

 
B̌r

(
, LBS

˘
(4)
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where H is the set of hosts thu (note that we call host any
physical device able to provide services, e.g. a PLC, but
also networking devices such as switches etc.),

 
B̌r

(
is

the set of rooms as defined in (2), while LBS is the set
of physical connections tlbsu between the elements of H.
The structure of elements in (4) is defined in Tab. 3 (in the
following, the notation r.s is used for optional parameters):

• h is a host with unique identifier idh, �̌r is the unique
identifier of the room where the host is located, tppu

is the set of the host physical ports, while
 

B̌h
(

is
a set of extended objects belonging to the host and
t f ru are the filtering rules, in the case the host pro-
vides packets forwarding between its interfaces.

• pp is a physical port with unique identifier idpp. A
set of data link addresses dla can be associated to
the port, each dla being bound to a set of network
addresses tnau. The notation

“
w, rcs,

 
�̌r

(‰
is used

to take into account possible wireless interfaces: w
means that wireless communications are supported,
rcs is the credential which is possibly required to
connect to the interface and

 
�̌r

(
is the set of rooms

where the interface is accessible.

• Filtering rules t f ru have a general form based on the
elements listed in the lower part of Tab. 3.

• lbs is a bidirectional link between two physical ports.

We will not discuss the filtering rules in more detail be-
cause, for the purpose of this paper, it is enough mention-
ing that they are evaluated so as to check the remote avail-
ability of resources based on network reachability compu-
tations. In particular, we rely on the approach presented
in [20] for the relevant computations.

Operations in the model need to be enriched with im-
plementation information. Room operations ⇧̌r, for in-
stance, have the following form:

⇧̌r ::“ x⇡̌r, txd, tcuyuy (5)

where ⇡̌r is the operation name (e.g. enter) whereas the
set txd, tcuyu describes all the doors that allow entering
the room. Set tcu contains the credentials needed to open
door d. The adoption of a set is useful, in this case, to
model situations where each player has his/her own cre-
dential to open a given door, besides circumstances where
just one credential is shared among all players. Moreover,

h ::= xidh, �̌r , tppu, tB̌hu, t f ruy

pp ::= xidpp, txdla, tnau, rw, rcs, t�̌rusyuy

f r ::= xidpps , idppd , dlas, nas, pns, dlad , nad , pnd , pr, acty
idpps source physical port dlad dest data link addr
idppd dest physical port nad dest network addr
dlas source data link addr pnd dest port number
nas source network addr pr protocol (TCP,UDP,...)
pns source port number act action (allow or deny)

lbs ::= pid1
pp, id2

ppq

Table 3: Elements ofD

pre ::= xphy acc rcsy

|
@

loc acc �̌1
h: ň1

rcs
D

|
@

loc acc �̌1
h: ǧ1

rcs
D

| xrem acc port rcsy

port ::= dla | lp
lp ::= xidlp, rpns, na, rprsy

post ::= r�̌2
h : ň2

s

Table 4: Pre-conditions and post-conditions f

di↵erent credentials can also be assigned to the same door,
depending on the direction it is actually crossed.

Similarly, ⇧̌h is used to describe operations a player
can perform on resources on hosts and has the following
form:

⇧̌h ::“ x⇡̌h, t f uy (6)

where ⇡̌h is the operation name (e.g. login, oper, admin)
while t f u describes both the preconditions and possible
e↵ects of ⇡̌h on the resource involved in the action or (pos-
sibly) on other resources. Tab. 4 shows the f ::“ pre, post
syntax, where four di↵erent and mutually exclusive kinds
of preconditions can be specified. Their semantics is, in-
formally, the following:

• phy acc rcs means that a player must have physical
access to host h and own credential c (if specified) in
order to be able to perform ⇡̌h.

• loc acc �̌1
h: ň1

rcs and loc acc �̌1
h: ǧ1

rcs state that, in
order to perform ⇡̌h on �̌h, a player must already be
active (e.g., logged) on some object �̌1

h, by means of
either the player’s username ň1 or the group ǧ1 he/she
belongs to. Note that, if h and h1 are the host where
�̌h and �̌1

h are located respectively, in general h1 , h,
that is the preconditions may involve resources on
di↵erent hosts. Moreover, when specified, credential
c must be owned by the player.

• rem acc port rcs means that the operation can be car-
ried out by a player through a remote connection at
either the network or data link level (lp is a logical
port whose unique identifier is idlp and optional port
number (e.g. 8080) pn). The player must own cre-
dential c when specified.

The element post in Tab. 4 takes into account the possible
e↵ects of the operation: in particular �̌2

h : ň2, if specified,
means that, by performing the operation, the player ob-
tains a local access with username ň2 to object �̌2

h . Note
that, in general, �̌2

h may be running on a host h2 , h.

4.2.2 Player state

The set I of all actions that each player can perform in the
system can be computed by letting the player move around
the system rooms, carrying out all possible operations ⇡̌
on objects �̌. To this purpose, the player stateT p̌ is defined
as

T p̌ “
`
LA, �̌r,Cp̌

˘
(7)
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In (7), LA ::“
 `
�̌h, ň

˘(
is the set of local accesses already

gained by player p̌, �̌r is the current position (room) of p̌
and Cp̌ ::“ tcu is the set of credentials he/she owns.

4.2.3 Inference rules

Each player state T p̌ is combined with the system descrip-
tionD by means of a framework of inference rules. These
rules describe how to match the capabilities of the player
with the preconditions defined for the operations on the
objects. A successful match corresponds to an action that
can be performed by a player. For brevity reasons we
omit the formal description of the inferences rules, and
just mention how preconditions are evaluated: a player
can enter a room if he/she is in an adjacent room and owns
the required credential c; a physical access is satisfied if
the player can reach the same room where the target host
is located (and owns c, of course); a local access is sat-
isfied if the player has acquired a proper access level on
the object (and owns c); a remote access is satisfied if the
player owns c and has access to a host that is allowed to
communicate with the target object.

The key to a complete analysis of the player’s actions
is the evaluation of the operation’s post condition: an op-
eration performed by a player can, in fact, increase his/her
capabilities by letting him/her reach a new room or gain a
new access on a host, thus enabling sequences of actions.
The explicit enumeration of all the actions performed by
all the players leads to the implementation set I.

5 Example

In the following the model described in Sec. 4 is used
to describe the example plant of Sec. 3.

5.1 Plant model

The description of the set tB̌ru of extended object
rooms for the considered plant, according to our model,
results as in Fig. 6.1, where cdXY are credentials a player
must own to go from room RX to room RY crossing door
dXY (see Fig. 4) and cdCk

are credentials needed to open
cabinet Ck.

$
’’’’’’’’’&

’’’’’’’’’%

xRO, txenter, txdOP, tcdOP uyuyuy,

xRP, txenter, txdOP, tcdOP uy, xdPF , tcdPF uyuyuy,

xRF , txenter, txdPF , tcdPF uyuy,

C

close,

#
xdC1 ,Hy,

xdC2 ,Hy

+G

uy,

xC1, txopen, txdC1 , tcdC1
uyuyuy,

xC2, txopen, txdC2 , tcdC2
uyuyuy

,
/////////.

/////////-

(1)

Figure 6:
 

B̌r
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definition for the plant

The other elements of D and, in particular, the set of
hosts H with their associated resources tB̌hu are described
in the following.

As described in Sec. 3, host PLC1 has three associated
resources: a login module, an ISaGRAF server and an
OPC-UA server. The login module, supporting the login
operation, is modeled according to Fig. 7.1 and we assume
there are two predefined accounts, namely a simple user
and an administrator. A player can perform the login oper-
ation on l mPLC1 provided that he/she has physical access
to cabinet C1 and the required credentials as either user or
administrator (in this case he/she gains the correspond-
ing local access on l mPLC1 ). Alternatively, the player
can log in remotely if he/she has user credentials. More-
over, a player who is already logged in as user can ele-
vate his/her local privileges to administrator provided that
he/she has the administrator credentials, while a player al-
ready logged in as administrator can login as simple user
without any additional credential.

Analogously, the ISaGRAF server is modeled as in
Fig. 7.2. In this case the admin operation can be per-
formed by a player only if he/she is already logged on
l mPLC1 as administrator, while oper can be executed by
both users and administrators. Moreover, both oper and
admin can be accessed remotely.

The OPC server does not have any associated account
and its description is shown in Fig. 7.3. The admin and
oper operations can be accessed remotely only, and admin
can be executed by a player only if he/she owns the OPC
server administrator credentials, while oper is allowed to
players with either user or administrator credentials.

The Soft-PLC in cabinet C2 is modeled in the same way
as PLC1, so that the ISaGRAF and OPC server descrip-
tions are exactly the same as for PLC1. In this case, how-
ever, login can be executed only remotely, since l mPLC2

is not equipped with a console.
According to the model, all slave objects share the

same description. The server allowing the setup of slave
S L ´ MBkn, is modeled as in Fig. 8.1. In detail, the
single available operation (admin) is remotely accessible
through the logical port number 8080, provided that a
player knows the default password, cde f . The process en-
abling the slave standard operation, on the other hand, is
described as in Fig. 8.2. The oper action is also remotely
accessible through the logical port number 532 and does
not require any specific credential.

All switches are described in the same way; the set of
associated object resources is an empty set, while the fil-
tering rules specify that every switch just works as a hub.

Finally, all login operations for hosts at the process
level require physical access to the relevant host and al-
ways cause the player to gain local access on the host it-
self. Moreover, credential cuIGc is needed to access l mIGc,
cuOPCc for l mOPCc, cuMBC for l mMBC , while no credential is
necessary for performing login on l mPC .

5.2 Players initial state

To keep our example as simple as possible, we assume
that exactly one player is defined for each role specified
in the RBAC policies declaration. Moreover, we assume
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xl mPLC1 ,

$
’’’’&

’’’’%

C

login,

$
’’’’&

’’’’%

xphy acc cuS Pa l mPLC1:uS Pa y,
xphy acc cuS Pu l mPLC1:uS Pu y,
xloc acc l mPLC1:S Pu cuS Pa l mPLC1:uS Pa y,
xloc acc l mPLC1:uS Pa l mPLC1:uS Pu y,
xrem acc xlp S S HPLC1 , 22, IPPLC1 ,TCPy cuS Pu l mPLC1:uS Pu y

,
////.

////-

G
,
////.

////-

,

"
puS Pu , S Puq,
puS Pa , S Paq

*
y (1)

xIGsPLC1 ,

$
’’’’’’’’&

’’’’’’’’%

B
admin,

"
xloc acc l mPLC1:S Pu cuIGa IGsPLC1:uIGa y,
xrem acc xlp IGsPLC1 , IGs pn, IPPLC1 ,TCPy cuIGa IGsPLC1:uIGa y

*F
,

C

oper,

$
’’&

’’%

xloc acc l mPLC1:S Pu cuIGu IGsPLC1:uIGu y,
xloc acc l mPLC1:S Pu cuIGa IGsPLC1:uIGa y,
xrem acc xlp IGsPLC1 , IGs pn, IPPLC1 ,TCPy cuIGu IGsPLC1:uIGu y,
xrem acc xlp IGsPLC1 , IGs pn, IPPLC1 ,TCPy cuIGa IGsPLC1:uIGa y

,
//.

//-

G

,
////////.

////////-

,

"
puIGu , IGuq,
puIGa , IGaq

*
y (2)

xOPCsPLC1 ,

$
’’’’’’’’&

’’’’’’’’%

B
admin,

"
xloc acc l mPLC1:S Pu cuOPCa OPCsPLC1:uOPCa y,
xrem acc xlp OPCsPLC1 ,OPCs pn, IPPLC1 ,TCPy cuOPCa y

*F
,

C

oper,

$
’’&

’’%

xloc acc l mPLC1:S Pu cuOPCu y,
xloc acc l mPLC1:S Pu cuOPCa y,
xrem acc xlp OPCsPLC1 ,OPCs pn, IPPLC1 ,TCPy cuOPCu y,
xrem acc xlp OPCsPLC1 ,OPCs pn, IPPLC1 ,TCPy cuOPCa y

,
//.

//-

G

,
////////.

////////-

,Hy (3)

Figure 7:
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definition for PLC1

that all players are in RO (i.e. in the external area) at the
beginning, and the sets of their local accesses are initially
empty:

T p̌ “ pH,RO,Cp̌q

The set of credentials Cp̌ assigned to players in the actual
implementation of the access control policies is summa-
rized in Tab. 5. All players have credentials to cross dOP as
well as dPF , and know the default password to access the
HTTP server on the ModBus/TCP slaves, whereas only
subsets of them owns credentials to open, for example,
cabinets C1 and C2 or administrator credentials for PLC1
and PLC2.

p̌ credentials

c d
O

P
,c

d P
F
,c

de
f

c d
C

1
,c

d C
2

c u
S

P u

c u
S

P a
,c

u I
G

a

c u
IG

u

c u
O

PC
u

c u
O

PC
a

c u
IG

c

c u
O

PC
c

c u
M

BC

c u
S

LM
B a

PPLANTa ‚ ‚ ‚ ‚ ‚ ‚ ‚ ‚

PPROCa ‚ ‚ ‚ ‚ ‚ ‚

PNETa ‚ ‚ ‚ ‚ ‚ ‚

POPCsa ‚ ‚ ‚

PPLCa ‚ ‚ ‚ ‚

PS LMBu ‚ ‚

PS LMBa ‚ ‚ ‚ ‚

PPLCu ‚ ‚ ‚ ‚ ‚

POPCsu ‚ ‚ ‚

PGuest ‚

Table 5: Players credentials

6. Verification

Tab. 6 describes the S and I sets for the plant of Fig. 3.
The two leftmost columns show all the meaningful pairs
(op, ob), one for each row. Black symbols are used to indi-
cate tuples pû, ⇡̂, �̂q P S, whereas white symbols are used

for tuples pp̌, ⇡̌, �̌q P I. The upper half of the table de-
scribes elements of I that do not have any counterpart in
S. In practice, tuples in this part take into account system
operations and objects that are not involved in the specifi-
cation of the RBAC policies, since they only concern the
access control policies implementation in the real system.
The lower half of the table mainly includes (op, ob) pairs
that can be found in both S and I. Here we expect the rel-
evant portions of S and I to be exactly the same. Flaws
in the implementation would reflect in cells with either a
single ‚ or a single ˝, meaning, respectively, that the con-
figuration prevents a player from performing an allowed
operation or that the operation is allowed by the system
but forbidden by the specified policies.

From Tab. 6 we observe that the overall situation is not
completely satisfactory in the system, since the lower half
of the table also includes some cells containing only one
symbol. These discrepancies are highlighted with special
symbols q, p, s, ~.

The p symbol means that the physical system allows
all players to execute the admin operation on the HTTP
server of the ModBus/TCP slaves, even if the RBAC poli-
cies explicitly authorize only players PNETa , PPLANTa and
PS LMBa to do so. Of course, this is a violation according
to the kind of verification of our interest. The anomaly
is clearly due to the fact that admin can be remotely in-
voked through a network connection by any player who
owns cde f (see Fig. 8.1). As a consequence, anybody who
can login on a host connected to the slaves (e.g. PS LMBu )
can also perform admin. In order to fix this problem we
can change the default password to cS LMB and assign it to
the designated players (PNETa , PPLANTa and PS LMBa ) only.
Similarly, the anomaly denoted by symbol s, shows how
players who can gain a local access to resources on hosts
MBC IGc or PC (e.g. POPCsu ) can execute oper on the
slaves. This is fixed by introducing a firewall between
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xHTT PsS Ĺ MBkn ,
!

xadmin,
!

xrem acc xlpHTT PsS Ĺ MBkn
, 8080, IPS Ĺ MBkn ,TCPy cde f y

)
y

)
,Hy (1)

xOPERsS Ĺ MBkn ,
!

xoper,
!

xrem acc xlpOPERsS Ĺ MBkn
, 532, IPS Ĺ MBkn ,TCPy

)
y

)
,Hy (2)

Figure 8:
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switches S W2 and S W3 to allow requests from the process
level to slaves only if the origin is the host MBC.

Cells marked with the ~ symbol show that players
PPLCu , PPLCa and PPROCa , can perform oper on the slaves,
since they can gain local access on PLC1 and PLC2. Actu-
ally, this is not a real issue since Soft PLC users and roles
inheriting from them are usually allowed to normally op-
erate on slaves. Rather, this suggests reconsidering the
related RBAC policies and adding the relevant tuples in S
(causing a ‚ to appear in all cells marked with ~).

Finally, cells marked q indicate that the real system
does not allow the corresponding players to login on
l mPLC2. This flaw directly derives from the l mPLC2 de-
scription, which specifies that only players owning the
cuS Pu

credentials can login there. Players owning the
administrator credentials can then “upgrade” their local
access. Unfortunately, PPLANTa , PPROCa and PNETa own
administrator credentials only and, as a consequence, are
unable to login. We fix this problem assigning them both
cuS Pu

and cuS Pa
credentials.

This brief comparison has put into evidence some pos-
sible discrepancies between specification and implemen-
tation parts of the model and o↵ered some insights on the
possible ways to fix the detected problems. It is worth
reminding that no anomaly analysis method has been dis-
cussed as this falls outside the scope of this paper.

7. Conclusions

The design and verification of access control policies
in IDCS demand for new techniques able to cope with a
number of characteristics, that are peculiar to most situa-
tions where a physical process is interfaced and controlled
through a distributed infrastructure. The di�culty or even
impossibility to modify the architecture of the special-
purpose hardware and software frequently adopted in in-
dustrial systems, their real-time requirements and their
long lifespan (i.e. decades) with respect to that of many
IT technologies (i.e., few years), in fact, make the exist-
ing appealing solutions, developed for other application
fields, hard to apply to industrial systems.

The goal of this work is exploiting the advantages of
the well known RBAC framework for high level policies
declaration as well as taking into account the low-level
security mechanisms, typical of industrial systems (that,
although very poor, are often the only elements that can
be used to implement the policies) in order to verify the
correctness of policies implementation. To the best of our
knowledge, several other approaches appeared in the liter-
ature have dealt very extensively with the former aspect,

but no attempt has been carried out, till today, to include
also the description of the physical system in the model
as we have done in our proposal. This approach, in fact,
does not directly reduce the e↵orts needed for defining
and managing access policies but can help in the valida-
tion and verification process.

The model presented in this paper is based on the idea
of considering the two views of the system, specification
and implementation, as separated entities and to verify the
correctness of policies implementation by comparing the
results of the two descriptions. What we have presented in
this paper is an informal definition of the two parts of the
model as well as a real system modeling example in order
to prove that the model is suitable for policies declaration
as well as for the description of low-level implementation
details in industrial systems.

Clearly this is just the first necessary step of our work,
which is aimed at the development of an automated anal-
ysis tool able to help with policies declaration and to per-
form the verification analysis. Ongoing activities will
include the definition of analysis algorithms for verify-
ing whether the specification part of the model correctly
matches the implementation part and, finally, the design
and development of an automated analyzer prototype.
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admin HTT PsS Ĺ MB12 p ˝ ‚ p p ˝ ‚ p ˝ ‚ p p p
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