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Abstract: Field Programmable Gate Arrays (FPGAs) have witnessed an increase in space applications
in the last years, mainly due to their cost-effective high-performances and flexibility. However, the
susceptibility of these devices to radiation-induced effects when working in such an environment is
well known. When common mitigation techniques are not sufficient to ensure the correct completion
of a task, radiation-hardened FPGAs represent one of the most effective solutions. NanoXplore,
in this context, is the first European developer of rad-hard FPGAs, which embed intrinsic high
complexity in their architectures preventing the user from using or developing custom placement
and routing algorithms. In this paper, we overcame these issues by proposing the first tool tailored to
NanoXplore devices which allows the exploration of NanoXplore device architectures and routing of
points through a Python interface. We developed a model that reflects the one used by the vendor,
allowing the user to extract info about routes, nets and additional logic, otherwise unavailable. The
tool also performs routing of points in the programmable logic, computing the optimal path. An
implementation of the router on Graphic Processing Unit (GPU) is proposed to exploit the highly
parallelizable nature of the problem. Finally, routing timing analyses on different benchmarks have
been performed, improving the routing routine time.

Keywords: NanoXplore; radiation-hardened; FPGA; CAD; routing; GPU

1. Introduction

The advent of the so-called New Space era brought a renewal of interest concerning
deep space exploration. In this context, technologies have tried to keep pace to allow
high computational power while limiting costs. Moreover, the increasing mission lifetimes
require low-power consumption devices that can guarantee reliable computations. Among
the several alternatives in the market, SRAM-based Field Programmable Gate Arrays
(FPGAs) have captivated a good slice of the market thanks to their excellent performances
over cost ratio. These devices exploit a matrix of reconfigurable logic resources that can be
(re)programmed to execute virtually any digital circuit task at any moment. While FPGAs’
performances are still not the same as Application Specific Integrated Circuits (ASICs),
the versatility, low costs and time-to-market of these chips made several space industries
choose them for on-board computers, communication and data acquisition in space [1–5].

However, deep space often represents a harsh environment, especially for Silicon-
based technologies, where interactions with high-energy particles such as protons, neutrons
and heavy ions can cause malfunctions in the circuitry. In particular, SRAM-based FPGAs
are very susceptible to the corruption of the volatile memory where the data about the
implemented design are stored and, thus, the correctness of its computational tasks [6].
Several techniques and approaches are available to mitigate these faults (e.g., Triple Mod-
ular Redundancy, Error Scrubbing, Module Isolation), allowing SRAM-based FPGAs to
be safely adopted in these kinds of missions [6–8]. Anyway, when full coverage of these
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errors is needed or in the case of extremely hard-working conditions, the said approaches
may not be sufficient to guarantee flawless execution.

1.1. Motivations

Radiation-hardened FPGA chips are proposed as the main solution to this problem
since they exploit the hardening of the architecture that lies behind the implemented design
(e.g., intrinsic redundancy of resources, increased robustness of the memory cells, increased
number of transistors in a logic cell) to ensure mitigation of radiation faults, in exchange for
a slight increase in costs. Due to this, the majority of rad-hard FPGA vendors can claim the
almost complete tolerance of their devices to radiation-induced effects [9]. In the context
of rad-hard FPGA vendors and developers, NanoXplore has quickly gained popularity
in the European market as the first European company to fully develop rad-hard chips,
including the software toolchain. France-based fab-less company, NanoXplore counts
several rad-hard FPGA technologies, both embedded and not, ranging from 65 nm up to
28 nm SRAM cells. Their NG-MEDIUM chip (65 nm CMOS) has also reached the ESCC QPL
certification for space application issued by the European Space Agency (ESA), becoming
the first space-qualified European FPGA [10].

Due to their rad-hard nature, NanoXplore FPGA architectures are complex and the
routing of the available reconfigurable resources must obey several constraints. With
the term routing, we refer to that phase of the FPGA design flow that usually follows
the Synthesis and Placement, where the logic functions, associated with specific physical
resources within the programmable logic, are connected in order to execute whatever
Boolean function the circuit needs. While additional details and features on placement
and routing are often available in commercial CAD tools, they are not yet supported for
NanoXplore. For instance, at the time being, the possibility to force a fine-grained placement
of the resources is not available as a feature within the Impulse tool as it would also require
to drive far more complex interconnection routes manually (if available), often far from
the designer knowledge or interest, that can fail the whole implementation if not realized
correctly. For these reasons, the development of custom routing algorithms and third-party
research for these architectures is tough and limited to the very little information available.

1.2. Main Contribution

To overcome these issues, in this paper, we propose NXRouting, the first in-house
developed tool for the analysis of NanoXplore devices. It allows the user to fully explore
the programmable logic and the routing of NanoXplore FPGAs using a simple Python
interface. We developed a routing model in order to reflect the proprietary one in detail,
showing internal routes and auxiliary logic, otherwise unavailable. These models were
built using data extracted through NanoXplore’s proprietary APIs, which we accessed
through a collaboration with the vendor. Exploiting these data, the tool can route points
in the programmable logic, computing and returning the optimal path if available and
existing. A General-Purpose Graphic Processing Unit (GPGPU)-based implementation of
the router is presented and timing analyses have been performed on several benchmarks.

The paper is structured as follows: Section 2 briefly overviews the related works, and
Section 3 focuses on the model we developed to mimic the one of NanoXplore. Section 4
presents the tool, the configurations available, and the methodology we followed during
its development. Section 5 presents the GPU implementation of the router and Section 6
shows the results of the experimental analysis we performed on the tool. Finally, Section 7
draws conclusions and discussion on the future extension of this work.

2. Related Works

The development of custom CAD tools has always been a flourishing field of study,
aimed to add features or optimize tasks from the vendors’ tools. In the case of Commercial-
Off-The-Shelf (COTS) FPGAs (i.e., not radiation-hardened ones) and, in particular for
the space application domain, several works have mainly focused on the computation of
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routing paths or placement strategies for error mitigation. The authors in [11] propose
a custom library in Python for the analysis of the bitstream, performing targeted fault
injections on hardware for AMD Xilinx devices. Concerning the work in [12], the developed
tool written in C language extracts data about the design reliability based on the place
and route model of AMD Xilinx devices, proposing a hardened solution. The authors
in [13] present a tool for the exploration of the routing architecture of AMD Xilinx Series
7 devices. Other works in literature are focused on bitstream manipulation, facilitating
and automating partial reconfiguration of the device to scrub errors out [14,15]. Tools
such as [16–19] have made attempts to reverse engineering bitstream, obtaining only
partial results and targeting FPGA families that are three generations or more out of
date compared to the current ones. However, the total absence of information about the
NanoXplore proprietary bitstream format in the literature and official documentation made
such an approach unexploitable. Moreover, these works are based on the Xilinx Design
Language (XDL), which is no longer supported for newer devices, or complex interfaces
with the AMD Xilinx CAD tool (i.e., Vivado Design Suite) making them, of course, limited
to such architectures.

State-of-the-art approaches regarding FPGA routing include two phases: the mod-
elization of the architecture as a routing graph, either directed or undirected (i.e., logic
blocks are visualized as nodes while the available connections as edges), and the actual
routing performed employing algorithmic choices. Several algorithms are found in the
literature with the Maze, A* and Pathfinder being among the most prominent [20–22]. The
Maze algorithm ensures the shortest path between two points in a grid. However, it does
not consider how the path found might block subsequent nets. As a result, the algorithm’s
performance depends on the order of the nets. The A* algorithm improves efficiency by
including the Manhattan distance to reduce the number of explored nodes. Finally, the
Pathfinder balances path length and resource usage through an iterative process, where
routing cost is dynamically adjusted based on congestion levels. As described later in the
paper, the NanoXplore routing model differs from common ones and must obey several
additional constraints, drastically reducing the number of usable algorithms and forcing us
to implement less complex but still efficient ones.

A general trend in parallel routing algorithms is to enhance performance by imple-
menting both fine-grained and coarse-grained parallelism techniques. Usually, fine-grained
parallelism refers to parallel techniques for enhancing performance when building a single
net, while coarse-grained techniques refer to techniques that embrace globally the routing
process, trying to enhance performance when building multiple nets. Coarse-grained
techniques usually employ spatial and architectural information to route different nets
with the intent of minimizing the need for synchronizations. The authors in [23,24] use
coarse-grained techniques that assign to each available CPU core a different set of nets, to
be routed in parallel. This approach limits the parallelism to the number of CPU cores and
parallelism might be exploited further with GPU-based approaches, where it is possible
to massively parallelize the computation. The same limitation holds also to fine-grained
techniques on CPU, as the one presented in [25].

Finally, the total absence of third-party tools for NanoXplore highlights the lack of
data publicly available, limited to front-end info and features of the Impulse tool such as
timing analysis and resource utilization reports. Due to these reasons, no other tool in
the literature can perform placement and routing analysis of NanoXplore devices, making
NXRouting the first to achieve such results.

3. Proposed Model

The following section will be dedicated to the description of the model we developed
to overcome these limitations. The choices have been driven by details we extracted using
NanoXplore APIs. Particular focus will be given to the routing of the core logic such as
Look-Up Tables (LUTs) and Flip-Flops (FFs), since they represent the largest part of the
routing effort in FPGAs.
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3.1. Resources Hierarchy

The reconfigurable matrix is loosely based on the island-style FPGA model, where
arrays of logic blocks are interposed with routing channels. Input and Output Buffers
(IOBs), clock generators and, in the case of the newer devices (i.e., NG-ULTRA), interfaces
for the processor are located at the edges of the programmable logic. The logic resources
are spatially organized in a descendent tree manner, with the highest level being Plane
followed by Zone, Network, Device, and Plug, as shown in Figure 1a. The Plane represents
the whole programmable logic matrix and it is associated with the model of the FPGA chip
(namely, Variant). The Zone is the first subset of resources, either logic (e.g., Tile and CGB)
or for global routing purposes (e.g., Mesh), and interfaces (e.g., Fence, JTAG, IOB). The
Networks are further subsets within the Zone while Devices and Plugs represent a physical
resource and its pins. For instance, an input pin (e.g., Plug: I1) of a LUT (e.g., Device:
LUT315) in the NG-MEDIUM variant can be described in Figure 1b. Finally, the Plugs of
a Device can be mutually distinguished into Emitter (i.e., output pin) and Receiver (i.e.,
input pin). Moreover, it is useful to note that Zones names are unique (e.g., TILE [15 × 10]
univocally identifies the Tile located in the 10th row and 15th column of the reconfigurable
matrix), while Networks, Devices and Plugs names can be repeated among zones, although
they will be still unique within the same one (e.g., with respect to the example shown in
Figure 1b, a device named LUT315 appears in both zones TILE [15 × 10] and TILE [2 × 2]
among the others but, within a given one, it is unique). In this way, a list as:

[zone_a, netwk_b, dev_c, plug_d]
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reconfigurable matrix identified through the hierarchy system.

Univocally identifies one and only one element. Figure 2 shows an example of Net-
works and Devices distribution inside of a Tile zone. This structure is repeated for each Tile
in the programmable logic.
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3.2. Routing Model

Concerning the interconnection of the core logic, a clear distinction between routing
inside and outside a Tile must be made. These represent the two cases of internal and
general routing, cited in the NanoXplore documentation [26], and they will affect the timing
differently. In the following subsection, we will be presenting how the model has been
developed to cover these two scenarios.

When dealing with routing inside a Tile, we first need to identify and explain the
Functional Element (FE), a hardwired coupling of a LUT and an FF, physically close to each
other [26]. All common LUTs and FFs in the programmable logic are coupled in this way
so that the output of the LUT must be connected with the input of the FF. Concerning the
NG-MEDIUM architecture, Figure 3 presents a simplified view of the core logic inside a
Tile and the FE architecture. The output of the FE (i.e., the output of the FF) can be then
routed to further routing structures. This structural choice assumes then that the FF can
be used as a proper memory element (i.e., D-type FF) or as a simple routing element (i.e.,
Bypass FF). In the same way, also LUTs can serve their scope as logic resources or behave as
bypass elements, with an identity as a truth table. This scenario represents the vast majority
of FE routing in the programmable logic, although the output of some LUTs can be also
directly routed to CY blocks for high-speed chain computations or to other LUTs (only for
NG-ULTRA and NG-ULTRA 300) to fulfill timing constraints. The last scenario has been
neglected from the study for simplicity and will be further ignored.

Observations of timing analysis of intra-tile routing showed that the signal delay is
almost independent of the coordinate of the FE within the Tile, meaning that the delay
due to the routing of two consecutive blocks is the same as routing two opposite corners
in the Tile. The latter excludes the possibility of having one of the most common routing
scenarios where routing matrices are interposed between each logic block and directly
connect different resources [26]; instead, this suggests a routing entity that is common for
all the resources in the Tile. In order to ensure the routing reaches all of the four inputs
of the LUTs and does not create conflicts by excluding any of these pins as the target of a
route, four routing matrices have been added to each Tile, each of which is associated with
one input of the LUTs. Within each one of these, the routing matrix has been modeled by
two Devices, allowing the routing to be correctly shuffled in any desired way and to reach
each FE of the Tile without creating conflicting routes. Figure 4 presents the adopted model
(Figure 4b) while comparing it to a common routing model (i.e., the one adopted by most
AMD Xilinx architectures, Figure 4a).
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Figure 4. The figure explains the difference between the two routing models inside a Tile. (a) Routing
by means of switch matrices, where the delay is dependent on the physical distances among the
routed logic blocks; (b) Routing by means of shuffling matrix, where the delay only roughly depends
on how many times the route enters the matrix.

As designs become more complex and require more logic to be routed, a single Tile
may not contain enough resources to fulfill the scope. Therefore, NanoXplore refers to
general routing when dealing with Tile-to-Tile signals [26]. In order to manage the access
to these external routing channels from the Tile, two blocks have been modeled and added
to it. Moreover, observing the displacement of Tiles and the zones that manage the general
routing (namely, Meshes) in the configuration memory of NanoXplore devices, it is safe
to assume that a Tile can be reached both from a Mesh located at the bottom and the one
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located at the top. This assumption is also validated by the Impulse tool Graphic User
Interface (GUI), where the Tile shows two sets of access points as well as two exiting points,
both coupled in the upper and lower side of the Tile, as shown in Figure 5. When in the
Mesh, the signal can now be routed globally crossing other Meshes with a span of several
ones in the horizontal direction (depending on the Variant) and ±1 in the vertical one.
This solution allows the signal to reach any Mesh in the configurable plane starting from
any point.
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4. NXRouting Tool

In this section, the NXRouting tool will be presented. In particular, the following para-
graphs will explain how the model discussed before has been implemented and exploited
to allow the tool to emulate the NanoXplore routing architecture. The final subsection also
discusses the implemented routing feature among points in the configuration memory.

4.1. Database Management

According to the routing directives described before, a database of resources and
available connections has been built for each variant. Each row of the database gives
the coordinates of a source point and a target point in the naming convention described
in Section 3.1. Therefore, the database includes eight columns (i.e., two pairs of four
coordinates). These data have been extracted through C++ NanoXplore APIs and their size
is dependent on the variant and the amount of resources within (e.g., ranging from 76.8 MB
for NG-MEDIUM up to 1.32 GB for NG-ULTRA). To efficiently deal with the database
exploration, two different loading configurations have been realized for the user to choose
from. The first one, named Full Loading, performs the load of the entire contents of the
database into cache memory, allowing the best performances in terms of computational
speed. The drawbacks of this solution are an initial time overhead to load the full database
(in the order of tens of seconds for the NG-MEDIUM up to tens of minutes for NG-ULTRA)
and the limited size of cache memory available (some systems may have difficulties loading
GBs of data). The second solution we have adopted is to load data only when requested
(Request Loading); the system calls a load method that retrieves specific data from the
database at runtime. This approach does not require any time overhead at start-up but it
may involve several performance decreases during the routing exploration. Both solutions
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are available, and the user must decide which one to use at launch time depending on
the needs.

4.2. Data Organization and Structures

Once the database loading routine has been chosen, the system starts to fetch data
accordingly. A top structure is created and associated with the Plane, given the variant as
input argument. The Variant class couples the Plane with the respective database unless
the latter is manually overwritten by the user. The plane contains a Python dictionary that
has the first level of hierarchy as keys (i.e., Zones) and the objects themselves as values, as
well as other useful getter methods (e.g., getName(), getID(), getZone(name), and so on).
This approach is necessary in order to avoid any duplication of a class object referred to the
same element, so it will be unique as well as its attributes. This structure is repeated for
each level of the hierarchy, allowing an agile exploration of the whole programmable logic.
Each object also contains the reference to its parent, so that it is possible to retrieve it at
any moment. This interface fully integrates with the Python object-oriented programming
paradigm, for instance, exploiting iterators that allow the user to use cycles and indexing
on the returned objects. Figure 6 gives an example of the flexibility of the exploration from
the Python command line using NXRouting.
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4.3. Routing Points

Among the architectural exploration, as stated before, a routing feature has been
added to the tool in order to retrieve all the connection branches between two points in the
programmable logic. When integrating the detailed model explained in Section 3.2 to this
possibility, the tool allows the user to analyze a specific net; for instance, the observation of
a route may suggest that a high delay is due to too many global jumps among meshes and
so it might be solved by constraining the placement within closer tiles.

The problem of routing this specific architecture can be seen as a directed graph where
each node has one or more directed edges (i.e., the direction of the edge is defined as
apriori, and it does not allow the signal to travel arbitrarily) linked to other nodes. In our
solution, Plugs represent the nodes and the connections listed in the databases identify
the edges and their direction. However, each Plug cannot allow incoming and outgoing
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branches since it is classified either as an emitter or receiver. To overcome this issue, the
data structures defined in Section 4.2 may come in handy, returning the emitters associated
with a Device and its receivers. This approach extends the concept of the node to an object
that includes a Device, Emitters, and Receivers, although still allowing the user to route
specific Plugs. For the routing algorithm, the Breadth-First Search (BFS) has been chosen
due to its well-known structure and performance [27]. In particular, the BFS algorithm
allows to search for a target by exploring all the nodes at the present depth of the graph
before moving to the next depth level, in contrast to the Depth-First Search (DFS) that
analyses a single node branch in its full depth before expanding to the next one. The
implementation of the algorithm is described below in Algorithm 1. The implementation
loosely follows the standard BFS, although it contains substantial differences. Each emitter
will be searched through by popping it out from the queue list. A for loop iterates over
every possible receiver that can be reached from the analyzed node and each emitter of
the same device of that receiver will be added to the queue as well. The algorithm stops
searching when the target receiver has been found. However, the standard algorithm faces
some limitations. In particular, plain BFS is not able to manage graphs with loops as they
may arise infinite cycles of search for such branches. To overcome this problem, three flags
have been added to the Plugs: visited, queued, and routed. The visited one keeps track of
which plug has already been completely searched while the queued flag identifies a plug
already in the queue waiting to be searched. The routed flag, instead, has been added to
allow multiple consequent routings and to know which node has already been taken by a
net or is still vacant. At the end of the routing routine, the first two flags will be reset. The
results are saved in a Net object that contains each branch the algorithm followed to reach
the target (i.e., parent nodes in Algorithm 1). In Figure 7, a scheme presents the whole flow
of the NXRouting described so far.

Algorithm 1. Algorithm for BFS of NanoXplore Architectural Graph
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5. GPU Implementation

This section describes the implementation of the routing algorithm and the data
structures within the Cuda-C environment by NVIDIA. In particular, two levels of paral-
lelization have been exploited, namely fine and coarse-grained. The first one deals with
the concurrent search among the nodes in the queue regarding Algorithm 1 while routing
a single net. The coarse-grained, instead, manages the routing of more nets at once. The
following subsections will present the two in depth.

5.1. Fine-Grained Parallelization

Some new data structures have to be introduced to support parallelization on GPU.
These must be allocated in memory N times, where N is the number of nodes to explore in
parallel, differently from the ones introduced in Section 4.2. The data structures are:

• Local labeling array: it marks nodes when they are discovered for the first time and
keeps track of which nodes were already found in previous iterations.

• Previous and next buffers: a double buffer that at each iteration contains the indexes of
new nodes discovered at the previous iteration, and the indexes of nodes discovered
in the current iteration. At each new iteration, their role reverses.

• Backtracking array: when in the GPU kernel new reachable nodes are discovered, the
history of previous nodes has to be saved. The backtracking array saves, for each
discovered node, which node discovered it. When the sink is eventually found, the
shortest path from source to target can be reconstructed, thanks to the information
stored here (i.e., parent nodes in Algorithm 1).

Before starting the next iteration, the BFS swaps the pointers of the two buffers, next
and previous, and clears the content of the next buffer preparing it for the next iteration.
The clear is implemented without coping or removing data, but with an index telling the
length of the valid content is zero. Avoiding any copy between the buffers and avoiding
any deletion allows the algorithm to reach better performances according to the ping-pong
buffering technique. When starting the second iteration, thanks to pointer swapping, the
previous buffer will contain the set of nodes just discovered for the first time in the previous
iteration, and the GPU kernel will launch as many threads as the number of new nodes
previously discovered.

If a valid path is found, the iterations stop and the shortest path is reconstructed by
checking the backtracking array traversing it backward and target to source. Local data
structures can be either reinitialized for other nets or deallocated.
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5.2. Coarse-Grained Parallelization

The last section explained the steps to build a GPU-based BFS algorithm to find a route
from source to sink. It is possible to maximize the percentage of GPU usage even further
by modifying the previous algorithm to support the computation of BFS of multiple nets
concurrently.

When routing multiple nets in parallel, one of the main issues is that when one of
the nets finds its shortest path, it needs to remove those resources from the available pool.
After marking those resources as no longer available, the other nets that are computing
their own route at the same time need to prune all the new nodes that were discovered
after traversing one of the nodes just removed from the pool, because they would walk a
path no longer available. This check would cause a significant performance loss, that could
scale even worse by increasing the number of routes in parallel. The worst case would be
represented by spending more time checking if nodes were invalidated than searching the
routes themselves. To avoid this computation, it is possible to leverage information about
the FPGA architecture, described in Section 3.1. The coarse-grained technique consists of
dividing the list of nets into N+1 different sets, with N being the number of Tiles. One
set contains nets that have source and sink in different Zones. The other N sets contain
nets with source and target within the same Tile. Each set will route its nets sequentially,
resulting in N+1 sequential flows of routing. However, N of these sets route nets that use
different routing resources, allowing us to route them in parallel without checking if the
resources taken can alter the other BFSs. Thus, when one of the N-1 sets removes from the
pool some available resources, the resources removed will only be resources that might
have been used inside that set. The Ni+1 set contains every other net, (i.e., nets with source
and sink not belonging to the same Tile) or with one or both of them being inside a Zone
that is not a Tile. This set cannot be routed concurrently with the others because it may
remove available resources that are in common with the other sets. Because of this, it can
either be the first to be computed, before the other N sets, or the last one, after the other N
sets finished their routing.

6. Experimental Results

This section presents the analyses and the results we collected in order to quantify
the performances of our tool. First, profiling the two database loading configurations has
provided an efficient way to discriminate the choice according to the feature the user wants
to utilize. The time the system has taken to fetch each level of hierarchy has been presented
in Table 1 for two variants (NG-MEDIUM and NG-ULTRA, respectively).

Table 1. Response Time of Start-Up and Getter Methods for the Loading Configurations.

Config. Start-Up [µs] getZone [µs] getNetwork [µs] getDevice [µs] getEmit. [µs]

NG-MED NG-ULT NG-MED NG-ULT NG-MED NG-ULT NG-MED NG-ULT NG-MED NG-ULT

Full Load. 19 × 106 452 × 106 4.768 5.323 4.034 4.873 4.733 5.543 4.768 5.323
Req. Load. - - 189.452 378.574 245.829 201.551 387.002 568.719 639.402 739.321

As stated in Section 4.1, the Full Loading configuration mainly affects the start-up
timing as all the data are loaded in memory. In particular, the NG-ULTRA analysis takes
up to 8 min to complete the loading. However, this overhead is required only at the
start of the tool and it does not affect any subsequent computation. The Request Loading
configuration does not need any start-up overhead although getters take significantly more
time compared to the Full Loading. A slight increase in the time as the hierarchy level goes
from Zone to Plug has also been registered in this configuration. This is due to the more
complex queries and filters that the system demands from the database as the hierarchy
level of the objects decreases.

Moreover, an analysis of the timing required for NXRouting to fully route several
benchmarks using the routePoints method on NG-MEDIUM architecture has been per-
formed. Four benchmarks have been selected from the ITC’99 benchmark suite [28], in
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particular B03, B06, B09, and B12. These designs have been chosen for their well-known ar-
chitecture, and behavior and for covering a wide section of the routing complexity spectrum.
Table 2 shows the number of nets to be routed for each benchmark.

Table 2. Number of Nets to be routed for each Benchmark.

Benchmark Number of Nets [#]

B03 253
B06 68
B09 284
B12 1688

Results about the routing time have been collected from three different routing con-
figurations exploiting parallelization at various levels. The first configuration, sequential,
implements no parallel computation performing routing of signals in series. The second
and third configurations exploit fine and coarse-grained parallelization described in the
previous sections. Unfortunately, no other third-party router is available in the literature
for comparison at the time being. Table 3 presents the obtained results. The tool has been
implemented on a GPU NVIDIA Jetson Nano.

Table 3. Performance Comparison among Routers Configurations on NG-MEDIUM.

Benchmark
Routing Time [s]

B03 B06 B09 B12

Sequential Router 143.17 62.73 300.05 433.14
Fine-Grained Router 0.81 0.47 0.89 4.62

Fine-Coarse-Grained Router 0.60 0.47 0.58 2.64

The results show a decrease in routing time using the Fine-Coarse-Grained configura-
tion with respect to the other ones. However, the timing still seems to scale on the number
of nets to route. This is mainly due to the unfeasibility of issuing a number of kernels equal
to the amount of nets (i.e., achieving an embarrassingly parallelization of the problem).

7. Conclusions

Among the rad-hard FPGA vendors, NanoXplore is the first European developer
of SRAM-based radiation-tolerant devices. Its market is continuously growing and the
users started to feel the necessity to develop their own placement and routing algorithms
to fulfill custom needs. However, NanoXplore models are very different from the most
common ones due to several architectural constraints that the devices present. For this
reason, common placement and routing approaches cannot be applied. Moreover, the lack
of info about the routing structure negatively affects any third-party research effort.

In this paper, we presented NXRouting, the first Python-based tool that allows the
user to easily explore the NanoXplore architecture, its hidden modules and resources
exploiting data coming from the C++ vendor APIs. Therefore, the designer will be able
to analyze and extract the architectural details in order to validate custom placement
algorithms. Two different start-up configurations are available to choose from in order
to focus on performances or timing, and a profiling analysis has been performed in the
paper. Moreover, the tool presents a routing feature to drive nets from and to any points
in the reconfigurable plane according to the Breadth-First Search algorithm. This allows
the extraction of the branches and resources involved and to validate the routability and
feasibility of custom algorithms and implementations, emulating the routing model from
NanoXplore in detail. A GPU implementation of the tool and the algorithm is proposed in
the paper and routing timings have been extracted for several benchmarks.
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