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Full Length Article 
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A B S T R A C T   

Areal bone mineral density (aBMD) currently represents the clinical gold standard for hip fracture risk assess
ment. Nevertheless, it is characterised by a limited prediction accuracy, as about half of the people experiencing 
a fracture are not classified as at being at risk by aBMD. In the context of a progressively ageing population, the 
identification of accurate predictive tools would be pivotal to implement preventive actions. In this study, DXA- 
based statistical models of the proximal femur shape, intensity (i.e., density) and their combination were 
developed and employed to predict hip fracture on a retrospective cohort of post-menopausal women. Proximal 
femur shape and pixel-by-pixel aBMD values were extracted from DXA images and partial least square (PLS) 
algorithm adopted to extract corresponding modes and components. Subsequently, logistic regression models 
were built employing the first three shape, intensity and shape-intensity PLS components, and their ability to 
predict hip fracture tested according to a 10-fold cross-validation procedure. The area under the ROC curves 
(AUC) for the shape, intensity, and shape-intensity-based predictive models were 0.59 (95%CI 0.47–0.69), 0.80 
(95%CI 0.70–0.90) and 0.83 (95%CI 0.73–0.90), with the first being significantly lower than the latter two. 
aBMD yielded an AUC of 0.72 (95%CI 0.59–0.82), found to be significantly lower than the shape-intensity-based 
predictive model. In conclusion, a methodology to assess hip fracture risk uniquely based on the clinically 
available imaging technique, DXA, is proposed. Our study results show that hip fracture risk prediction could be 
enhanced by taking advantage of the full set of information DXA contains.   

1. Introduction 

Hip fractures represent the most compelling burden of osteoporosis 
on health care systems and expenditure [1]. The exponential increase of 
hip fractures with ageing is associated with a decrease in bone mass and 
deterioration of bone microstructure due to osteoporosis, along with 
additional non-skeletal factors such as an increased propensity to fall. 
Currently, areal bone mineral density (aBMD), measured using dual 
energy X-ray absorptiometry (DXA) represents the clinical gold standard 
for assessing hip fracture risk. By comparing the aBMD value of a subject 
to the aBMD of a reference young and healthy population in terms of 
standard deviations, the T-score is obtained, which is employed to 
classify the subjects as healthy, osteopenic, osteoporotic [2]. 

Nevertheless, there has been growing evidence concerning the limita
tions of T-score and other clinical indicators such as FRAX or Garvan in 
accurately predicting hip fracture risk [3,4]. Early diagnosis of increased 
hip fracture risk and consequent prophylactic treatment are the real 
prevention tools with which to limit bone deterioration and the conse
quential loss in functionality for patients experiencing fractures [5]. 

During the last few decades, several research groups have worked on 
the identification of alternative approaches to enhancing hip fracture 
risk prediction. Bio-mechanistic three-dimensional models, based on 
quantitative computed tomography (QCT) images, have been developed 
and demonstrated good accuracy for hip fracture prediction [6–13]. In 
spite of this, the latest positions statement issued by the International 
Society of Clinical Densitometry (ISCD) in 2019 stated that QCT-based 
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finite element (FE) models are to be considered comparable to aBMD in 
their ability to predict hip fractures [14]. Generally, the clinical adop
tion of these FE-based approaches has been slow. This may be due, 
primarily, to the lack of available large clinical validation studies 
reporting a statistically significant improvement in their ability to pre
dict hip fracture over aBMD alone. In addition to this, the higher radi
ation exposure and cost of QCT compared to DXA scans, the time- 
consuming nature of model generation, and the lack of consensus on 
the approval and use of such technologies [15] may have hindered their 
clinical implementation [16]. 

More recently, the use of statistical models, based on femur shape 
and densitometric features, has emerged as a promising alternative 
approach with which to obtain information regarding fracture risk. 
Statistical models of femoral shape and intensity (i.e. density), based on 
Principal Component Analysis (PCA), were shown to improve the ability 
of aBMD to differentiate between fracture and non-fracture cases 
[17–19]. Aldieri et al. recently proposed a Partial Least Square (PLS)- 
based approach using QCT scans which achieved extremely good ac
curacy for hip fracture within a retrospective clinical cohort [20]. Being 
based on the maximisation of the covariance between shape or density 
and the risk of fracture, PLS was proved superior to PCA in separating 
fracture from non-fracture cases, as the most variable shape or intensity 
features might not be those most correlated with the risk of fracture 
[21]. 

Our hypothesis is that QCT-based models intrinsically show superior 
accuracy over aBMD when predicting fracture risk in patients with and 
without hip fractures, due to the increased quantity and quality of in
formation they contain. However, QCT scans are not routinely per
formed during the diagnosis of osteoporosis and DXA remains the 
current clinical gold standard for the assessment of fracture risk. 

Therefore, the aims of this study were to (i) develop statistical shape- 
intensity models based on DXA images and (ii) assess their accuracy for 
hip fracture prediction within a retrospective cohort. QCT images were 
also available for the same cohort and those had been previously used to 
build analogous QCT-based statistical models [20]. The hip fracture 
prediction accuracy of the newly developed DXA-based statistical 
models were here also compared with those based on the QCT scans 
acquired on the same cohort. 

2. Materials and methods 

The statistical model construction was based on a retrospective 
cohort of Caucasian women who were at least 5 years postmenopausal. 
The cohort comprised 50 subjetcs (cases) (55–89 years old) who had 
sustained a proximal femur fracture, and 50 case-matched (age, height 
and weight) controls who had not sustained a proximal femur fracture. 
Further information regarding the study cohort and design have been 
reported previously [22]. In order that the same case-control matched 
pairs used to build the QCT-based models presented in Aldieri et al. 
(2022) [20] were included when building the DXA-based statistical 
models, the DXA scans from a total of 88 participants (with hip fracture: 
n = 43, without hip fracture: n = 45) were used. The participant char
acteristics are reported in Table 1. 

In the following, the construction of the DXA-based two-dimensional 
statistical models will be detailed. As far as the construction of the CT- 
based models is concerned, which followed the same workflow here 
explained, we refer the reader to [20]. 

2.1. Processing of 2D femur shapes 

Raw DXA images were imported and segmented in Matlab (R2023a, 
Mathowrks, Natick, Massachusetts, USA), where the 2D scan profiles 
were extracted as labelmaps at first, and later converted to polylines. 
These scan profiles were realigned so that (i) the centre of the most distal 
edge of the scan profile was set to be the origin and (ii) all the shaft axes 
were coincident. Eventually, the iterative closest point algorithm was 
employed to further improve the realignment. The realigned profiles 
(Fig. 1s in the Electronic Supplementary Material) were inputted into 
Deformetrica software [20,21,23]. Deformetrica outputted the mean 
anatomical shape and the moment vectors βi, which are representative 
of the patient-specific shape features. More in detail, the moment vectors 
βi, centred on a common grid of control points, define the deformations 
that the template should undergo in order to match each ith participant- 
specific femur shape (Fig. 1). The generic ith (i = 1…N, where N is the 
number of participants) subject-specific moment vectors can be 
expressed as follows: 

βi = βi
x 1, β

i
y 1,…, βi

x q, β
i
y q (1)  

where i refers to the participant and q to the total number of moment 
vectors, defined in two dimensions (x,y). The (N x 2q) shape matrix Xβ 

(Fig. 1) was built by storing each βi in the ith row of the matrix. Further 
technical details about Deformetrica framework are contained in the 
Electronic Supplementary Material. 

2.2. Statistical models 

As two-dimensional shape and densitometric information was 
available from the DXA images, shape (SSM), intensity (SIM) and shape- 
intensity models (SSIM) were built. The statistical models were devel
oped using a Partial Least Square (PLS)-based approach as described in 
[24]. This enabled the directions (also called modes) of maximal 
covariance between the shape, intensity or their combination and the 
known fracture status of the subjects to be determined [25], in accor
dance to Eq. (2): 

xi = x+
∑m

j=1
ti
jpj (2) 

PLS identifies the modes, pj, which define the bases of the new 
reference system where covariance is maximised. Hence, the original 
subject-specific generic features xi can be represented in the new refer
ence system defined by the modes as the components ti

j , i.e., the pro
jections of the original features onto each jth mode. 

The SSM was built by applying PLS to the N x 2q shape matrix Xβ and 
to the fracture status array (Fig. 1, upper row). Similarly, the SIM was 
developed starting from the pixel-by-pixel aBMD map, described as 
follows. The template (i.e. the average shape obtained from Deformetr
ica) was meshed with triangular elements (0.5 mm edge length) using 
Hypermesh (2019, Altair Engineering Inc., Troy, USA). Subsequently, 
the template mesh was morphed using the previously obtained subject- 
specific moment vectors onto each subject’s femur shape. In this way, 
isotopological meshes were obtained which enabled consistent sampling 
of the local aBMD from the participants’ DXA images. Each mesh node 
was assigned with the aBMD value of the pixel it belonged, so that a N x n 
(with n the number of nodes) intensity matrix G was built gathering the 
participant-specific intensity vectors (i.e. the whole sets of the nodal 
density values, Fig. 1, lower row). The SIM was obtained by applying 
PLS onto the intensity matrix G and the fracture status array. The 

Table 1 
Age, mass, height and neck aBMD, reported in terms of mean and standard 
deviation (SD), for the analysed cohort. Data for participants with (cases) and 
without hip fracture (controls) are shown separated.   

With hip fracture (cases) 
(n = 43) 

Without hip fracture (controls) 
(n = 45) 

Mean SD Mean SD 

Age 76 9 79 9 
Mass (kg) 63.14 14.70 64.00 12.21 

Height (m) 1.59 0.07 1.58 0.05 
aBMD (g/cm2) 0.59 0.12 0.63 0.10  

A. Aldieri et al.                                                                                                                                                                                                                                  
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presence of outliers affecting the PLS-based methodology was assessed 
during the SSM and SIM construction by calculating the Cook’s distance 
within a leave-one-out approach, as suggested in [26]. With the purpose 
of combining the independent SSM and SIM, a SSIM, intended to account 
for the combined shape and density distributions, was built [27]. Its 
construction relied on the shape and intensity PLS components, which 
were concatenated into a unique matrix to be used as a new PLS input. 
Further technical details about the statistical models construction can be 
found in [20,21]. 

2.3. Prediction of fracture risk 

A logistic regression analysis was carried out between the PLS 
components, taken as independent predictors, and the fracture status, 
taken as the binary dependent variable. More specifically, the first three 
PLS components of the SSM, SIM and SSIM were considered here as 
independent predictors, leading to three distinct predictive models. The 
receiver operating characteristic (ROC) analyses of these logistic 
regression models were compared to that of the aBMD. The stratification 
accuracy of the developed statistical models was compared to that of the 
aBMD following a 10-fold cross-validation procedure [20], as the 
number of participants was too small to define separate training and test 
sets. PLS was performed and the logistic regression models were trained 
and tested 10 different times, predicting the fracture risk for the par
ticipants included in the test group. Each group consisted, as far as 
possible, of the same number of participants (i) with fracture and (ii) 
without fracture, to ensure an adequate balance within the training set. 
Area under the curve (AUC) was computed as a metric to determine the 

stratification performances of the different logistic regression models. 
The existence of statistically significant differences between the ob
tained AUC was also assessed, using DeLong test [28]. 

3. Results 

A total of 7 shape modes were required to explain at least 90 % of the 
variance found in the shape, while all the shape modes taken together 
could only explain 33 % of the variability in the fracture risk. Fig. 2 
shows the first 4 modes, which explained 76 % of the shape variability in 
the population. Interestingly, significant correlations (p < 0.05) could 
be found between the DXA- and CT-based modes, for the II and III DXA- 
based shape modes in particular. Further details about the identified 
correlations are provided in the Electronic Supplementary Material. 

If the intensity modes are considered, 40 modes were required to 
describe 90 % of the intensity variability, while 7 modes could gather 90 
% of the variability in the fracture risk. Fig. 3 shows the first 4 intensity 
modes, able alone to explain 77 % of the hip fracture risk variability. In 
this case, a significant correlation (p < 0.001) could be identified be
tween the first mode and the first CT-based mode, as both describe a 
general increase/decrease in density across the femur as a whole 
(further details in the Electronic Supplementary Material). 

As far as the SSIM is concerned, 32 modes were required to explain at 
least 90 % of the shape-intensity variability, while the first 4 modes, 
reported in Fig. 4, captured the same amount of variability in the frac
ture risk. Consistently with the previously obtained results, in this case 
significant correlation with the CT-based modes (p < 0.001) could be 
identified for the first three modes, as better detailed in the Electronic 

Fig. 1. Schematic representation of the workflow adopted to predict the hip fracture risk based on the statistical models built. The shape matrix Xβ was built starting 
from the moment vectors output by Deformetrica. In the top left corner, the template is visible shown in black, with the moment vectors (light blue) guiding its 
transformation to the subject-specific shape, shown in green. The shape matrix Xβ was then given as input to the PLS algorithm together with the known fracture 
status of the subjects, for the SSM construction. The moment vectors were also employed to morph the meshed template onto each DXA, so that the density matrix G 
was built and used with the fracture status array to build the SIM. In the lower part of the figure, a subject-specific DXA scan without and with the morphed meshed 
template (in blue) superimposed is presented. Eventually, the SSIM was obtained by combining the PLS components related to the SSM and the SIM. The reported 
equation refers to the generic variable v of the ith subject, highlights the components (tv,i

j , in red) and the modes (pv
j , in green). The SSM, SIM and SSIM components 

(tv,i
j ) were used to train logistic regression models for the prediction of the fracture risk. (For interpretation of the references to colour in this figure legend, the reader 

is referred to the web version of this article.) 
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Supplementary Material. 
Fig. 5 displays the PLS components obtained for the SSM, SIM and 

SSIM respectively, depicted in different colours to differentiate the 
fractured from the non-fractured patients. As seen, when the aBMD in
formation are included in the models, the separation between the two 
groups improves considerably. 

Eventually, Fig. 6 presents the comparison of the different ROC 
curves obtained from the 10-fold cross validation: significant differences 
(p < 0.05) between the SSM AUC and the SIM and SSIM AUCs emerged, 
but the SIM and SSIM AUC did not result to be significantly different. In 
addition, the SSIM AUC turned out to be significantly higher than the T- 
score related AUC. 

4. Discussion 

The aim of this study was to assess whether the current prediction of 
the hip fracture risk based on the aBMD-derived T-score could be 
improved by considering the local aBMD information contained in a 

DXA image as a whole, i.e. by considering the proximal femur geometry 
and the entire pixel-by-pixel aBMD set of values contained in a DXA 
scan. In order to do this, a SSM, a SIM and a SSIM based on PLS algo
rithm were built starting with the DXA images of 88 participants with 
known hip fracture status. Logistic regression models were developed 
using the shape, intensity, and shape-intensity PLS components to pre
dict the fracture risk. The outcomes of these models in terms of classi
fication accuracy were then compared to the aBMD based on a 10-fold 
cross validation procedure. 

Density was able to explain most of the variability in the hip fracture 
and in fact the AUC corresponding to the SIM was significantly higher 
compared to the SSM-related AUC, in agreement with [29,30]. How
ever, the SSIM, combining shape and density combined managed to 
slightly outperform the SIM, and statistically significant differences 
were identified between the SSIM and aBMD AUC values. Hence, the 
proximal femur shape and local density features contained in the DXA 
scans were shown to enhance hip fracture risk assessment. Overall, 
density was confirmed to play a key role in determining the risk of 
fracture: despite exhibiting very variable features across the population, 
as witnessed by the number of modes required to explain 90 % of the 
total variance, few modes were sufficient to explain >90 % of the 
variance in the fracture risk. Shape and densitometric properties, 
deterministically affecting osteoporosis-related hip fracture risk pre
diction, have been examined during this study. However, other factors, 
not considered here, may also play an important role. In fact, 
osteoporosis-related hip fractures represent complex events, mostly 
caused by falls, which cannot be treated deterministically. QCT-derived 
digital twins can take these aspects into account and have been suc
cessfully proven to improve fracture risk prediction [6,7,15,31,32]. 
Nevertheless, as these are based on QCT images, patient-specific models 
cannot currently be included in the standard clinical care. Grassi et al. 
have recently presented a work where the possibility to develop three- 
dimensional patient-specific models from DXA images was demon
strated and shown to outperform aBMD predictions [33]. Although 

Fig. 2. The first four PLS shape modes, displayed as ±2σ deformations of the template, shown in grey. σ refers to the specific mode standard deviation.  

Fig. 3. The first four PLS intensity modes, displayed as ±2σ variations along 
each mode. σ refers to the specific mode standard deviation. 

Fig. 4. The first four PLS shape-intensity modes, displayed as ±2σ variations along each mode. σ refers to the specific mode standard deviation.  
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working on a prospective cohort much larger than that presented here, 
they obtained AUC values for the aBMD comparable to those here re
ported. Instead, as expected, the AUC achieved by the three-dimensional 
FE model predictions turned out to be superior to those yielded here by 
the best PLS components-based logistic model. Three-dimensional FE 
models can in fact consider the fracture event as a whole and could thus 
take into account its complexity. Despite being integrated with addi
tional derived information to derive the three-dimensional models, also 
in [33] the only patient-specific original data was represented by DXA. 
Therefore, DXA appeared to contain per se valuable information beyond 
the average aBMD employed in clinical practice. From this perspective, 
the here presented study strictly focused on DXA information and tried 
to exploit it fully, achieving promising results. The fracture risk pre
diction, although less accurate than in [33], was implemented in a 
simpler way and with low computational cost. Although the training 
phase requires some time, especially due to the need of running sensi
tivity analyses on Deformetrica input parameters, once the PLS space and 
the logistic regression models are defined, the components of any new 
subjects could be identified by projection on the PLS space and finally 
the subject-specific fracture risk established by means of the logistic 
regression models within minutes. Contrary to [33], in this study a 

retrospective cohort was employed, where DXA was acquired after the 
fracture event and on the contralateral femur, which might seem to 
bring some limitations. However, because the fracture event occurred no 
earlier than 90 days prior to the DXA scan, considerable changes in 
shape and densitometric features were not expected to have occurred 
[22,34]. Similarly, since none of the patients suffered from pathologies 
such as bone tumours or dysplasia, neglectable differences between the 
two femur bones were expected. In this light, the use of a prospective 
cohort would not be judged to affect dramatically the achieved out
comes. On the whole, the possibility to exploit DXA fully, improving T- 
score predictions, confirmed there could be room for improvement in 
the clinical diagnostic path currently in place. On top of that, the 
identified correlation between the DXA- and CT-based modes corrobo
rated the hypothesis the pixel-by-pixel aBMD values available in DXA 
images are worth being considered. In summary, the here proposed 
methodology proved to be promising, particularly due to the possibility 
of being included in the current diagnostic pipeline without adding 
complexity to it. The ambition of this study was not to propose a fully 
implemented methodology, rather to preliminarily assess its potential. 

Larger prospective cohorts would be needed to identify PLS modes 
more robustly and to properly test the accuracy of the proposed meth
odology on a separate dedicated test set. Once identified, the PLS modes 
might be employed to extract the components for any new subject and 
eventually to carry out the fracture prediction. 
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Fig. 6. ROC curves resulting from the 10-fold cross-validation. ROC curves 
resulting from the logistic regression models implemented are compared with 
the aBMD ROC curve. AUC values turned out to be 0.59 (95 % CI 0.47–0.69), 
0.80 (95 % CI 0.70–0.90), 0.83 (95 % CI 0.73–0.90) and 0.72 (95 % CI 
0.59–0.82) for the SSM, SIM, SSIM and aBMD-based predictive models. 
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