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A B S T R A C T

Segmentation-based autonomous navigation has recently been presented as an appealing approach to guiding
robotic platforms through crop rows without requiring perfect GPS localization. Nevertheless, current tech-
niques are restricted to situations where the distinct separation between the plants and the sky allows for the
identification of the row’s center. However, tall, dense vegetation, such as high tree rows and orchards, is
the primary cause of GPS signal blockage. In this study, we increase the overall robustness and adaptability
of the control algorithm by extending the segmentation-based robotic guiding to those cases where canopies
and branches occlude the sky and prevent the utilization of GPS and earlier approaches. An efficient Deep
Neural Network architecture has been used to address semantic segmentation, performing the training with
synthetic data only. Numerous vineyards and tree fields have undergone extensive testing in both simulation
and real world to show the solution’s competitive benefits. The system achieved unseen results in orchards,
with a Mean Average Error smaller than 9% of the maximum width of each row, improving state-of-the-
art algorithms by disclosing new scenarios such as close canopy crops. The official code can be found at:
https://github.com/PIC4SeR/SegMinNavigation.git.
1. Introduction

Precision agriculture has been pushing technological limits to maxi-
mize crop yield, boost agricultural operations efficiency, and minimize
waste [1]. Contemporary agricultural systems need to be able to gather
synthetic essential information from the environment, make or recom-
mend the best decisions based on that knowledge, and carry out those
decisions with extreme speed and precision. Deep learning techniques
have demonstrated considerable potential in creating these systems
by evaluating data from numerous sources, enabling large-scale, high-
resolution monitoring, and offering precise insights for both human and
robotic actors. Recent developments in deep learning also offer compet-
itive advantages for real-world applications, including generalization
to unknown data [2–4] and model optimization for quick inference on
low-power embedded hardware [5,6]. Simultaneously, advancements
in service robotics have made it possible for self-governing mobile
agents to assume the role of artificial intelligence perception systems
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and collaborate with them to complete intricate tasks in unstructured
settings [7,8]. Among the most researched uses are row-based crops,
which account for about 75% of all planted acres of agriculture in the
United States [9]. The research involved in this scenario includes local-
ization [10], path planning [11], navigation [12,13], monitoring [14],
harvesting [15], spraying [16], and vegetative assessment [17,18].
It can be especially difficult when line-of-sight obstructions or ad-
verse weather prevent traditional localization techniques like GPS from
achieving the required precision. This is evident in dense tree canopies,
as demonstrated in Fig. 1, which depicts a simulated pear orchard.

Previous works have proposed position-agnostic vision-based navi-
gation algorithms for row-based crops, as discussed in Section 2. This
work represents an extended version of a research presented in [19],
tackling a more challenging scenario in which dense canopies partially
or totally cover the sky, and the GPS signal is very weak. We design
a navigation algorithm based on semantic segmentation that exploits
https://doi.org/10.1016/j.robot.2024.104854
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Fig. 1. The proposed SegMin and SegMinD algorithms allow to precisely guide an autonomous mobile robot through a dense tree row solely using an RGB-D camera. An arched
hedge is shown on the left, and a pergola vineyard row on the right.
visual perception to estimate the center of the crop row and align the
robot trajectory to it. The segmentation masks are predicted by a deep
learning model designed for real-time efficiency and trained on realis-
tic synthetic images. The proposed navigation algorithm improves on
previous works being adaptive to different terrains and crops, including
dense canopies of different shapes. The experimentation conducted on
the real field has been extended to previously unseen, challenging
plant row conditions. Whenever possible, we compare our solution with
previous state-of-the-art methodologies, moving a first fundamental
step forward towards a common testing benchmark for autonomous
visual navigation in row fields, despite the limits imposed by different
experimental conditions and unavailable open source implementation
of other methods. We demonstrate that the proposed navigation sys-
tems SegMin and SegMinD are effective and adaptive to numerous
scenarios, previously not considered in literature.

The main contributions of this work can be summarized as follows:

• Two variants of a novel approach for segmentation-based au-
tonomous navigation in tall crops, designed to tackle challenging
and previously uncovered scenarios;

• Testing of the resulting guidance algorithm on previously un-
seen plant rows scenarios such as high orchards trees, pergola
vineyards, and an arched hedge of plants.

• Training of an efficient segmentation neural network with syn-
thetic multi-crop data only, proving the fast inference and gener-
alization properties of the Deep Learning pipeline;

• A comparison of the new methods with state-of-the-art solutions
on simulated and real vineyards, demonstrating an enhanced
general and robust performance.

Both source code1 and dataset2 used to train our segmentation
model have been publicly released.

The next sections are organized as follows: Section 2 briefly de-
scribes previous approaches presented in the literature to tackle visual-
based navigation in row-based crops. Section 3 presents the proposed
deep-learning-based control system for vision-based position-agnostic
autonomous navigation in row-based crops, from the segmentation
model to the controller. Section 4 describes the experimental setting
and reports the main results for validating the proposed solution di-
vided by sub-system. Finally, Section 5 draws conclusive comments on
the work and suggests interesting future directions.

1 https://github.com/PIC4SeR/SegMinNavigation.git
2 https://pic4ser.polito.it/AgriSeg/
2 
2. Related works

The competitive advantage of GPS-free visual approaches has been
the subject of recent investigation within the field of service robotics.
GPS-based localization and navigation have constituted the most widely
applied strategy for outdoor and, consequently, agricultural robots [20].
Indeed, in outdoor scenarios, a costly GNSS positioning system equipped
with RTK correction can provide a highly accurate localization for
autonomous navigation, thereby enhancing the acquisition of geo-
referenced data [21]. However, the quality of GNSS signal can be
negatively affected by environmental features typical of row-based
crops such as the presence of thick canopies, which lead to multi-path
reflections and signal obstruction, and bad weather, which may hinder
the signal accuracy [22–24].

Given its high resolution and large field of view, position-tracking
algorithms based on LiDaR point clouds can provide a valuable alter-
native to GNSS-based autonomous navigation. 2D planar point clouds
have been used in simple tests with only trunks by [25], although 2D
scans are not sufficient to detect plants and canopies with complex
shapes. On the other hand, 3D LiDARs with multiple layers demon-
strate better performance in orchards navigation [26–28]. Nevertheless,
LiDaR sensors present significantly high costs, limiting the large-scale
spreading of agricultural vehicles on the market [29,30].

Vision-based navigation has emerged as a viable solution in highly
unstructured and variable scenarios such as those encountered in or-
chards and crops, where high precision is required. The potential of
machine vision in this field has been the subject of extensive research,
largely due to the low cost of RGB-D cameras and the richness of the
visual information that can be obtained [31]. Visual navigation en-
compasses a wide range of sensors, including monocular sensors [32],
which are often employed for color detection and edge detection [33],
and stereo sensors, which consist of more than one monocular camera
and are able to capture three-dimensional and depth information,
offering richer features for crop navigation [34,35].

In recent years, map-free navigation algorithms have gained im-
portance as a prominent area of research to overcome the effort of
building an accurate map of each specific field without a reliable
localization signal. In row-based crops, the geometrical structure of
the plants can be directly leveraged for autonomous navigation and
data collection. Computer vision algorithms can be adopted in different
fashions to extract from the image the necessary information to keep
the automated vehicle at the center of the row while traversing the
field. For instance, a vision-based approach was proposed in [36] using
mean-shift clustering and the Hough transform to segment RGB images

https://github.com/PIC4SeR/SegMinNavigation.git
https://pic4ser.polito.it/AgriSeg/
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and generate the optimal central path. Other works have also em-
ployed the Hough transform, as evidenced by the approaches proposed
n [37,38]. In [37], the Hough matrix and Random Sample Consensus

(RANSAC) were used to extract the navigation path, while in [38], a
rediction-point Hough transform was utilized, comprising the steps
f intercepting the area of interest, image segmentation, navigation
oint extraction, and navigation path fitting. More recently, Otsu’s
hresholding technique has been adopted by [39] to segment the sky,

subsequently identifying the center of the row relying on sensitivity to
light variation.

Alternative vision sensors have also been explored. Among them,
[40] use multispectral images with a method of thresholding and filter-
ing on the green channel to obtain meaningful features for autonomous
navigation; in [41], drastic changes in the statistical distribution of
oints captured by a depth camera are exploited for row end detection;
n [42], 3D vision has been merged with LiDaR and ultrasonic data.

Recently, deep learning approaches have been successfully applied
o the task. [43,44] proposed a classification-based approach in which
 model predicts the discrete action to perform. The detection of key
bjects in the scene can also represent the guiding principle of a
isual controller. In their work, [45] proposed an end-to-end vision-

based autonomous navigation stack based on a multi-task network.
This approach allows for the simultaneous detection of tree trunks,
obstacles, and traversable areas, with the detected trunks then utilized
to determine the center and end of the row. The detection algorithm is
integrated with real-time path planning and motion control, resulting
n the generation of a short-term occupancy map and a global planner
hat determines the turning point to switch between rows and generates
inear and angular velocities. Furthermore, also [46,47] rely on trunk
etection. The former employs a method that combines vanishing point
stimation with the average position of the two closest base trunk
etections to estimate the angular orientation. The latter utilizes the
east-squares algorithm to extract a navigation line.

In contrast, [48,49] proposed a proportional controller to align
the robot to the center of the row using heatmaps of the scene first
and segmented images in the latest version. A detailed analysis of the
most recent literature reveals that semantic segmentation has definitely
emerged as a reliable computer vision task to extract relevant informa-
tion to navigate in the field. Indeed, [50,51] relied on an improved
ersion of the DeepLabv3 model to segment the path comprised be-

tween the two plant rows and extract useful information to extract the
trajectory at the center of the path. Similarly, [52] proposed a neural
etwork model based on Unet and SegNet to detect the path between
he plants and estimate the central trajectory from its edge.

The construction of a reliable neural network model necessitates the
availability of a substantial quantity of data, however, the process of la-
beling RGB images has a considerable cost in terms of time and human
effort. To mitigate this necessary condition of Deep Learning mod-
els, [53] proposed a learning-based system capable of estimating the
path traversability heatmap from RGB-D images without the need for
any human annotation. However, to achieve this, the automatic anno-
tation pipeline relies on accurate GNSS ground truth data to predict the
future poses of the robot along the path. Differently, an unsupervised
learning methodology was introduced in [13] comprising an end-to-end
controller based on Deep Reinforcement Learning and depth images. A
otential solution to the generation of accurate labeled data in a short

time is the exploitation of synthetic models and datasets, captured from
simulated scenarios. Recent studies show that the resulting Sim2Real
gap derived from the usage of synthetic images can be widely mitigated
by combining realistic textures with data diversification, augmentation,
nd advanced generalization algorithms [4,54,55].

Overall, analyzing the current picture of GPS-free and map-less
ision-based autonomous navigation in row-based crops, it emerged
ow, in both classic computer vision and deep learning methods,
emantic segmentation results be a robust solution to obtain informa-
ion about the geometry of the surrounding context. In fact, several
3 
methods have shown how, once the segmentation mask is obtained, the
xtraction of the central path to be followed is rather straightforward.
owever, an explicit solution comparison is hindered by the fact that

rained models and results are tailored to the specific testing conditions
n the field, which may present different challenges and features due
o different plant types, terrain, and sky conditions. Some methods
ased on classic computer vision may show a stronger generalization
apability when it comes to distinguishing high-contrast regions and
trong and predictable features. However, they may fail in conditions
here background conditions are not as expected. For example, in

the case of [39], the presence of elements in the background may
cause a different estimation of the sky region, leading to an erroneous
evaluation of the trajectory. Deep learning methods can offer a wider
generalization capability but strongly rely on training data, which
may be hard to collect and label manually. Another limiting factor
or several methods proposed is the visibility of the sky, which in

some canopies is covered, leading to the systematic failure of some
methods such as [39] or [44], which rely on sky visibility. The case
hat the trunk is not visible due to vegetation coverage may lead

to the failure of methods such as [45–47]. In this work, we aim to
propose an improved method to enhance such limitations, generalizing
to the plant’s presence only these strict environmental requirements.
Nevertheless, creating a common benchmark and comparing existing
methods is hindered by the non-availability of the open-source code of
several works. For this reason, we release both the source code and the
synthetic dataset used to train our models.

3. Methodology

To navigate high-vegetation orchards and arboriculture fields, this
work provides a real-time control algorithm with two variations, which
nhances the method described in [49]. The proposed method com-
letely avoids employing GPS localization, which can be less accurate

due to signal reflection and mitigation due to high and thick vegeta-
ion. Therefore, our algorithms consist of a straightforward operating

principle, which exclusively employs RGB-D data and processes it to
obtain effective position-agnostic navigation. It can be summarized in
the following four steps:

1. Semantic segmentation of the RGB frame, with the purpose of
identifying the relevant plants in the camera’s field of view.

2. Addition of the depth data to the segmented frame to enhance
the spatial understanding of the surrounding vegetation of the
robot.

3. Searching for the direction towards the end of the vegetation
row, given the previous information.

4. Generation of the velocity commands for the robot to follow the
row.

However, the two suggested approaches only vary in steps 2 and 3,
where they utilize depth frame data and generate the robot’s desired
irection. Conversely, the segmentation technique 1 and the command

generation 4 are executed in a similar manner. A visual depiction of
the proposed pipeline is illustrated in Fig. 2.

The first step of the proposed algorithm, at each time instant 𝑡
onsists in acquiring an RGB frame 𝐗𝑡

𝑟𝑔 𝑏 and a depth frame 𝐗𝑡
𝑑 , where

𝑡
𝑟𝑔 𝑏 ∈ Rℎ×𝑤×𝑐 and 𝐗𝑡

𝑑 ∈ Rℎ×𝑤. In both cases, ℎ represents the frame
height, 𝑤 represents the frame width, and 𝑐 is the number of channels.
The RGB data received is subsequently inputted into a segmentation
neural network model 𝐻𝑠𝑒𝑔 , yielding a binary segmentation mask that
conveys the semantic information of the input frame.

𝐗̂𝑡
𝑠𝑒𝑔 = 𝐻

(

𝐗𝑡
𝑟𝑔 𝑏

)

(1)

where 𝐗̂𝑡 is the obtained segmentation mask.
𝑠𝑒𝑔
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Fig. 2. Scheme of the overall proposed navigation pipeline. The RGB image is fed into the segmentation network, thus the predicted segmentation mask 𝐗̂𝑡
𝑠𝑒𝑔 is refined using the

depth frame to obtain 𝐗̂𝑡
𝑠𝑒𝑔 𝐷 𝑒𝑝𝑡ℎ. The blue arrow refers to the SegMin variant, and red arrows refer to the SegMinD variant to compute the sum histogram over the mask columns.

Images are taken from navigation in the tall trees simulation world. (For interpretation of the references to color in this figure legend, the reader is referred to the web version
of this article.)
Furthermore, the segmentation masks from the previous 𝑁 time
instances, ranging from 𝑡 − 𝑁 to 𝑡, are combined to enhance the
robustness of the information.

𝐗̂𝑡
𝐶 𝑢𝑚𝑆 𝑒𝑔 =

𝑡
⋃

𝑗=𝑡−𝑁
𝐗̂𝑗
𝑠𝑒𝑔 (2)

where, 𝐗̂𝑡
𝐶 𝑢𝑚𝑆 𝑒𝑔 denotes the cumulative segmentation mask, and the

symbol ⋃ signifies the logical bitwise 𝑂 𝑅 operation applied to the last
𝑁 binary frames.

Moreover, the depth map 𝐗𝑡
𝑑 is employed to assess the segmented

regions between the camera position and a specified depth threshold
𝑑𝑡ℎ. This process helps eliminate irrelevant information originating
from distant vegetation, which has no bearing on controlling the robot’s
movement.

𝐗̂𝑡
𝑠𝑒𝑔 𝐷 𝑒𝑝𝑡ℎ 𝑖=0,…,ℎ

𝑗=0,…,𝑤

(𝑖, 𝑗) =
{

0, if 𝐗̂𝑡
𝐶 𝑢𝑚𝑆 𝑒𝑔(𝑖,𝑗) ⋅ 𝐗̂𝑡

𝑑(𝑖,𝑗) > 𝑑𝑡ℎ
1, if 𝐗̂𝑡

𝐶 𝑢𝑚𝑆 𝑒𝑔(𝑖,𝑗) ⋅ 𝐗̂𝑡
𝑑(𝑖,𝑗) ≤ 𝑑𝑡ℎ

(3)

where, 𝐗̂𝑠𝑒𝑔 𝐷 𝑒𝑝𝑡ℎ represents the resultant intersection of the cumula-
tive segmentation frame and the depth map, restricted to a distance
threshold of 𝑑𝑡ℎ.

From this point forward, the proposed algorithm diverges into two
variants, namely, SegMin and SegMinD, as elaborated in 3.1 and 3.2,
respectively.

3.1. SegMin

The initial variant refines the methodology introduced in [49]. Fol-
lowing the segmentation mask processing, a column-wise summation
is executed, generating a histogram 𝐡 ∈ R𝑤 that characterizes the
vegetation distribution along each column as in the following formula:

𝐡𝑗 =
ℎ
∑

𝑖=1
𝐗̂𝑠𝑒𝑔 𝐷 𝑒𝑝𝑡ℎ(𝑖,𝑗) (4)

where 𝑖 = 0,… , 𝑤 is the index along the vertical direction of each frame
column.

Subsequently, a moving average is applied to this histogram using
a window of size 𝑛 to enhance robustness by smoothing values and
mitigating punctual noise from previous passes. In an ideal scenario,
the minimum value 𝑥ℎ in this histogram corresponds to regions with
minimal vegetation, effectively pinpointing the central path within the
crop row. If multiple global minima are identified, indicating areas
with no detected vegetation, the mean of these points is calculated
and considered as the global minimum. This approach ensures a more
reliable identification of the continuation of the row, accommodating
variations in the vegetation distribution.
4 
3.2. SegMinD

The second proposed methodology presents a variation of the earlier
algorithm tailored specifically for wide rows featuring tall and dense
canopies. In such scenarios, the initial algorithm might encounter
challenges in determining a clear global minimum, as the consistent
presence of vegetation above the robot complicates the interpretation.
This variant addresses this issue by incorporating a multiplication
operation between the previously processed segmentation mask and the
normalized inverted depth data.

𝐗̂𝑡
𝑑 𝑒𝑝𝑡ℎ𝐼 𝑛𝑣 = 𝐗̂𝑡

𝑠𝑒𝑔 𝐷 𝑒𝑝𝑡ℎ ⊙
(

1 −
𝐗𝑡
𝑑

𝑑𝑡ℎ

)

(5)

where, 𝐗̂𝑡
𝑑 𝑒𝑝𝑡ℎ𝐼 𝑛𝑣 is the outcome of an element-wise multiplication,

denoted by ⊙, involving the binary mask 𝐗̂𝑡
𝑠𝑒𝑔 𝐷 𝑒𝑝𝑡ℎ and the depth frame

𝐗̂𝑡
𝑑 that has been normalized over the depth threshold 𝑑𝑡ℎ. Similar to

the previous scenario, a column-wise summation is executed to derive
the array 𝐡, followed by a smoothing process using a moving average.

This introduced modification serves a crucial purpose by allowing
elements closer to the robot to exert a more significant influence,
thereby enhancing the algorithm’s ability to discern the direction of
the row.

The different sum histograms obtained with SegMin and SegMinD
are directly compared in Fig. 3, showing the sharper trend and the
global minimum isolation obtained, including the depth values.

3.3. Segmentation network

A prior study on crop segmentation in real-world conditions pro-
vided the neural network design that was chosen [49]. Fig. 4 illustrates
its entire architecture and its primary benefit is its ability to leverage
rich contextual information from the image at a lower computing cost.

A MobileNetV3 backbone makes up the network’s initial stage,
which is designed to efficiently extract the visual features from the
input image [56]. With squeeze-and-excitation attention sub-modules
[57], it is comprised of a series of inverted residual blocks [58]. They
increase the amount of channel features while gradually decreasing the
input image’s spatial dimensions.

It is succeeded by a Lite R-ASPP (LR-ASPP) module [59], an en-
hanced and condensed variant of the Atrous Spatial Pyramid Pooling
module (R-ASPP) that upscales the extracted features via two parallel
branches. The first lower the spatial dimension by 1∕16 by applying
a Squeeze-and-Excite sub-module to the final layer of the backbone.
To modify the number of channels 𝐶 to the output segmentation map,
a channel attention weight matrix is produced, multiplied by the un-
pooled features, and then upsampled and fed through a convolutional
layer. The second branch takes characteristics from an earlier stage of
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Fig. 3. Contrasting the histograms produced by the two distinct algorithms, considering the RGB frame on the right, reveals that SegMinD provides a more defined and less
ambiguous global minimum point.
Fig. 4. The Deep Neural Network utilized in this study features a backbone of MobileNetV3 and an LR-ASPP head, as detailed in [56]. The spatial scaling factor of the features
in comparison to the input size is provided beneath each block.
the backbone, which reduces the spatial dimension by 1∕8, and adds
them to the output of the upsampling step, mixing lower-level and
higher-level patterns in the data.

The network’s input has a dimensionality equal to 𝑊 ×𝐻 × 3, while
the segmented output is equal to 𝑊 ×𝐻 .

Furthermore, the neural network’s output values are scaled between
0 and 1 using a sigmoid function, as this work primarily focuses on the
semantic segmentation of plant rows.

The usual cross-entropy loss between the ground-truth label 𝑦 and
the anticipated segmentation mask is used to train the DNN:

𝐿CE(𝑦, 𝑦̂) = −
𝑁
∑

𝑖=1
𝑦𝑖 ⋅ 𝑙 𝑜𝑔(𝑦̂𝑖) (6)

which for binary segmentation becomes a simple binary cross-entropy
loss.

During both the validation and testing phases, the DNN performance
is evaluated through an intersection over unit (IoU) metrics:

𝑚𝐼 𝑜𝑈 (𝜃) = 1
𝑁

𝑁
∑

𝑖=0

(

1 −
𝑋̂𝑖

𝑠𝑒𝑔 ∩𝑋𝑖
𝑠𝑒𝑔

𝑋̂𝑖
𝑠𝑒𝑔 ∪𝑋𝑖

𝑠𝑒𝑔

)

(7)

where 𝑋𝑖
𝑠𝑒𝑔 is the ground truth mask, 𝑋̂𝑖

𝑠𝑒𝑔 is a predicted segmentation
mask, and 𝜃 is the vector representing the network parameters. Since
there are only plants as the target class of interest, 𝑁 in the IoU
computation always equals 1. The model is trained on the AgriSeg
synthetic dataset [4,55].3 Further details on the training strategy and
hyperparameters are provided in Section 4.

3.4. Robot heading control

The goal of the controller pipeline is to maintain the mobile plat-
form at the center of the row, which, in this study, is equated to aligning

3 https://pic4ser.polito.it/AgriSeg
5 
the row center with the middle of the camera frame. Consequently,
following the definition in the preceding step, the minimum of the
histogram should be positioned at the center of the frame width. The
distance 𝑑 from the frame center to the minimum is defined as:

𝑑 = 𝑥ℎ −
𝑤
2

(8)

The generation of linear and angular velocities is accomplished
using custom functions, mirroring the approach employed in [60].

𝑣𝑥 = 𝑣𝑥,𝑚𝑎𝑥

⎡

⎢

⎢

⎢

⎣

1 − 𝑑2
(

𝑤
2

)2

⎤

⎥

⎥

⎥

⎦

(9)

𝜔𝑧 = −𝑘𝜔𝑧
⋅ 𝜔𝑧,𝑚𝑎𝑥 ⋅

𝑑2

𝑤2
(10)

where, 𝑣𝑥,𝑚𝑎𝑥 and 𝜔𝑧,𝑚𝑎𝑥 represent the maximum attainable linear and
angular velocities, and 𝑘𝜔𝑧

serves as the angular gain controlling the
response speed. To mitigate abrupt changes in the robot’s motion, the
ultimate velocity commands 𝑣̄𝑥 and 𝜔̄𝑧 undergo smoothing using an
Exponential Moving Average (EMA), expressed as:
[

𝑣̄𝑡𝑥
𝜔̄𝑡
𝑧

]

= (1 − 𝜆)
[

𝑣̄𝑡−1𝑥
𝜔̄𝑡−1
𝑧

]

+ 𝜆
[

𝑣𝑡𝑥
𝜔𝑡
𝑧

]

(11)

where, 𝑡 represents the time step, and 𝜆 stands for a selected weight.

4. Experiments and results

4.1. Segmentation network training and evaluation

We train the crop segmentation model using a subset of the AgriSeg
synthetic segmentation dataset [4,54]. In particular, for the pear trees
and apple trees, we train on generic tree datasets in addition to pear
and apples; for vineyards, we train on vineyard and pergola vineyards
(note that the testing environments are different from the ones from

https://pic4ser.polito.it/AgriSeg
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Fig. 5. Test of semantic segmentation DNN on real-world test samples from vineyard (top), pear trees (middle) and apple trees (bottom) fields. For each crop, RGB input image
(left), ground truth mask (center) and the predicted mask (right) are reported.
Table 1
Semantic Segmentation results on real images in different crop fields. For each crop,
a model has been trained on synthetic data, only using 100 additional real images
containing miscellaneous crops different from the test set.

Model Real test mIoU Train data Real test data

Vineyard 0.6950 13 840 500
Apples 0.8398 15 280 210
Pear 0.8778 7980 140

which the training samples are generated). Only 100 miscellaneous
real images of different crop types are added to the training dataset
in all the cases. Thanks to the high-quality rendering of the AgriSeg
dataset, this small amount of real images is sufficient to reach general
and robust performance in real-world conditions. In both cases, the
model is trained for 30 epochs with Adam optimizer and learning
rate 3 × 10−4. We apply data augmentation by randomly applying
cropping, flipping, grayscaling, and random jitter to the images. Our
experimentation code is developed in Python 3 using TensorFlow as
the deep learning framework. We train models starting from ImageNet
pretrained weights, so the input size is fixed to (224 × 224). All the
training runs are performed on a single Nvidia RTX 3090 graphic card.

Table 1 reports the results obtained testing the trained segmentation
DNN on real images in terms of mean Intersection over Union (IoU), as
defined in Eq. (7). Fig. 5 also shows some qualitative results on sample
images collected on the field during the test campaign.
6 
4.2. Simulation environment

The proposed control algorithm underwent testing using the Gazebo
simulation software.4 Gazebo was chosen due to its compatibility with
ROS 2 and its ability to integrate plugins simulating sensors, includ-
ing cameras. A Clearpath Jackal model was employed to evaluate
the algorithm’s performance. The URDF file from Clearpath Robotics,
containing comprehensive information about the robot’s mechanical
structure and joints, was utilized. In the simulation, an Intel Realsense
D435i plugin was employed, placed 20 cm in front of the robot’s center,
and tilted upward by 15◦: this configuration enhanced the camera’s
visibility of the upper branches of trees.

The assessment of the navigation algorithm took place in four
customized simulation environments, each designed to mirror distinct
agricultural scenarios. These environments included a conventional
vineyard, a pergola vineyard characterized by elevated vine poles and
shoots above the rows, a pear field populated with small-sized trees,
and a high-tree field where the canopies interweave above the rows.
Each simulated field features varied terrains, replicating the irregular-
ities found in real-world landscapes. Comprehensive measurements for
each simulation world can be found in Table 2.

In the experimental phase of this study, we adopted frame dimen-
sions of (ℎ, 𝑤) = (224, 224), matching the input and output sizes of the
neural network model. Moreover, the number of previous segmentation

4 https://gazebosim.org

https://gazebosim.org
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Fig. 6. Gazebo simulated environments were employed to assess the SegMin approach in various crop rows of significance, including wide rows with high trees (a), a slender row
of pear trees (b), an asymmetric pergola vineyard with irregular rows (c), and both straight and curved vineyard rows (d). For the latter scenario, the evaluations were conducted
in both the second row from the top and the second row from the bottom.
.

Table 2
Dimensions of various simulated crops indicate the average values for the distance

between rows, the spacing between plants within a row, and the heights of the plants
Gazebo worlds Rows distance [m] Plant distance [m] Height [m]

Common vineyard 1.8 1.3 2.0
Pergola vineyard 6.0 1.5 2.9
Pear field 2.0 1.0 2.9
High trees field 7.0 5.0 12.5

masks 𝑁 to be combined to enhance robustness, as in Eq. (2), is set to
3. The maximum linear velocity was set to 𝑣𝑥,𝑚𝑎𝑥 = 0.5 m∕s, and the
maximum angular velocity was capped at 𝜔𝑧,𝑚𝑎𝑥 = 1 r ad∕s. The angular
velocity gain, denoted as 𝜔𝑧,𝑔 𝑎𝑖𝑛, was fixed at 0.01, and the Exponential
Moving Average (EMA) buffer size was set to 3. Additionally, the depth
threshold was adjusted based on the specific characteristics of different
crops.

Specifically, it has been empirically set at 5 m for vineyards, raised
to 8 m for pear trees and pergola vineyards, and further increased to
10 m for tall trees, taking into account the average distance from the
rows in various fields.

4.3. Navigation results in simulation

The comprehensive evaluation of the SegMin navigation pipeline
and its variant, SegMinD, took place in realistic crop fields within a
simulation environment, employing pertinent metrics for visual-based
control without the need for precise robot localization, aligning with
methodologies from prior studies [13,49]. The camera frames were
published at a frequency of 30 Hz, with inference conducted at 20 Hz
and velocity commands from controllers published at 5 Hz. The eval-
uation utilized the testing package from the open-source PIC4rl-gym5

in Gazebo [61]. The chosen metrics aimed to assess the navigation
effectiveness, measured by clearance time and precision, involving a
quantitative comparison of obtained trajectories with a ground truth
trajectory using Mean Absolute Error (MAE) and Mean Squared Error

5 https://github.com/PIC4SeR/PIC4rl_gym
7 
(MSE). Ground truth trajectories were computed by averaging interpo-
lated poses of plants within rows. In the case of an asymmetric pergola
vineyard, a row referred to the portion without vegetation on top, as de-
picted in Fig. 6(c). The algorithms’ response to terrain irregularities and
row geometries was also studied, encompassing significant kinematic
information about the robot. The evaluation considered the cumulative
heading average 𝛾 [r ad] along the path, mean linear velocity 𝑣𝑎𝑣𝑔 [m∕s],
and standard deviation of angular velocity 𝜔𝑠𝑡𝑑 𝑑 𝑒𝑣 [r ad∕s]. These metrics
provided insights into how well the algorithms maintained the robot’s
correct orientation, with the mean value of 𝜔 consistently approaching
zero due to successive orientation corrections.

The complete set of results is outlined in Table 3. Each metric
is accompanied by both the average value and standard deviation,
reflecting the repetition of experiments in three runs on a 20 m long
track within each crop row. The proposed method effectively addresses
the challenge of guiding the robot through rows of trees with dense
canopies, such as high trees and pears, even in the absence of a localiza-
tion system. It also demonstrates proficiency in unique scenarios, like
navigating through pergola vineyards. The presence of plant branches
and wooden supports poses a challenge for existing segmentation-based
solutions. These solutions, built on the assumption of identifying a
clear passage by focusing solely on zeros in the binary segmentation
mask [49], encounter limitations in our tested scenarios. In our result
comparisons, we term this prior method as SegZeros, utilizing the same
segmentation neural network for assessment.

The SegMin methodology, based on histogram minimum search,
proves to be a resilient solution for guiding the robot through tree rows.
The incorporation of depth inverse values as a weighting function in
SegMinD enhances the algorithm’s precision, particularly in navigating
through challenging scenarios like wide rows (high trees) and curved
rows (curved vineyard). Furthermore, these innovative methods exhibit
competitive performance even in standard crop rows, where a clear
passage to the end of the row is discernible in the mask without canopy
interference. Compared to the previous segmentation-based baseline
method, the histogram minimum approach significantly reduces nav-
igation time and enhances trajectory precision in both straight and
curved vineyard rows. On the other hand, the search for plant-free zero
clusters in the map proves to be less robust and efficient, leading to
undesired stops and an overall slower and more oscillating behavior

https://github.com/PIC4SeR/PIC4rl_gym
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Table 3
Navigation outcomes across diverse test fields were assessed using the SegMin, SegMinD, and the SegZeros segmentation-based algorithms. The evaluation employed
metrics to gauge the efficacy of navigation, including clearance time, and assessed precision through Mean Absolute Error (MAE) and Mean Squared Error (MSE)
by comparing the obtained path with the ground truth. Additionally, kinematic information about the robot’s navigation was captured through the cumulative
heading average 𝛾[r ad], mean linear velocity 𝑣𝑎𝑣𝑔 [m∕s], and the standard deviation of angular velocity 𝜔𝑠𝑡𝑑 𝑑 𝑒𝑣[r ad∕s]. Notably, SegZeros proved impractical for
scenarios involving tall trees, pear trees, and pergola vineyards.

Test field Method Clearance [s] MAE [m] MSE [m] Cum. 𝛾𝑎𝑣𝑔 [rad] 𝑣𝑎𝑣𝑔 [m/s] 𝜔𝑠𝑡𝑑 𝑑 𝑒𝑣 [rad/s]

High Trees SegMin 40.41 ± 0.12 0.27 ± 0.01 0.08 ± 0.00 0.08 ± 0.00 0.49 ± 0.00 0.05 ± 0.00
SegMinD 40.44 ± 0.51 0.17 ± 0.01 0.04 ± 0.00 0.05 ± 0.00 0.48 ± 0.01 0.06 ± 0.02

Pear Trees SegMin 42.06 ± 1.23 0.03 ± 0.01 0.00 ± 0.00 0.01 ± 0.00 0.48 ± 0.00 0.11 ± 0.05
SegMinD 42.26 ± 1.91 0.03 ± 0.02 0.00 ± 0.00 0.02 ± 0.00 0.48 ± 0.01 0.03 ± 0.00

Pergola Vine. SegMin 40.86 ± 0.39 0.08 ± 0.01 0.01 ± 0.00 0.03 ± 0.02 0.48 ± 0.00 0.17 ± 0.02
SegMinD 41.14 ± 0.33 0.10 ± 0.05 0.01 ± 0.01 0.03 ± 0.01 0.48 ± 0.00 0.20 ± 0.03

Straight Vine.
SegMin 50.51 ± 0.31 0.11 ± 0.00 0.01 ± 0.00 0.03 ± 0.00 0.49 ± 0.00 0.08 ± 0.01
SegMinD 50.63 ± 0.28 0.11 ± 0.01 0.02 ± 0.00 0.03 ± 0.01 0.49 ± 0.00 0.09 ± 0.01
SegZeros 53.69 ± 1.03 0.14 ± 0.03 0.02 ± 0.01 0.03 ± 0.0 0.46 ± 0.01 0.09 ± 0.01

Curved Vine.
SegMin 53.32 ± 0.25 0.12 ± 0.01 0.02 ± 0.00 0.04 ± 0.01 0.49 ± 0.00 0.09 ± 0.02
SegMinD 51.44 ± 1.03 0.09 ± 0.01 0.01 ± 0.00 0.01 ± 0.00 0.48 ± 0.01 0.06 ± 0.01
SegZeros 71.05 ± 27.13 0.11 ± 0.04 0.02 ± 0.01 0.05 ± 0.01 0.40 ± 0.13 0.11 ± 0.04
Fig. 7. Trajectories comparison between our proposed algorithms (SegMin and SegMinD) and the ground truth central path (GT): Pears (top), High Trees (center), Curved Vineyard
(bottom). In the last graph, the trajectory generated with the SegZeros algorithm is also reported for comparison.
8 
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Fig. 8. Sample outputs of the proposed SegMinD algorithm for High Trees (arched) (a), Pear Trees (b), Pergola Vineyard (c), and Vineyard (d). Predicted segmentation masks are
refined cutting values exceeding a depth threshold. The sum over mask columns provides the histograms used to identify the center of the row as its global minimum.
during navigation. Additionally, the standard deviation of angular ve-
locity aligns with the results obtained, being smaller in cases where
the trajectory is more accurate, while the cumulative heading exhibits
larger values when the algorithms demonstrate increased reactivity.

However, the trajectories generated by the SegMin, SegMinD, and
SegZeros algorithms are visually depicted in Fig. 7 within representa-
tive scenarios. These scenarios include a cluttered, narrow row featur-
ing small pear trees, a wide row with high trees, and curved vineyards
where the state-of-the-art SegZeros method is applied.

4.4. Navigation test on the field

The overall navigation pipeline of SegMin and its variant SegMinD
are tested in real crop fields, evaluating the results with relevant met-
rics for visual-based control without precise localization of the robot,
as done in previous works [13,49]. The robotic platform employed to
perform the tests is a Clearpath Husky UGV equipped with a LiDAR
Velodyne Puck VLP-16, an RGBD camera Realsense D455, an AHRS
Microstrain 3DM-GX5 and a Mini-ITX computer with an Intel Core i7
processor and 16 GB of memory. The camera frames were captured at
a rate of 30 Hz, inference was performed at 20 Hz, and velocity com-
mands were published at 5 Hz. In this section’s experiments, ground
truth trajectory was unavailable due to the complexity and demanding
9 
nature of measurement, which requires sophisticated instruments for
sufficient accuracy. Instead, the lateral displacement of the rover within
the row was determined using point clouds from the LiDAR. Points
were clustered to separate the two rows, then fitted by a straight line,
followed by computing the shortest distance from the plants to the
origin, i.e., the center of the robot, where the sensor is mounted, for
both lanes. The AHRS measured the rover’s heading and compared it
with the average heading of the row obtained from satellite images,
considering the tested rows are straight.

The performances of the proposed control have been evaluated on
two different plant orchards, i.e., apples and pears, a straight vineyard,
a pergola vineyard, and an arched hedge, where the canopies are
very tight. The intermediate output of the algorithm can be seen in
Fig. 8, where the RGB frames are alongside the respective segmentation
mask merged with the depth data and the corresponding histogram.
The performance metrics are reported in Table 4. The trajectories
of the best test for each crop field and the comparison between the
proposed algorithms, SegMin, SegMinD, and SegZeros, are represented
in Figs. 9 and 10. Overall, the novel control laws can effectively solve
the problem of guiding the robot through tree rows with thick canopies
(high trees and pears) without a localization system in a real-world
scenario.
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Fig. 9. Trajectory results of relevant tests performed on the field. In order from top to bottom: navigation in pear tree rows using SegMinD, navigation in apple tree rows using
SegMinD, and trajectory comparison of all three algorithms in a vineyard row. Sudden drifts in orchards traversal are caused by fruits, small obstacles, and irregularity in the
terrain.
Table 4
Navigation results of the real-world testing of the algorithms. SegMin and SegMinD have been tested in apple and pear
orchards, a pergola vineyard and an arched hedge. A comparison has been performed between the algorithms SegZeros,
SegMin and SegMinD in a vineyard row choosing the same parameters: depth threshold set to 8.0 𝑚 and pixel-wise confidence
to 0.7. The error regarding the pergola vineyard are evaluated considering the center of the lateral row where the sky is
visible.

Algorithm MAE [m] RMSE [m] Cum. 𝛾𝑎𝑣𝑔 [rad] 𝜔 STD [rad/s]

Apple Trees SegMin 0.167 0.188 −0.032 0.041
SegMinD 0.072 0.091 0.107 0.068

Pear Trees SegMin 0.465 0.473 0.030 0.129
SegMinD 0.284 0.297 0.030 0.130

Straight Vine.
SegZeros 0.166 0.170 −0.012 0.026
SegMin 0.230 0.241 −0.033 0.114
SegMinD 0.160 0.170 −0.114 0.101

Pergola Vine. SegMin 0.012 0.002 0.085 0.062
SegMinD 0.059 0.047 0.088 0.105

Arched Hedge SegMin 0.054 0.087 −0.018 0.043
SegMinD 0.049 0.063 −0.017 0.047
10 
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Fig. 10. Trajectory results of relevant tests performed on the field in case of crops where the sky is occluded. On the top, the case of pergola vineyards, where the robot is
expected to navigate on the vegetation-free path, whose center is 0.6 m on the side of the lane center. The trajectory of SegZeros fails due to the vegetation coverage. On the
bottom, the trajectory in the arched hedge scenario. Sudden drifts in orchards traversal are caused by small obstacles and irregularity in the terrain.
c
t
t

m
r
t

The algorithms SegMin and SegMinD demonstrate the ability to gen-
eralize to the common case without obstruction by canopies. As shown
y the comparison performed in the vineyard, they obtained results in
ine with the existing SegZeros. The algorithms SegMin and SegMinD
how their effectiveness in maintaining the robot on the desired central
ine, even recovering from strong disturbances. As can be noticed by
he trajectories in pear and apple trees (top and central plots in Fig. 9),

sudden drifts of the robot are caused by fruits, branches, stones, and
disparate irregularity of the terrain. Those small obstacles cannot be
precisely sensed and tackled with classic obstacle avoidance algorithms;
hence, the resilience of the control algorithms to these external factors
is crucial to keep the robot on track. Differently, in vineyard rows, grass
and cleaner terrain induce smoother overall trajectories.

Moreover, the proposed SegMin and SegMinD algorithms demon-
strate accurate performance even in the context of pergola vineyards
and arched hedges, where vegetation partially or completely obscures
he sky. It is noteworthy that in pergola vineyards, where the sky is
isible from the side of the row, the robot follows a path where the
ky is most visible, thereby maintaining its trajectory at the center
f the vegetation gap. As illustrated in Fig. 10, the center of the
egetation-free portion of the row is estimated to be 0.6 m to the left
f the row center. With more vegetation, this scenario would become
nalogous to the arched hedge, where the sky is entirely covered. In
 o

11 
such cases, depth data combined with the segmentation mask plays a
rucial role in estimating the continuation of the row and consequently,
he evaluation of the desired trajectory. The deviation from the central
rajectory that can be noticed in the bottom graph of Fig. 10, are due

to gaps and irregularities in the hedge’s vegetation.
The proposed algorithms have been compared also with a state of

art scene segmentation solution proposed in [39], which is based on the
Otsu thresholding algorithm. It was tested in the same conditions as the
one described in the original paper, however some critical issues raised.
In fact, the algorithm proposed in the paper relies on the shape of the
sky visible by the robot’s front camera, which allows the identification
of the continuation of the row. However, elements in the background
as hills, which were present in our testing scenario, did not allow a
clear threshold identification. Moreover, the presence of bright plant
supports misled the computer vision algorithm, which, identifying them
as bright, estimated an untrue continuation of the row, causing the
trajectory to divert from the desired one.

The comparison with methods based on deep learning requires the
source code and the data used by the authors, or at least the trained

odel. In fact, deep neural networks trained with different hyperpa-
ameters and data will lead to a heavily diverse outputs, invalidating
he experiments. The comparison with other recent methods based
n the detection of the trunks, such as [45], or the detection of the
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Table 5
Ablation study on SegMinD algorithm performance: relevant parameters of the segmen-
tation control system are explored for a better understanding of their impact on the
verall result. Three values of depth threshold and prediction confidence are selected
or the ablation.
Depth threshold MAE [m] RMSE [m] Cum. 𝛾𝑎𝑣𝑔 [rad] 𝜔 STD [rad/s]

Confidence 0.3

5.0 0.352 0.360 −0.279 0.990
8.0 0.228 0.238 −0.012 0.250
11.0 0.352 0.362 0.067 0.384

Confidence 0.5

5.0 0.224 0.239 0.027 0.420
8.0 0.157 0.171 −0.199 0.409
11.0 0.455 0.457 0.003 0.103

Confidence 0.7

5.0 0.386 0.394 0.029 0.465
8.0 0.119 0.150 −0.040 0.125
11.0 0.396 0.402 −0.016 0.359

path, such as [51,53] would have been beneficial for this work and
for the research community. However, the original codes and datasets
of the aforementioned papers are not publicly available, hence we
invite researchers to share their solution and we leave the creation of
a common benchmark for orchards navigation as future work.

Finally, an ablation study is carried out on a vineyard row to
ssess the impact of key parameters on the proposed control strategy
ithin the novel SegMinD algorithm. Specifically, the study explores

he effects of the depth image max distance and pixel-wise confidence
hreshold of the predicted segmentation mask. The findings, detailed

in Table 5, indicate that a confidence level greater than 0.5 is required
for achieving robust behavior, filtering mask portions with uncertain
prediction. Indeed, results with a confidence level of 0.3 exhibit a
high standard deviation in the angular velocity command. Regarding
the depth image maximum distance, three values are tested: 5, 8, and
1 m. A low value of 5 m produces sub-optimal results compared
o an intermediate value of 8 m. In this scenario, the noise in the
egmentation has a more pronounced effect as the long-view geometry
f the row is not considered in the computation of the histogram,
ncluding only close plants. Conversely, a high value for the depth
hreshold leads to inferior results due to the insufficient precision of
he depth camera, resulting in artifacts that can compromise overall
erformance. In conclusion, the optimal outcome is achieved with a
igh confidence in the prediction and an intermediate depth threshold
f 8 m.

5. Conclusion

In this work, we presented a novel method to guide a service-
utonomous platform through crop rows where a precise localization
ignal is often occluded by vegetation. Trees rows represented an open
roblem in row crop navigation since previous works based on image
egmentation or processing failed due to the presence of branches and
anopies covering the free passage for the rover in the image. The
roposed pipeline SegMin and SegMinD overcome this limitation by
ntroducing a global minimum search on the sum histogram over the

mask columns. The experiments conducted demonstrate the ability to
olve the navigation task in wide and narrow tree rows and, nonethe-
ess, the improvement in efficiency and robustness provided by our
ethod over previous works in generic vineyards scenarios. Moreover,

eal-world tests proved the reliable generalization properties of the
fficient semantic segmentation neural network trained with synthetic
ata only.

Future work will see the extension of the robot’s capabilities to sup-
port agricultural tasks where more complex multi-objective behaviors
are required, such as plant approach, box transport, and harvesting.
12 
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