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Abstract: In engineering applications, it is crucial to consider the size dependence of a material’s
mechanical properties and its overall behavior. One of the theories that quantifies this phenomenon
in quasi-brittle materials is the cohesive fractal theory (CFT) introduced by Carpinteri and his
collaborators. This theory describes the behavior of materials using fractal dimensions. To investigate
whether the scale effect can be analyzed using the CFT, a version of the Lattice Discrete Element
Method (LDEM) is employed. The accuracy of the LDEM in capturing the scale effect is evaluated
through simulations of three primary tests. Specifically, rock specimens are subjected to tensile,
compressive, and bending loads to determine their mechanical properties. The influence of material
heterogeneity and boundary conditions is also examined. In scenarios involving tensile and bending
loads, the localization of a significant crack leads to failure. According to the CFT, the sum of the
fractal exponents is close to unity, with values of 1.0 (mean value) for tensile loading and 0.97 for
bending loading. However, the compressive loading results do not exhibit this characteristic, as
no single prominent crack leads to failure. Overall, the LDEM results are consistent with the CFT,
effectively quantifying the scale effect without modifying the elementary constitutive law.

Keywords: quasi-brittle materials; scale effect; lattice discrete element method

1. Introduction

Quasi-brittle materials, including concrete, ceramics, and natural rocks, do not flow;
rather, they undergo gradual deterioration as microstructural bonds are broken under
increasing or cyclic loading. The primary damage mechanism involves the nucleation and
growth of microcracks. It is important to note that under tensile stress, cracks typically
form perpendicular to the stress direction [1–3]. Materials with brittle or quasi-brittle
behavior exhibit changes in strength depending on the size of the structure being analyzed.
Therefore, it is essential to quantify this scale effect to ensure the appropriate ultimate
strength values are used in structural design and sizing.

Conducting experiments at different scales is only sometimes feasible due to the cost,
element size, equipment availability, or the time required to obtain the data. Therefore,
computational tools are invaluable for designers and researchers, as they are less expensive
in terms of time and laboratory resources.
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In recent years, there has been a notable expansion in the use of computational tech-
niques for the study of fracture phenomena, which has contributed to the available experi-
mental data. Classical approaches such as continuum mechanics have been modified to
accommodate the emergence of cracks in the modeled solid. Notable examples include
the Cohesive Zone Model (CZM) [4,5] and the robust extended finite element method
(XFEM) [6]. Another approach is the Phase Field Method (PFM) [7,8], which uses a con-
tinuous variable to represent the transition between damaged and undamaged phases.
While PFM avoids the need for crack tracking, it generally requires very fine meshes. It
is favored for its relatively straightforward numerical implementation and its ability to
represent complex crack processes such as initiation, propagation, and branching [9]. Addi-
tionally, another approach that has emerged from continuum mechanics is the so-called
Peridynamics (PD) proposed by Silling [10]. PD is a nonlocal method in which the solid
is modeled as a system of nodes with mass connected by interaction functions that repre-
sent stiffness. Recently, this method has been applied to quasi-brittle materials and their
properties [11–13].

An additional class of methods that aim to move away from the restrictions of those
methods based on continuum mechanics are the Discrete Element Methods. In these
methods, the solid is represented as an arrangement of uniaxial elements (such as trusses
and beams [14,15]) with the mass concentrated at the end nodes, and they are able to take
into account the random nature of the material properties [16]. This is the case of the Lattice
Discrete Element Method (LDEM) used in this study. The LDEM has the advantage of
being able to study the damage process in detail, such as crack initiation, crack interactions,
and the ability to capture the effect of scale (see, for example, [17–19]). The LDEM employs
a simple bilinear constitutive law, where the parameters to be defined are easy to compute
and interpret. In this sense, the results are aligned with the fractal theory that explains the
emergence of the dependence of the mechanical properties on structural size and, therefore,
is a numerical tool to be explored in this paper.

This work uses the LDEM to analyze the size effect on rock specimens subjected not
only to tensile loading, as in previous works [18,19], but also to flexural and compressive
loadings. The elements in the LDEM’s formulation consider only the damage under
tension, whereas a linear elastic behavior is assumed under compression. In such a case, the
compression failure occurs indirectly through tensile stress. Therefore, to assess the efficacy
of this method, it is essential to conduct a comprehensive examination of the behavior of
the elements under diverse loading conditions. Moreover, the influence of the correlation
lengths on the random field for the fracture energy, employed to consider the material’s
heterogeneity and the boundary conditions, is examined.

The paper is structured as follows. Section 2 presents the theoretical concepts of the
cohesive fractal model, which are essential for understanding and analyzing the numerical
results. Section 3 provides an overview of the fundamental principles of the Lattice Discrete
Element Method (LDEM), while Section 4 discusses the implementation of the theoretical
formulation of the LDEM within the Abaqus/Explicit 6.13 software environment. Section 5
is dedicated to the numerical simulation of the size effect on rock specimens subjected to
tensile, flexural, and compressive loads. Section 6 presents the results of these numerical
simulations and offers a thorough discussion of the findings. The main conclusions are
summarized in Section 7.

2. The Cohesive Fractal Theory

Carpinteri and co-workers [20–24] proposed that fractal geometry offers a unified
explanation for the scale effects on the tensile and compressive properties of quasi-brittle
materials, which would otherwise be difficult to achieve. They defined the fractal cohe-
sive and fractal overlapping laws and validated the fractal approach for a more general
interpretation of the scale effects [25].

Through the concept of fractal dimensions proposed by Mandelbrot [26], Carpinteri et al. [21]
introduced a fractal cohesive model that is independent of structural size. As discussed
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in [18,19], among others, to achieve this purpose, three material parameters, the tensile
strength σu, the fracture energy Gf, and the critical strain εc, must be defined in a non-
conventional form, known as fractal tensile strength σu

*, fractal fracture energy Gf
*, and

fractal critical strain εc
*.

The fractal tensile strength σu
* is a scale-invariant material parameter with anomalous

physical dimensions [F][L]−(2−dσ). The nominal value σu is subjected to the scale effect
described by the following negative power law [20]:

σu = σ∗
u b−dσ (1)

The exponent dσ of this power law can vary between 0, corresponding to the homoge-
neous regime (large scale), and 0.5, corresponding to the fractal regime (small scale).

The critical elongation wc can expressed as

wc = ε∗c b(1−dε) (2)

where ε∗c is also a true scale-invariant material parameter with anomalous physical dimen-
sion [L](dε). Once the test specimen has reached its maximum tensile strength, w = wc. The
fractal exponent dε indicates the disorder in the mesoscopic damage process, ranging from
1 in the homogeneous regime (large scale) to 0 in the fractal regime (small scale).

Finally, the nominal value G f is subjected to a scale effect described by the following
positive power law:

G f = G∗
f bdG (3)

The fractal fracture energy G*
f is the true scale-invariant material parameter with

anomalous physical dimensions [FL][L]−(2+dG). Carpinteri and co-workers (see, for exam-
ple, [22,24]) explain that the fractal domain has dimensions between 3 and 2. This fractal
domain can be considered as 2 + dG; then, the exponent dG ranges between 1 and 0 in the
homogeneous regime, large scale.

The total work performed by the system can be represented through the area of the
stress-crack opening or the displacement (w) curve. This area is also the value of G f , i.e.,
the sum of all energies involved in the sample rupture process [21,27,28]. From this,

G f =
∫ wc

0
σdw = b1−dσ−dε

∫ ε*
c

0
σ*dε* = G*

f b1−dσ−dε (4)

It is obtained that the fundamental relationship between the scale exponents is
given by

dσ + dε + dG = 1 (5)

This fractal exponent varies depending on the specimen’s geometric shape, the type of
failure (tensile or bending test), and the characteristics of the concrete, such as maximum
aggregate size and component quantities. Experimentally, it is found that the fractal
exponent for tensile stress varies between 0.091 and 0.41, the fractal exponent for fracture
energy between 0.085 and 0.48, and the fractal exponent for strains between 0.48 and
0.73 [18–20,23,27,29–32].

Carpinteri and co-workers [25,33] applied the previously discussed fractal approach
for the tensile behavior to develop a scale-independent fractal overlapping law. They
also mentioned that experimental tests conducted across large scale ranges clearly show
that compressive strength decreases with increasing specimen size (see [34,35]). Similarly,
the dissipated energy density decreases as specimen size increases (see [36]). They noted
that energy dissipation occurs not within a volume but rather within a fractal domain
whose dimension lies between those of a surface and a volume. In their work, they did not
consider the size effects on compressive strength because this mechanical property shows
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statistical dispersion without a clear trend. Consequently, the exponent dσ in Equation (1)
is taken as 0, and, therefore, Equation (5) becomes

dε + dG = 1 (6)

Analyzing the results of Ferrara and Gobbi (see [37]), they found the exponent dG in
Equation (3) to be 0.27, indicating that the energy dissipation occurs within a fractal domain
of dimension 2.27. Meanwhile, the exponent dε= 0.73, according to Equation (9), implies
that the deformation is neither localized in a single section nor uniformly distributed over
the specimen’s length.

For three-point bending specimens, the tensile strength varies similarly to tensile
loading (see Equation (1)) as presented by [38,39]. To determine the scale effect on the
fracture energy, it is first necessary to calculate the dissipated energy (W), represented by
the area under the F– δ diagram, where δ is the displacement of the loading point. G f is the
ratio of the dissipated energy to the ligament area, in this case, the beam’s cross-section.
In this case, the fractal kinematic parameter considered, which corresponds to the critical
displacement in a tensile test, is the localized rotation at the beam mid-span. This parameter,
at the point of failure, is defined as

φc =
δc

S/2
(7)

where S is the span length, and δc is the mid-span displacement [38]. The power law
describing the scale effect of the kinematic parameter for the TPB test is given by

φc = φ∗
c b−dχ (8)

where dχ is the fractal exponent of the rotation found through the bi-logarithm diagram.
Carpinteri and Accornero [38] found the exponent dχ for the experimental case to be 0.343.
They also explained that the kinematic parameter ranges between the dimension of the
rotation angle [S]0 and a curvature [S]1. That is, the parameter shifts from a generalized
displacement to a deformation. From the fractal perspective, the decrease in the kinematic
parameter represents the curvature within the beam span as a lacunar fractal characterized
by infinite radial cracks converging toward the center of curvature. Since a rotation angle
is dimensionless, a radius of curvature has the dimension [S]1, while curvature has the
dimension [S]−1; therefore, the inverse of the renormalized critical rotation returns the
renormalized critical curvature, χ*

c [39].
Similar to Equation (5), for tensile scale effect, the renormalization of fracture energy

provides the fundamental relationship between the fractal exponents [38]:

dσ + dχ + dG = 1 (9)

In three-point bending tests, the exponent values reported by Carpinteri and Ac-
cornero [38] and Lacidogna et al. [39] fall within the ranges of 0.1 to 0.3 for flexural strength,
0.1 to 0.3 for fracture energy, and 0.2 to 0.5 for the kinematic parameter.

The theory presented above, along with Equations (1)–(9), is explained in detail in
several papers, some of which that have already been referenced in this work. These
include, for example, papers [29,30,38].

3. The Lattice Discrete Element Method
3.1. Model Description

Riera [40] proposed the LDEM version, in which the continuum medium is represented
by a cubic arrangement of uniaxial elements. The mass of the body is concentrated at the
nodes of this arrangement. Every node has three degrees of freedom, representing the
displacement in one of the three orthogonal directions, all defined by the Cartesian system.
Figure 1a presents the basic cubic module of the LDEM. The longitudinal elements have a
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length Ll (blue in Figure 1a), equal to the cubic model side L, whereas the diagonal elements
(red in Figure 1a) have a relative length Ld = L

√
3/2.

Fractal Fract. 2024, 8, x FOR PEER REVIEW 5 of 22 
 

 

longitudinal elements have a length Ll (blue in Figure 1a), equal to the cubic model side 𝐿, whereas the diagonal elements (red in Figure 1a) have a relative length Ld = 𝐿 √3 2⁄ . 

  
(a) (b) 

Figure 1. (a) Basic LDEM cubic module and (b) elementary constitutive relationship. 

The cross-sectional area of the elements, as shown in Figure 1a, which are needed to 
maintain the same properties for the discretized model and a continuous isotropic elastic 
solid, are defined as follows: 𝐴௟ = ଵଶ(ଵାఔ) 𝐿ଶ,   𝐴ௗ = ଷ√ଷଶ ఔ(ଵିଶఔ) 𝐴௟ (10) 

where 𝜈 is the Poisson’s ratio of the selected material and 𝐴௟ and 𝐴ௗ are the area of the 
longitudinal and diagonal elements, respectively. Notably, to obtain an exact 
correspondence between the isotropic continuum and its equivalent discrete model, the 
Poisson ratio must be equal to 0.25. However, discrepancies in expected values arise in the 
shear terms when 𝜈 ≠ 0.25. 

The energy generated in the fracture of a continuum and an LDEM model must be 
equivalent. Then, to guarantee this compatibility, the equivalent fracture area of the 
element is defined as 𝐴௜∗/𝐴௜ = 0.3474 [18,41,42]. 

The second law of Newton, expressed in Equation (11), is used to determine the 
global system behavior. This equation is integrated for each node at each time increment. 𝑀𝑢ሷ + 𝐶𝑢ሶ + 𝐹(𝑡) − 𝑃(𝑡) = 0 (11) 

In Equation (11), the mass matrix 𝑀 and the damping matrix 𝐶 are both diagonal. 
For this reason, the equation can be decoupled and solved efficiently using explicit 
schemes such as the Central Finite Difference Method in order to obtain the vector of nodal 
displacements 𝑢  and its time derivatives. The force balance of Equation (11) also 
considers the element’s stiffness, with the vector 𝐹(𝑡)  representing the nodal internal 
forces and the vector 𝑃(𝑡) representing the nodal external forces. This equation is directly 
integrated at each time increment, naturally and efficiently accounting for large 
displacements [42]. 

The stress wave propagation in the elements of LDEM discretization can occur only 
along its length because they are uniaxial. Consequently, the maximum time integration 
increment, ∆𝑡௠௔௫, is constrained by this effect. Then, the elements with the shortest length, 
which are the diagonal elements in the LDEM, determine the shortest propagation time 
for a wave. For maintaining the numerical stability of the system, the relationship between 
the maximum time increment and the element’s length is crucial, as expressed by the 
Courant–Friedrichs–Lewy (CFL) criterion [43]. This criterion is presented in Equation (12), 

Figure 1. (a) Basic LDEM cubic module and (b) elementary constitutive relationship.

The cross-sectional area of the elements, as shown in Figure 1a, which are needed to
maintain the same properties for the discretized model and a continuous isotropic elastic
solid, are defined as follows:

Al =
1

2(1 + ν)
L2, Ad =

3
√

3
2

ν

(1 − 2ν)
Al (10)

where ν is the Poisson’s ratio of the selected material and Al and Ad are the area of the lon-
gitudinal and diagonal elements, respectively. Notably, to obtain an exact correspondence
between the isotropic continuum and its equivalent discrete model, the Poisson ratio must
be equal to 0.25. However, discrepancies in expected values arise in the shear terms when
ν ̸= 0.25.

The energy generated in the fracture of a continuum and an LDEM model must be
equivalent. Then, to guarantee this compatibility, the equivalent fracture area of the element
is defined as A∗

i /Ai = 0.3474 [18,41,42].
The second law of Newton, expressed in Equation (11), is used to determine the global

system behavior. This equation is integrated for each node at each time increment.

M
..
u + C

.
u + F(t)− P(t) = 0 (11)

In Equation (11), the mass matrix M and the damping matrix C are both diagonal. For
this reason, the equation can be decoupled and solved efficiently using explicit schemes
such as the Central Finite Difference Method in order to obtain the vector of nodal dis-
placements u and its time derivatives. The force balance of Equation (11) also considers
the element’s stiffness, with the vector F(t) representing the nodal internal forces and the
vector P(t) representing the nodal external forces. This equation is directly integrated at
each time increment, naturally and efficiently accounting for large displacements [42].

The stress wave propagation in the elements of LDEM discretization can occur only
along its length because they are uniaxial. Consequently, the maximum time integration
increment, ∆tmax, is constrained by this effect. Then, the elements with the shortest length,
which are the diagonal elements in the LDEM, determine the shortest propagation time for
a wave. For maintaining the numerical stability of the system, the relationship between
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the maximum time increment and the element’s length is crucial, as expressed by the
Courant–Friedrichs–Lewy (CFL) criterion [43]. This criterion is presented in Equation (12),

∆tmax ≤ Ld/CL, (12)

where CL represents the velocity of the longitudinal wave of the medium and is equal
to CL =

√
E/ρ for solid materials. In this equation, E is Young’s modulus and ρ is the

mass density.

3.2. LDEM Constitutive Model

The anisotropic damage law for concrete implemented in the LDEM is based on
Hillerborg’s approach [44]. This relationship defines a bilinear law that correlates the
element’s tensile force, F, and strain, ε (see Figure 1b). This law accounts for the irreversible
damage caused by crack initiation, coalescence, and propagation.

The maximum strain before the onset of damage is called critical strain, εp, as shown
in Figure 1b. For ε ≤ εp the unloading process is linear up to the origin. However, if ε ≥ εp
occurs, the unloading occurs happens at a reduced slope, reflecting the loss of stiffness due
to damage. The critical strain, εp, is as follows:

εp =

√
G f

Edeq
(13)

where G f is the value of the mean fracture energy related to the length of the LDEM basic
module adopted, L. The parameter deq is a characteristic length of the material similar to
the width of the plasticity region at the crack tip in the Dugdale model.

The area under the curve represents the density energy necessary to break the element,
and it is defined using the relationship between the fracture energy, G f (material property),
and the characteristics of the model in the LDEM, as follows:∫ εr

0
σ(ε)dε =

G f A∗
i

Li Ai
. (14)

In Equation (14), Li is the element length, A∗
i is the equivalent fracture area, and Ai is

defined in Equation (10), being the subscript i is equal to l for the longitudinal elements or
to d for the diagonal elements. The failure strain of the element, εr, can also be defined as
εr = krεp, where kr is a shape parameter that must be greater than or equal to 1.

The integral in Equation (14) represents the area under the constitutive model corre-
sponding to the triangle area and computed as

(
krεpεpE

2

)
. Therefore, the shape parameter,

kr, is then given by

kr =
G f

εp2E

(
A∗

i
Ai

)(
2
Li

)
= deq

(
A∗

i
Ai

)(
2
Li

)
(15)

It is important to highlight that the shape parameter kr depends on the material
characteristic length, deq, as well as the discretization used in the simulation (remember
that A∗

i /Ai = 0.3474). When the discretization changes, this shape parameter must be
adjusted to ensure the correlation between the energy released during the fracture and the
energy stored in the material.

Under compression, the element exhibits linear elastic behavior leading to rupture
caused by Poisson’s ratio, known as indirect tension. Brittle and quasi-brittle materials
have this characteristic behavior, where the compressive strength is greater than the tensile
strength [45,46].

The intrinsic inhomogeneity of the material can be represented by three-dimensional
random fields, as proposed by [47]. The elastic modulus, density, and fracture energy
can be modeled in this way, as explained in detail in [42,48]. Generally, the global results
obtained with the LDEM are more sensible when considering the fracture energy, G f , as a
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random field. Therefore, by keeping the shape parameter kr constant, the critical strain εp
also becomes a random parameter. Notice that in Equation (13), E and deq are deterministic
parameters, and then, εp inherits the random nature of the G f , defined as a random field.
It is crucial to represent the material heterogeneity as a random field of its properties
independent of the LDEM discretization. As a result, the simulation outcomes remain
consistent even if the LDEM discretization changes, as demonstrated in [48].

4. LDEM Implemented in Abaqus Environment

In this section, the LDEM-Abaqus version is presented. By implementing the standard
LDEM (programmed in Fortran) into the Abaqus/Explicit 6.13 software [49], the Finite
Element Method (FEM) and other tools available within Abaqus can be more easily utilized
in conjunction with the LDEM. Thus, a wide range of problems can be simulated, as
demonstrated in [41,42].

With the LDEM-Abaqus version, it becomes possible to model interactions between
the LDEM and rigid surfaces or even FEM elements, creating a hybrid approach. In this
case, the LDEM is applied to regions where it is crucial to model the transition from damage
to fracture and from continuum to discontinuous, while the conventional FEM is used
elsewhere. Another advantage of the LDEM-Abaqus version is the ability to use alternative
constitutive models available in Abaqus 6.13 to simulate different material behaviors.

It is important to note that no custom subroutines were created to build the LDEM
model within Abaqus. Instead, 3D truss elements (T3D2) with equivalent densities were
used to model the LDEM elements (as discussed in Section 3.1), and a constitutive law
available in the Abaqus 6.13 library was used to account for fracture energy and its variation
(as mentioned in Section 3.2).

4.1. LDEM-Abaqus Description

In the LDEM, the continuum is represented by a regular three-dimensional arrange-
ment of elements, with masses concentrated at their ends (half of the element’s mass at each
node), derived from the repetition of a basic module (Figure 1a). The mass of a solid cube
of size L × L × L (ρL3) is distributed among the nodes in the LDEM representation, with
half of the cube’s mass allocated to the central node and the remaining mass distributed
among the eight corner nodes. Consequently, each internal node has a lumped mass of
(ρL3/2), while nodes located at the corners have a lumped mass of (ρL3/16).

The equivalent density of LDEM elements is determined using the mass balance
equation at the central node:

1
2

ρL3 =
1
2
(6)ρeq Al Ll +

1
2
(8)ρeq AdLd (16)

Here, the left-hand side of the equation represents the mass of the LDEM central node,
while the right-hand side accounts for half the mass of each element connected to this
node—specifically, six longitudinal elements and eight diagonal ones (with half of the
element’s mass lumped at each end).

When the basic LDEM module is repeated to model a body, some nodes may not be in-
fluenced by six longitudinal elements and eight diagonal ones, as described in Equation (16).
In order to overcome this mass deficit, a mass of m = 0.5nρeq Al L is added to these nodes,
where the number of missing longitudinal elements that reach the node is n. Figure 2a
illustrates a body modeled with 3 × 3 × 2 basic LDEM modules, detailing a face module
and a corner module, where missing longitudinal elements can be observed (Figure 2b).
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4.2. Constitutive Model

The LDEM bilinear constitutive law presented in Figure 1b is represented exactly
within the Abaqus/Explicit 6.13 environment by the superposition of the linear elastic be-
havior that defines the loading branch plus another model to describe the softening branch.
There are different options to represent the softening branch in Abaqus. One approach is
to use the Brittle Cracking Constitutive Model [41], while another involves accounting for
unloading with residual strains (where unloading does not return to the origin) using the
Concrete Damaged Plasticity Model [42]. This work employs the first approach.

The brittle cracking constitutive model is a concrete failure model available in the
Abaqus 6.13 library [49]. It accurately represents the LDEM bilinear constitutive law, which
includes a bilinear relationship for tension and linear-elastic behavior for compression and
facilitates the removal of broken elements during the simulation. The brittle behavior of
concrete, considering the distributed cracks as discontinuities, supports this constitutive
model. The material fracture energy in mode I (G f ) is used as a fracture parameter. Figure 3
depicts this model.
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The brittle cracking model available in Abaqus 6.13, shown in Figure 3, represents
a curve as a function of the normal displacement (un) and the tensile stress (σtu). It is
important to note that σt is obtained by dividing the load F by the cross-sectional areas
of the elements presented in Equation (10). The normal displacement un is obtained
by multiplying the strain by the element length, Li. Then, the brittle cracking model is
intricately connected to the constitutive law of the standard LDEM (Figure 1b), defined
by the element failure strain (εr) and the maximum stress the element can withstand,
which occurs when the element strain reaches εp. Beyond this strain, the elements begin to
experience damage due to traction. The LDEM bilinear constitutive law parameters allow
expressing the maximum stress as σtu = Eεp.

Similar to the standard LDEM, mechanical properties such as mass density, Young’s
modulus, and fracture energy can be defined as random fields. These fields are charac-
terized by their statistical distribution and spatial distributions, which are described by
spatial correlation information.

More precisely, a given material property X for each element is herein assumed to be
satisfactorily modeled by a Weibull probability distribution. The properties of this distribu-
tion are presented in Table 1, where β and γ are the scale and shape parameters, respectively.

Table 1. Characteristics of Weibull distribution used to describe the X material property’s variation.

Weibull probability distribution F(X) = 1 − exp
[
−(X/β)γ]

Mean value X = β[Г(1 + 1/γ)]

Standard deviation st = β
[
Г(1 + 2/γ)− Г2(1 + 1/γ)

]1/2

Note that Г(x) =
∫ ∞

0 tx−1e−tdt denotes the Gamma function.
To simulate pseudo-random values of X, the following formula was applied:

X = β[−ln(1 − r)]1/γ (17)

Here, r is a random number uniformly distributed within the range (0, 1). Numerous
routines are available for generating samples of r.

In this study, only the material fracture energy, G f , is employed as a random variable.
Its spatial correlation is characterized by a correlation length, which guarantees that this
material property remains unaffected by the model discretization. For further details
regarding this implementation, see [48].

5. Simulation of Size Effect on Rock Specimens

In this study, the failure of rock specimens of varying dimensions is simulated to
analyze the cohesive fractal law behavior using the LDEM within the Abaqus environment.
Three loading scenarios are numerically examined: tensile, flexural, and compressive tests.

Table 2 shows the material properties related to a rock material (granite) used on the
three loading scenarios mentioned above. A 3D random field is used to model the fracture
energy G f , which is related to the module size L. Specifically, the probability distribution
of G f follows a Weibull function (see Table 1), with the mean value, coefficient of variation,
and correlation length provided in Table 2. The correlation length represents the distance
at which the fracture energy values in this random field become uncorrelated.

Square plates of 200 mm side with different correlation lengths, as presented in
Figure 4, exemplify the above random field. Correlation length values (Lcx = Lcy) equal to
1.5 mm, 10 mm, 20 mm, and 40 mm are used.

It is important to point out that every simulation generates unique stress–strain or
displacement curves due to the fact that the material’s properties are randomly distributed.
To obtain representative results, four simulations are conducted for specimens of each size
on each loading scenario.



Fractal Fract. 2024, 8, 678 10 of 21

Table 2. Material properties and parameters utilized in the LDEM simulations.

Material Properties Value

E (Young’s modulus) 75 GPa

ρ (mass density) 2700 kg/m3

ν (Poisson ratio) 0.25

deq (characteristic length of the material) 1.465 m

εp (mean elementary characteristic strain) 1.0878 × 10−4

G f (Mean fracture energy related to size L) 1300 N/m

CV (G f ) (coefficient of variation of G f ) 40%

L (basic LDEM module length) 5 mm
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5.1. Rock Specimens Under Tensile Loading

The same set of rock specimens exploited by Kosteski et al. [18,19] are simulated now
using the LDEM implemented in the Abaqus/Explicit 6.13 environment. For this work,
simulations are conducted with side lengths b ranging from 50 to 750 mm. The specimens
are fixed at the lower face, while the upper faces experience a monotonic increasing
displacement with a strain rate of 0.1 s−1. In order to achieve plane strain conditions, in
all instances, the nodal displacements are restrained in the model thickness direction. The
specimens are analyzed up to complete failure. The smallest specimen, with a side length
of 50 mm, is modeled with an LDEM array of 10 × 10 × 1 cubic modules with 1026 degrees
of freedom (DOF). This is the smallest array that produces satisfactory results. At the same
time, the largest specimen used in this study is the specimen with a side length of 750 mm,
modeled with 150 × 150 × 1 cubic modules with 204,306 DOF. The dimensions of the
samples are presented in Table 3. Figure 5a shows the boundary condition and the layout
of the specimens.

Table 3. LDEM’s studied model’s dimensions.

Specimen 1 2 3 4 5 6 7 8 9 10

Side b (mm) 50 75 100 150 200 250 300 400 500 750

Side b (modules) 10 15 20 30 40 50 60 80 100 150

The numerical simulations of the tensile test are performed by considering four cor-
relation length values (Lcx = Lcy): 1.5 mm, 10 mm, 20 mm, and 40 mm. The smaller
correlation length employed is equal to 1.5 mm, which is smaller than the basic module
length. Therefore, each element has statistically independent values of G f . This means that
the properties of one element are not influenced by the properties of neighboring elements.
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Figure 5b presents the stress–strain curves resulting from all simulations (in black) of
the specimen characterized by b = 0.20 m together with the average curve (in red). Figure 5b
presents the key parameters characterizing the stress–strain curves: σu is the ultimate stress
and εu its corresponding strain. Finally, the strain at which stress falls below 2% of the
ultimate stress is defined as critical strain, εc. This notation is applicable to specimens with
ductile behavior but also to specimens with brittle behavior. In the specimens when failure
occurs in a brittle manner, the only complication is distinguishing the ultimate strain (strain
at peak) from the critical strain, εc.

5.2. Rock Specimens Under Flexural Loading

In order to examine the size effect of rock specimens under flexural loading, three
beams of varying dimensions (named small, medium, and large in the following) and
proportional to each other, with a scale factor of 2.0 in all dimensions, are considered (see
Table 4). For each configuration, four random fields of G f are employed.

Table 4. Beam dimensions (modules) for rock samples under flexural loading.

Dimensions Small Medium Large

L (mm) 200 400 800
S (mm) 150 300 600
b (mm) 25 50 100
t (mm) 15 30 60

Regarding the boundary conditions, the nodes on the left-hand side and on the
right-hand side, both on the bottom face of the model, are constrained in the y direction,
whereas on the nodes located at the center of the beam and on the upper face, a uniform
vertical displacement is applied in the y direction (see Figure 6). In order to produce
satisfactory results, the smallest LDEM array used to simulate the small beam consists
of 3 × 5 × 40 cubic modules with 2736 DOF. At the same time, the large beam consists
of 14 × 20 × 160 cubic modules with 252,219 DOF, thus constituting the largest specimen
used in this loading scenario.
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5.3. Rock Specimens Under Compressive Loading

In order to examine the size effect of rock specimens under compressive loading, cubic
samples with 50 mm, 100 mm, and 200 mm sides are employed. Figure 7 illustrates the
three cubic specimen sizes under consideration together with a representation of the LDEM
mesh for the largest one.
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The rock samples are analyzed by considering two different boundary conditions:
constrained and free. In the constrained boundary condition, all nodes of the upper and
down surfaces are fixed in the horizontal plane, that is on x and z directions (see Figure 7).
In the free boundary condition, all nodes of the upper and down surfaces are free in the
horizontal plane. In both conditions, a uniform vertical displacement is applied in the -y
direction on the upper nodes and those on the down surface are fixed in that direction.

The smallest LDEM array consists in 10 × 10 × 10 cubic modules with 6993 DOF and
is employed for the smallest (b = 50 mm) model. At the same time, when b = 200 mm the
model consists in 40 × 40 × 40 cubic modules with 369,957 DOF, representing the largest
cubic specimen employed in this analysis. It should be noted that models of larger sizes are
not considered due to limitations in computational capacity.
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Regarding the G f random field, the numerical simulations of the compressive tests
are performed by considering the same four correlation length values (Lcx = Lcy) employed
in the case of the tensile scenario, that is 1.5 mm, 10 mm, 20 mm, and 40 mm.

6. Results and Discussion
6.1. Tensile Scale Effect

Table 5 shows the mean values of the parameters (see Figure 5b) obtained from the
stress–strain curves for the specimens simulated with different sizes and with a correlation
length equal to 1.5 mm. Table 5 also presents the mean values of the strain energy (ES),
kinetic energy (EK), and the energy dissipated by damage (UD). These values are referred
to as the peak of stress (that is, at σu as shown in Figure 5b) and divided by the cross-section
of the specimen (b t).

Table 5. Mean values of ultimate stress, ultimate strain (strain at the peak of stresses), and critical
strain together with values of the kinetic, strain, and dissipated by damage energies per unit area
measured at peak to each of the specimen sizes studied. In the table is also indicated +/− one
standard deviation of each value.

b
[mm]

σu
[N/mm2]

εu
[µm/m]

εc
[µm/m]

At Peak Energy [Nm/m2]

EK ES UD

50 13.46 ± 0.15 523 ± 39 4509 ± 204 0.8 ± 0.4 161 ± 8 75 ± 8

75 13.52 ± 0.11 456 ± 33 2807 ± 141 0.8 ± 0.4 232 ± 12 104 ± 10

100 13.42 ± 0.13 433 ± 24 2073 ± 85 0.9 ± 0.4 290 ± 14 126 ± 11

150 13.51 ± 0.09 428 ± 0 1418 ± 2 0.9 ± 0.4 435 ± 20 184 ± 15

200 13.47 ± 0.05 424 ± 13 1067 ± 26 1.0 ± 0.4 561 ± 22 229 ± 16

250 13.43 ± 0.09 421 ± 6 812 ± 14 1.0 ± 0.3 682 ± 29 272 ± 22

300 13.39 ± 0.02 412 ± 1 615 ± 29 0.9 ± 0.3 830 ± 32 352 ± 23

400 13.49 ± 0.04 414 ± 5 460 ± 15 1.0 ± 0.3 1138 ± 34 494 ± 29

500 13.47 ± 0.04 410 ± 6 457 ± 11 1.5 ± 0.5 1375 ± 39 545 ± 35

750 13.46 ± 0.05 402 ± 8 429 ± 7 2.2 ± 0.4 2019 ± 55 793 ± 43

The fractal exponent of tensile strength, dσ, is defined as the slope of the bi-logarithmic
plot of the normal strength versus the characteristic specimen size, b (see Figure 8a). This ex-
ponent quantifies the tensile scale effect. From this figure, a practical null scale effect is iden-
tified (dσ = 0.002) as being the fractal tensile strength defined as σ∗

u = 13.586 MN/mm1.998.
Moreover, the variability of the values is considerable for the small specimens, as presented
in Figure 8a; however, this variation decreases after b = 200 mm.

The fractal exponent of deformations, dε, can be determined by measuring the slope
of the bi-logarithmic plot of the critical displacement, wu = εub, against the characteristic
specimen size, b (Figure 8b). The fractal exponent and the fractal strain are defined at the
peak displacement as dεu = 0.04 and ε∗u = 526 µm/m, respectively.

Finally, the variation in fracture energy with specimen size on the bi-logarithmic scale
is plotted in order to compute the fracture energy fractal exponent, dG (Figure 8c). To
compute G f , the energy balance method presented by Kosteski et al. [19] is employed.
According to that method, the fracture energy is defined as the total energy at the peak
stress, subtracting the energy dissipated by damage (UD) at the same point. However,
the kinetic energy is disregarded at the point of maximum stress (see Table 5). Therefore,
the strain energy per unit of area measured at the peak stress would be equivalent to
the “fracture energy”, which represents the energy released before the onset of damage
nucleation. From Figure 8c, the fractal exponent is dG = 0.96 and, therefore, the fractal
fracture energy is G∗

f ≈ 3.58 Nm/m2.96.
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Figure 8. Fractal scale effect on the (a) tensile strength 𝜎௨ , (b) critical strain 𝜀௨ , and (c) fracture 
energy for rocks under tensile loading. The mean values (blue triangles) and bar with ±1 standard 
deviation are also indicated. The fitting lines have been obtained through the use of the least squares 
method. 
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Figure 8. Fractal scale effect on the (a) tensile strength σu, (b) critical strain εu, and (c) fracture energy
for rocks under tensile loading. The mean values (blue triangles) and bar with ±1 standard deviation
are also indicated. The fitting lines have been obtained through the use of the least squares method.

Carpinteri’s cohesive fractal law, as detailed in Equation (5), states that the three fractal
exponents added must equal 1.0 [21,22,24,27,28,50]. This statement has been confirmed
in simulations carried out with the LDEM, which are in full agreement with fractal scale
effect theory.

It is worth noting that in Kosteski et al. [18], the same set of specimens was analyzed by
employing the standard LDEM. In that work, the authors classified the structural response
using Carpinteri’s brittleness number, s, as brittle, ductile, or brittle-to-ductile transition
behavior. This work shows a good agreement between the results obtained from LDEM
simulations and those obtained from experimental data in the technical literature. Therefore,
it is evident that the method can accurately capture the behavior of structures and is in
accordance with the principles of classical structural mechanics.

Figure 9 shows the influence of the correlation length (Lcx = Lcz) of the random field
fracture energy on the scaling exponents of tensile strength, critical strain, and fracture
energy. More precisely, the correlation length, which was previously analyzed in Figure 8,
is equal to 1.5 mm, a value that is typical for small-grained hard rock but rare in concretes.
Therefore, the following correlation lengths are considered: 10 mm, 20 mm, and 40 mm.
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values (circles) and bar with ±1 standard deviation are also indicated. The fitting lines have been
obtained through the use of the least squares method.

From Figure 9, it is possible to note that the increase in the correlation length leads to
an increase in the fractal exponent of the tensile strength and strain. In contrast, the fractal
exponent of the fracture energy reduces with the correlation length. Notably, the sum of
the three fractal exponents is approximately 1.0, which aligns with the fractal cohesive law
theory as well. Moreover, Figure 9 demonstrates that smaller specimens do not always
produce accurate results and that result dispersion increases with the correlation length.
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The smaller specimens have a suboptimal mesh discretization, particularly the specimen
modeled with only 10 × 10 LDEM basic modules.

Table 6 provides a summary of the fractal exponents obtained from the simulations
shown in Figure 9. It is evident that for all cases analyzed, the sum of the three fractal
exponents is close to one. This is a reasonable result, given that the three fractal exponents,
stress, strain, and fracture energy, are derived from the maximum stress, characterize the
strain distribution at the peak, and describe the damage distribution along the specimen,
respectively, all at stress peaks.

Table 6. Mean values of the true tensile strength, strain, and fracture energy together with values of
the fractal exponents and the sum of them for each correlation length examined.

Lcx = Lcz σ*
u dσ ε*

u dε G*
f dG dσ + dε + dG

1.5 mm 13.502 0.00 0.546 0.05 3.920 0.94 0.99

10 mm 15.226 0.03 0.574 0.09 4.468 0.88 1.00

20 mm 17.250 0.06 0.673 0.13 5.976 0.81 1.00

40 mm 18.583 0.07 0.844 0.17 8.318 0.75 0.99

These fractal values are associated with the microstructure of the specimen. When
there is greater heterogeneity (a smaller correlation length, Lc, relative to the specimen size),
the properties show more variability, and strain tends to diffuse. In this case, the fractal
fracture energy is released almost uniformly throughout the specimen. When Lc increases,
areas with minimal properties tend to concentrate displacements, and these areas release
more fracture energy. Therefore, the three exponents are interdependent at this point.

6.2. Flexural Scale Effect

Figure 10a shows the global behavior in terms of flexural load versus the mid-span
deflection curves obtained in the simulations. The correlation length (Lcx = Lcz) of the G f
random field is assumed to be equal to 1.5 mm. From Figure 10a, it is possible to compute
the flexural strength using Equation (18):

σ =
3FS
2tb2 (18)

where the values of S, t, and b are defined in Table 4 and Figure 6.
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Under flexural loading, the fractal kinematic parameter considered, which has the
same meaning as the critical strain in a tensile test, is the localized rotation at the beam
mid-span. This parameter at the point of failure (δc) is defined as follows:

φc =
δc

S/2
(19)

The flexural stress–rotation curves obtained in the numerical simulations are shown
in Figure 10b.

As defined in [38,39], the area under the curve flexural load versus deflection (F–δc) is
defined as the dissipated energy (W). The flexural fracture energy is the energy dissipated
at the peak flexural load divided by the cross-section of the beam.

Figure 11 presents the scale effect of (a) flexural strength, (b) mid-span rotation, and
(c) fracture energy at the peak flexural load of the simulated beams submitted to three-point
bending testing.
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The sum of the flexural fractal exponents, dσ = 0.10, dχ = 0.35, and dG = 0.52, is
also close to 1. Therefore, the LDEM simulations capture the size effect on rocks under
three-point bending tests using Carpinteri’s cohesive (flexural) fractal law.

6.3. Compressive Scale Effect

Following the methodology employed in Section 5.1, in order to compute the fractal
tensile exponents, the fractal scale effects on the cubic samples under compression are
here examined. In this first analysis, the effect of the two different boundary conditions
(see Section 5.3) on the scaling exponents is investigated by considering a fixed correlation
length equal to 1.5 mm.

Figure 12a presents the compressive stress–strain curves obtained with the simulations,
while Figure 12b presents the results expressing the displacement.

From the stress–strain curves (Figure 12a), the size effect on the normal compressive
strength, strain related to maximum compressive stress, and fracture energy is obtained
(see Figure 13). The coefficient of variation of the results is less than 2.5% in the fracture
energy, 2.7% in the strain, and 5.4% in the fracture energy. Consequently, these values are
not visible in the plot of Figure 13.

Table 7 summarizes the fractal exponents obtained from the numerical simulations
of the compression tests together with the true compressive strength (in MN/mm2−dσ),
strain (in µm/m1−dε), and fracture energy (in Nm/m2+dG). It can be observed that the
sum of the three fractal exponents is close to 1.0 for the constrained boundary condition
and equal to 1.8 for the free one. The results for the free boundary condition apparently
do not agree with the cohesive fractal law. This specific case must be better studied to
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guarantee these results with comprehensive size dimensions, since it is beyond the scope
of this work.
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Figure 13. Fractal scale effect on the (a) compressive strength, (b) critical strain, and (c) fracture 
energy for rocks under compressive loading considering the constrained and free boundary 
conditions. The mean values (circles) and bar with ±1 standard deviation are also indicated. The 
fitting lines have been obtained through the use of the least squares method. 
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for the cubic samples of 50 mm, 100 mm, and 200 mm considering the constrained and free
boundary conditions.
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Figure 13. Fractal scale effect on the (a) compressive strength, (b) critical strain, and (c) fracture 
energy for rocks under compressive loading considering the constrained and free boundary 
conditions. The mean values (circles) and bar with ±1 standard deviation are also indicated. The 
fitting lines have been obtained through the use of the least squares method. 

Table 7 summarizes the fractal exponents obtained from the numerical simulations 
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Figure 13. Fractal scale effect on the (a) compressive strength, (b) critical strain, and (c) fracture energy
for rocks under compressive loading considering the constrained and free boundary conditions. The
mean values (circles) and bar with ±1 standard deviation are also indicated. The fitting lines have
been obtained through the use of the least squares method.

Table 7. Mean values of the true compressive strength, strain, and fracture energy together with
values of the fractal exponents and the sum of them for each boundary condition examined.

Boundary Conditions σ*
u dσ ε*

u dε G*
f dG dσ + dε + dG

Constrained 3794 0.53 60.21 0.46 84.54 0.00 0.99

Free 129 0.00 4.68 0.86 0.20 0.94 1.80

The compressive strengths reported in the numerical simulations for the constrained
boundary condition are considerably higher than the expected values for rocks. For
example, the granite has a compressive strength ranging from 90 to 210 N/mm2 [51,52].
However, when the free boundary condition is employed, the true compressive strength
is approximately 130 N/mm2, regardless of the cube size. These values are more aligned
with the actual values observed in rocks.

Figure 14 illustrates the failure configuration as reported by the numerical simulations
for both boundary conditions. The broken elements are plotted in red to facilitate a more
straightforward interpretation.
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Figure 14. Representative failure configurations reported by the numerical simulations for different
cube sizes, considering the constrained boundary condition and the free boundary condition. The
broken elements are in red.

It can be observed that the simulation with constrained boundary conditions con-
sistently results in a bi-cone or hourglass failure pattern. In contrast, the free boundary
condition produces a more intricate crack pattern, with cracks initially forming on the sur-
face subjected to the load and subsequently propagating vertically. The results of the failure
configuration are in accordance with the values of the fractal fracture energy exponent.
More precisely, for the constrained boundary conditions, which report a fractal exponent
of fracture energy dG = 0 (∆G = 2 + dG), a localized fracture on a plane is observed, with
the damaged elements concentrated in a surface at 45◦, forming the hourglass shape. On
the other hand, when the free boundary condition is employed, the damaged elements are
distributed throughout the volume; that is, ∆G = 2 + 0.94.

Figure 15 shows the influence of the correlation length (Lcx = Lcz) of the random
field fracture energy on the scaling exponents of compressive strength, critical strain, and
fracture energy for the constrained boundary condition only. More precisely, the following
correlation lengths are considered: 1.5 mm, 10 mm, 20 mm, and 40 mm. The results
show that similar values of fractal exponent are obtained regardless of the correlation
length employed. Moreover, the dispersion of results increases with the correlation length,
exhibiting the greatest dispersion when Lcx = Lcy = 40 mm. The fractal invariant (or
normalized) values exhibit a slight decline with the correlation length employed. In other
words, while the values decrease with the correlation length used, the inclination of the
curves on the bi-logarithmic scale remains unchanged.
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Figure 15. Fractal scale effect on the (a) compressive strength, (b) critical strain, and (c) fracture
energy for rocks under compressive loading considered by varying the correlation length of the
random field. The mean values (circles) and bar with ±1 standard deviation are also indicated. The
fitting lines have been obtained through the use of the least squares method.

It can be observed that the sum of the fractal exponents is approximately 1.0 in this
loading scenario, irrespective of the correlation length employed in the simulations. The
fractal exponents of compressive strength and strain are both around 0.5, in accordance
with the linear elastic fracture mechanics (LEFM) prediction. The fracture energy exponent,
measured in a manner analogous to that employed in tensile loading, is 0 or negative.

7. Conclusions

This study demonstrates the size effect on rocks under tensile, flexural, and compres-
sive loading using the Lattice Discrete Element Method, confirming that the findings align
with Carpinteri’s fractal cohesive law. Based on the results reported above, the following
conclusions can be drawn:

• In the numerical simulation of tensile tests, the fractal cohesive law effectively rep-
resents the scale effect, with fractal exponents changing according to the correlation
length of the random field fracture energy. As this length increases, the fractal expo-
nents for tensile strength and strain also increase, resulting in greater dispersion of
the results.

• Regarding the simulations of flexural tests, the LDEM was also able to capture the size
effect, with smaller models showing more variability in the results, emphasizing the
need for larger specimen simulations.

• In LDEM models subjected to compressive loading, the boundary conditions strongly
influence the results; when the boundaries are constrained, the fractal exponents’ sum
tends to be around 1.0, whereas in the case of free boundary conditions, the results
exhibit a greater degree of variability, with the fractal exponents’ sum approaching 2.0.

• Notice that in the numerical method used (LDEM), a simple elementary constitutive
law (bilinear) has been selected to reduce the number of parameters that need to be
defined and to facilitate their interpretation. This approach enables the capture of
several aspects of the cohesive fractal law proposed by Carpinteri. Thus, this feature
is an important consideration in the LDEM that should be taken into account.

The next stage of this research is to investigate the relationship between the fracture
pattern and the cohesive fractal law.
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