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ABSTRACT
Critical thinking and creativity are fundamental skills for engineers
and computer scientists. The emergence of Large Language Models
(LLMs) able to create chatbots that use natural language is an op-
portunity for educators to foster these skills. The well-known risk
of generative AI for potential misinformation offers fertile ground
to practice critical thinking.

This paper describes a hands-on experience within a database
course, where students had to develop a chatbot using the LangChain
framework, and to evaluate it from different points of view. The
students were free to choose the domain of their chatbot. The learn-
ing goal was twofold: on the one hand, to make them practice with
state-of-the-art technologies, and on the other hand to stimulate
critical analysis on their output. The paper discusses the students’
evaluation of the chatbots under several metrics, including docu-
ment retrieval, syntax and grammar accuracy, semantic relevance
and information reliability. Students’ assessments were also com-
pared to the teachers’ ones, to gain an insight on the critical attitude
of the students and to offer a ground for discussion.

The experience was stimulating and appreciated by the students.
The final results highlight that the majority of students successfully
produced chatbot responses that were grammatically and syntacti-
cally correct, and that consistently extracted pertinent sections from
documents, yielding semantically relevant outputs. Despite these
achievements, a significant portion of students expressed reserva-
tions about the reliability of the chatbot’s responses to prompts,
gaining awareness of LLMs’ capability to generate responses that
make sense to humans but may be potentially misleading.

CCS CONCEPTS
• Information systems→ Information retrieval; Information
retrieval query processing; • Computing methodologies → Natu-
ral language processing; Question answering; Critical Thinking; •
General and reference → Computing education.
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1 INTRODUCTION AND LITERATURE
Generative Artificial Intelligence (AI) is gaining increasing atten-
tion in education, and experiments on using ChatGPT or other
Learning Language Models (LLMs) are reported more and more
frequently in almost every educational domain [7, 11, 12, 15]. En-
gineering and computer science education is naturally oriented to
state-of-the-art technologies, and therefore the effort of using LLMs
as educational tools is growing. The use cases cover different edu-
cational challenges, ranging from creation of artifacts, evaluation
and grading [5, 13, 22, 23].

One of the most interesting challenges is to exploit generative AI
to foster fundamental skills such as creativity and critical thinking,
which represent key competences for the jobs of tomorrow [1, 17,
20]. Generative AI naturally requires a critical attitude for users to
exploit outcomes in an effective and ethical way, and it is therefore
a very useful potential tool for students [6, 8, 10, 14, 21].

This paper describes an experiment that involved students at the
third year of a B.S. in Engineering, attending a course on databases.

The traditional content of a database course, i.e. SQL language,
offers limited opportunity to involve creativity, and critical thinking
often consists in distinguishing a correct solution from an incorrect
one, in general by using tools that directly report errors, thus not re-
quiring specific skills. The introduction of a lab activity focused on
the creation of a chatbot using LLMs and on its evaluation, offered
the opportunity to add this learning component. The aim of this
experience was not to assess the utility of the chatbot for learning,
as many studies have already done this (e.g., [2, 3, 16]), but to ex-
pose students to the technologies for creating chatbots, especially
involving newer advancements like LLMs. The professional profile
of the graduate in Media Engineering is different from computer
scientists, as it is mainly oriented to the management of the innova-
tion processes in digital production companies. Therefore, the lab
experience does not focus on the technical details of LLMs, but on
the use of an established framework like Langchain and functional
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models from Huggingface to assemble the components, and on the
evaluation of the effectiveness of the developed chatbots.

Similar works have been presented; for instance, in [19], students
were asked to create a chatbot and to assess its effectiveness. In
[4], the authors demonstrated that evaluating a chatbot improves
engagement and motivates students. However, the evaluation of
responses from Large Language Models remains an open challenge
in the scientific community [9].

Some authors [18] argue that LLMs should be used as scientific
reasoning engines rather than knowledge databases. In line with
this, in the reported experience LLMs were not used as a knowledge
base, but to elaborate the chatbot answer after the text segments
are retrieved via embedding similarity.

2 EXPERIMENTAL SETTING
The hands-on experience was part of the database course for the
students at the third year of a B.S. degree in Media Engineering.
The curriculum in Media Engineering is highly interdisciplinary,
and it combines technical skills (programming languages, 2D and
3D computer graphics, computer animation, virtual reality) with
communication and marketing expertise regarding media, creative
and cultural industries.

With respect to the more "traditional" database courses that our
university offers to Management or Computer Science Engineers,
where the focus is on database design and on SQL, this course also
included a module about information retrieval and natural language
interfaces that involved generative AI. In the teachers’ intention,
this was a way to expose the students to alternative and state-of-
the-art approaches to knowledge representation and retrieval with
respect to relational databases. The rationale behind this choice
also considered that:

• Vector stores allow indexing documents with vector embed-
dings for vector search. This functionality is integrated into
more traditional databases like MongoDB.

• Large Language Models play an essential role in accessing in-
formation through natural language interfaces. They enable
a direct connection between human language and structured
database queries, simplifying interaction and opening new
ways for information retrieval.

80 students attended the course on database, but participation
to the hands-on experience was not compulsory; its weight was
15% of the final grade of the course, and 60 students participated in
the activity. Students were divided in teams of two, and the total
number of teams that started the activity was 30.

The student teams’ assignment was to create a chatbot using
LangChain1, a powerful framework designed for applications pow-
ered by language models. The teams were free to choose the topic
of their chatbot and the type of questions to ask to measure per-
formance. The only constraint was the topic had to be specific
enough to potentially demonstrate better performance with re-
spect to generalist chatbot such as ChatGPT. This freedom ensured
higher motivation for the students and the activation of a creative
approach. Most of the teams (30%) developed a chatbot related to
sport or entertainment, others on tourism (17%), on services or

1https://python.langchain.com

tutorials (17%) - e.g. how to take care of houseplants, on cuisine
(13%), on arts and literature (13%), and on animals (10%).

From the technical point of view, students had to follow a list of
key steps to implement the chatbot:

(1) Document Loading2: Students uploaded documents using
the document loader, capable of handling both PDF doc-
uments and website content. Each team was required to
include a minimum of 3 and a maximum of 6 documents,
including at least one PDF document and one web page.

(2) Document Chunking via Text Splitter3: The text splitter
plays a crucial role in dividing documents into chunks. This
step is essential for retrieval augmented generation, ensuring
the extraction of the most relevant content segments.

(3) EmbeddingModelDefinition andVectorstoreCreation4:
A model was defined to create embeddings, i.e. text chunks
that are stored as vectors in a Vectorstore to facilitate efficient
retrieval. For the teams that chose documents in a language
other than English, an additional step was required: the text
chunks were automatically translated into English before
being converted into embeddings, using Google Translate.
This step was added to overcome the current limitations of
smaller-sized Large Language Models, which perform better
in English.

(4) Large Language Model Integration5: For each chatbot
query, chunks most similar in cosine similarity were re-
trieved through embeddings. The large language model in-
tegrates the text of these retrieved chunks to generate the
final response.

The entire process used Python, both for the development of the
code for answer generation and for the creation of a Telegram chan-
nel as an interface connected to the Python code. This channel en-
abled students to interact with the chatbot through a user-friendly
interface.

Large languagemodels, despite being powerful in accessing infor-
mation through natural language interfaces, are at-risk to provide
inaccurate information due to imprecision inherent in the models.
Additionally, even the embeddings used in the process might not
always represent information accurately, leading to potential errors
in the portions of documents retrieved by the Vectorstore. Given
this challenge, students were specifically asked to perform an evalu-
ation step to mitigate the risk of misinformation. The learning goal
of this hands-on experience was therefore twofold: on the one hand,
to practice using emerging technologies and on the other hand to
activate a critical mind for evaluating the reliability of results.

The lab sessions were organized around the following phases,
where each phase was guided by a dedicated notebook6:

(1) Setup and preparation: Students (a) familiarized with Co-
lab Notebooks, (b) installed the necessary Python packages,
(c) created a non-functioning Telegram bot obtaining a devel-
opment key not yet integrated with Langchain, (d) selected

2https://python.langchain.com/docs/modules/data_connection/document_loaders/
3https://python.langchain.com/docs/modules/data_connection/document_
transformers/
4https://python.langchain.com/docs/modules/data_connection/text_embedding/
5https://python.langchain.com/docs/modules/model_io/llms/
6All notebooks are available in the following Github repository: https://github.com/
Loricanal/chatbot_develpoment_langchain.
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documents to extract information through Langchain, with
the requirement to upload a minimum of 3 documents and
a maximum of 6, including at least one web page and one
PDF document, and (e) created 10 questions they assumed
the chatbot could answer, manually writing the responses
to be used as ground truth for later evaluation.

(2) Initial chatbot configuration: Students started the cre-
ation of the basic version of the chatbot (Python code with-
out Telegram integration). They started the process by (a)
selecting a preliminary method for document chunking, (b)
using a single embedding model, and (c) integrating a sin-
gle large language model. This initial chatbot configuration
represented the groundwork for subsequent iterations, pro-
viding a baseline for comparison and evaluation. The goal
was to create an initial version of the chatbot from start to
finish.

(3) Different configurations testing: Students systematically
tested 3 different embedding models and 3 different large
language models, for a total of 9 combinations, by evaluating
for each of them the chatbot responses to the 10 questions
selected in the Setup and preparation phase. Their primary ob-
jective was to determine the optimal combination that would
enhance the chatbot overall performance. The evaluation
criteria used different metrics (retrieval accuracy and quality
of the language model output in terms of semantic relevance
and grammar syntax accuracy) that will be discussed later.

(4) Integration of Telegram interface:After the development
of the chatbot logic and functionality, students integrated
these features into a Telegram channel. Python code man-
aged the functionalities of the Telegram channel, providing
a user-friendly interface for real-time interaction with the
chatbot. The goal was to extend the chatbot accessibility be-
yond coding environments, making it available on a widely
used messaging platform.

Most of the notebooks required students to answer questions
related to their experience too, to gather information about their
satisfaction and about the main obstacles they encountered in the
technical development. The analysis of these data is part of the
evaluation of the experience and it is discussed in the next sections.

3 EVALUATION
The evaluation of the experiment includes several aspects, that will
be analyzed in the next paragraphs. Specifically, the evaluation
considers both the technical performance of the chatbot and the
impact of the learning experience on the students.

3.1 Student Participation
30 student teams started the hands-on experience, and 25 of them
completed all the tasks. 3 teams quit after the second phase, i.e. they
tested a single configuration of the chatbot, while other 2 teams did
not complete their submissions in full: one team failed to provide
the code used for testing different configurations, and another did
not respond to the feedback questions meant to assess the main
technical challenges and satisfaction. On the other hand, 4 teams
exceeded the requirements, by testing a higher number of large lan-
guage models or by using more than 10 predefined questions for the

chatbot. One team was remarkably active in providing assistance
to other teams in testing their configurations.

In the following analysis, only the 25 teams that completed all
the tasks are considered.

3.2 Chatbot Performance
This section summarizes the testing activities performed on the
developed chatbots and the main results, discussed in Section 4.

3.2.1 Evaluation metrics. The performance evaluation of the chat-
bots was based on four key metrics:

• Retrieval Recall: For each question, students were requested
to assign a binary value (0 or 1) to indicate whether the
chatbot successfully retrieved relevant documents. The em-
bedding model ability to represent the semantic content of
the text plays a crucial role in determining the success of
this retrieval process, while the LLM is not involved.

• Syntax Grammar Accuracy: Students used a binary value (0
or 1) to assess the quality of the syntax, looking for gram-
mar errors in the responses generated by the large language
model.

• Semantic Relevance: Students used a binary value (0 or 1)
to assess whether a response was pertinent to the question
and had an internal coherence, not being too dispersive or
redundant.

• Information Reliability: For each of the 10 questions, stu-
dents assigned a binary code (0 or 1), deciding whether the
answers were verified considering the documents provided,
or they introduced potential misinformation, thus assessing
the reliability of each answer.

3.2.2 Best configuration selection. Student teams explored various
combinations of embedding models and large language models
from Hugging Face repository. Table 1 shows a summary of the
models that were tested by at least two teams.

The configuration chosen most frequently by the teams uses
all-mpnet-base-v2 as embedding model and flan-alpaca-large as
large language model (see Figure 1). Students chose the best em-
bedding model based on Retrieval Recall, assessing the effectiveness
of information retrieval. Concerning the large language model, the
decision was made by considering the average between Semantic
Relevance and Information Reliability, seeking a balance between
the semantic appropriateness of the answers and the reliability of
the information provided.

3.2.3 Student Assessment Results. Each student team assessed their
own chatbot according to the described metrics and reported their
results.

The histogram in Figure 2 summarizes the student assessment
using the proposed metrics. Considering Syntax Grammar Accu-
racy, several teams achieved a high syntax and grammar accuracy
rate, with 19 out of 25 teams obtaining the score of 100%. This
shows that the majority of the chatbots were successful in gen-
erating responses without grammatical errors. Additionally, the
majority of teams achieved a Retrieval Recall rate of 50% or higher,
with 5 teams reaching 100%. Similar performance was reached for
Semantic Relevance: most of the teams considered more than 70%
of the retrieved answers to be correct. In contrast, for Information
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Table 1: Embedding models and large language models se-
lected from theHugging Face repository and tested by at least
two student teams. The column "Count" shows the number
of teams that tested each model.

Model Count
Embedding Models

all-mpnet-base-v2 19
paraphrase-multilingual-mpnet-base-v2 10
bert-base-nli-mean-tokens 6
LaBSE 4
nq-distilbert-base-v1 4
stsb-xlm-r-multilingual 3
multi-qa-mpnet-base-cos-v1 3
msmarco-distilbert-dot-v5 3
all-MiniLM-L6-v2 3
all-MiniLM-L12-v2 3
gtr-t5-base 2
multi-qa-mpnet-base-dot-v1 2
multilingual-e5-base 2
paraphrase-distilroberta-base-v1 2
paraphrase-multilingual-MiniLM-L12-v2 2

Large Language Models
flan-alpaca-large 17
flan-t5-base 15
flan-alpaca-base 9
flan-t5-large 6
flan-t5-small 4
long-t5-tglobal-base 4
flan-t5-text2sql-with-schema 3
t5-base-e2e-qg 2
mt5-base 2
parrot_paraphraser_on_T5 2

Reliability, the majority of teams (13 out of 25) indicated that no
answers were reliable, thus acquiring awareness of LLMs capabil-
ity to generate responses that make sense to humans but may be
potentially misleading.

3.2.4 Teacher Assessment Results. To get an insight of the criti-
cal skills of the students, the teachers assessed all the chatbots on
Semantic Relevance and Information Reliability, comparing their
scores with those of the students’. Figure 3 shows that, in general,
students’ evaluations were more positive than the teachers’. Only
in two cases teachers assigned a higher score for Information Relia-
bility. Besides, the teachers’ assessments reinforce the observation
that Information Reliability tends to be generally perceived as lower
than Semantic Relevance.

3.3 Student Experience
This section discusses the results of the hands-on experience from
the educational point of view through the analysis of the students’
responses to the questions included in the notebooks, designed to
get feedback both on the technical challenges and on the level of
satisfaction.

Figure 1: Heatmap that shows the best-performing configu-
rations chosen by the student teams. The values in the cells
are the number of teams that selected that configuration.

3.3.1 Technical Challenges. The following list results from the anal-
ysis of the students’ responses to questions related to specific steps
of the chatbot creation process. It is noteworthy that these chal-
lenges did not hinder the overall progress, as most teams employed
effective strategies to overcome them.

• Document Loading Issues
The majority of teams (18 out of 25) did not encounter any
problem during this phase, and for the others teams the
issues belong to two main categories:
(a) PDF format problems - 2 teams initially chose PDF docu-
ments containing lots of images and/or with complex visual
layout. They solved the problem looking for other PDF doc-
uments that contain mostly text;
(b)Websites problems: 5 teams had issues in importing text
from websites due to privacy restrictions or for the com-
plexity of the web pages. They modified their approach by
converting these pages into PDF documents.

• Document Chunking Issues
11 teams out of 25 did not encounter problems during this
phase; the remaining teams had issues with the length of
segments being too long for the maximum token length of
the embedding model chosen in the next phase. The solu-
tion was to perform additional splitting for documents that
exceeded the token limit. 3 teams emphasized that careful
selection of the length of segments and their overlap affected
the Retrieval Recall value of the chatbot.

• Model Choice Issues
During this phase, the only issue was the selection of func-
tional models from HuggingFace; the main challenge was to
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Figure 2: Histogram that shows the teams’ scores for the dif-
ferent metrics. The Y-axis represents the percentage score for
each metric, where, as an example, a value of 20 for Retrieval
Recall indicates that the chatbot successfully retrieved rele-
vant documents in 20% of the cases (e.g. for 2 questions out of
10). The X-axis represents the number of teams that reached
a given score. For example, the bar at Y=20 has X=3, which
means that three teams achieved a Retrieval Recall rate of
20%.

ensure compatibility with system memory limitations (es-
pecially for large language models), as all models needed to
operate without GPU support.

3.3.2 Student Satisfaction. To assess the students’ satisfaction with
the lab sessions, they were asked to share comments, concerns,
criticisms and curiosities about the learning experience. Since this
was optional, only 14 teams gave their feedback.

The feedback is summarized in Table 2, where answers are clas-
sified according to the satisfaction level in "Positive engagement
and interest", "Experience with pros and cons, and suggestions for
improvement" and "Criticisms and suggestions".

Figure 3: The scatterplot shows the comparison between stu-
dents’ and teachers’ evaluations. Each point on the plot repre-
sents a specific evaluation instance, with the X-axis reporting
the student assessments and the Y-axis the teachers’ ones.
This visual representation highlights the alignment or di-
vergence between the two assessments for both Semantic
Relevance and Information Reliability metrics.

4 DISCUSSION
The evaluation of the experience from the educational point of view
covers different aspects, outlined in the following sections.

4.1 Impact on technical skills
Most of the teams (25 out of 30) were able to reach the final goal,
i.e. to deliver a functional chatbot. The quality of their work was
evaluated by the teachers based on the number of lab tasks fulfilled,
code delivery, submission of the feedback responses, extra work
and collaborative effort. The assigned scores varied from 1 to 5,
where most of the teams (73%) got a 4.

The learning objective related to the technical skills was there-
fore reached by most of the students. They experienced a hands-on
activity on the implementation process of a chatbot based on state-
of-the-art AI techologies, and they had to face a series of technical
challenges requiring understanding of new theoretical aspects and
programming skills.

4.2 Impact on critical thinking and creativity
The experience was expressly designed to foster critical thinking,
by (a) asking the student to assess their chatbot under different met-
rics that require a subjective judgement: Retrieval Recall, Semantic
Relevance and Information Reliability, and (b) by asking them to com-
pare Semantic Relevance and Information Reliability, encouraging
them to gain awareness of LLMs capability to generate responses
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that make sense to humans but may be potentially misleading. The
continuous interaction between teachers and students during the
whole experience made this process evident and outlined the effort
of the students to critically examine all their outcomes.

Besides, the comparison between the students’ and the teachers’
assessment of the chatbots (see Figure 3) offered the chance to reflect
together in the classroom on evaluation criteria and strategies, with
open mind and critical attitude.

Students had to adopt a creative approach to select the topic of
their chatbot and to write the list of 10 questions to test it. It is
always difficult to evaluate creativity, but looking at the questions
and by interviewing the students about their choices, the impression
is that most of them appreciated the task for its creative potential,
and that they really tried to create something original.

4.3 Lessons learned
Considering the students’ feedback (through questionnaires and in-
teraction during the whole semester) and the teachers’ observations,
the main positive aspects are:

• Innovative and intriguing experience, because it exposed
students to new technologies such as large language models.

• Engaging and stimulating experience, appreciated mainly be-
cause of the detailed exploration of the chatbot development
phases.

• Inspirational experience, able to arouse interest in further
studies on natural language processing.

On the other hand, several areas for improvement are present:
• Need to balance the difficulty level of the laboratory with
the students’ technical knowledge; since the programming
skills of the students can be very different, a solution could
be fill the gap as a preliminary step of the lab.

• Need for more guidance, more explanations, and better sup-
port for specific technical aspects.

The main challenge for the future edition of the course is to find
the best balance between challenges and appropriate support for
the students.

5 CONCLUSION AND FUTUREWORK
This paper described a laboratory experience for students at the
third year in a B.S. in Media Engineering as part of a database
course, designed to improve both technical and soft skills. The
evaluation results are satisfactory as regards student participation
and engagement, and they demonstrate that the learning objectives
were reached for most of the students. The students’ suggestions
will impact the future editions of the course: the teachers will try
to better balance the difficulty level of the laboratory with the
students’ preliminary technical knowledge, possibly by offering
different level of challenges, to avoid frustration on the one hand
and lack of stimuli on the other hand.

Other actions that could improve the educational experience
and/or the quality of its evaluation, and that will be implemented
in the next editions of the course, are:

• Add another activity for students, i.e. peer evaluation of the
chatbots, so as to provide teams with valuable feedback from
other users.

Table 2: The table reports and classifies the teams’ feedback
about the lab experience.

Message Details

Positive engagement and interest

Challenging yet in-
triguing

Despite technical challenges, the team was intrigued by the world
of embedding models and large language models.

Engaging The team found the laboratory very interesting and engaging,
thanks to the step-by-step guide into the development phases of
chatbot.

Innovative and stim-
ulating, with interest
in exploring further

The team found the work extremely innovative and stimulating,
expressing interest for further refining the training of the chatbot
and the desire to study the process more thoroughly.

Technically fascinat-
ing

The team expressed interest in exploring the programming aspect
of creating a chatbot, and it found fascinating how different com-
binations of models can produce different responses.

Inspirational The team was grateful for the lab experience, as it was able to
create new stimuli and to inspire further exploration into natural
language processing.

Experience with pros and cons, and suggestions for improvement

Well-structured expe-
rience, but need for
more guidance

The team acknowledged that the lab was well-structured but it
suggested a more rigorous guidance, especially given the complex-
ity of the programming requirements.

Interesting, but need
to better clarify
technical aspects (2
teams)

The teams considered the activity very useful, but they suggested
to dedicate more time to clarify and explore the technical aspects
related to implementation. This reflects both positive engagement
and a suggestion for improvement.

Interesting but too
demanding time con-
straints

The team considered the activity very interesting, but reputed
the available time to be insufficient for developing the chatbot,
highlighting the complexity of the task.

Criticisms and suggestions

Insufficient explana-
tions (2 teams)

The teams faced confusion and struggled to understand technical
aspects regarding Python programming and/or the Colab note-
books, suggesting the need for clearer explanations.

Insufficient support The team suggested the need for more teaching assistants in the
laboratory for a more timely support.

Insufficient program-
ming skills (3 teams)

The teams did not fully appreciate the lab experience because they
considered it too difficult for their preliminary programming skills.

Misalignment with
course content

The team appreciated the text data retrieval theme of the lab activ-
ity, but it felt that it is not coherent with a database course content
(focused on SQL), thus causing initial disorientation and requiring
extra work.

• In all the notebooks, add questions to highlight the processes
that involve creativity and critical thinking in each of the
phases of the chatbot development. One of the limits of
this experience, in fact, was the ex post assessment of the
impact on creativity and critical thinking, where an ongoing
assessment would have been preferable.

• Evaluate the possible impact of the topic chosen by the stu-
dents on the quality of the chatbot responses.

• Assess how different types of input data influence response
quality, considering factors such as text length or document
layout.
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