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Abstract—Molecular Field-Coupled Nanocomputing (molFCN)
emerges as a promising technology for addressing the challenges
posed by CMOS scaling. In molFCN, the charge distribution
of molecules encodes binary information. Properly arranging
molecules in specific layouts produces wires and logic gates in
which the information propagates by electrostatic intermolecu-
lar interaction with nearby molecules. Prior research offered
promising insights into the static properties of information
propagation within molFCN circuits, providing a theoretical de-
scription of the mechanism. However, the promising frequency-
switching capabilities of molFCN still need to be validated.
The frequency study of molecules is essential for ensuring the
overall reliability of future molFCN devices. Consequently, this
paper introduces a new methodology combining Density Func-
tional Theory (DFT) and Real-Time Time-Dependent Density
Functional Theory (RT-TDDFT) simulations for determining the
maximum switching frequency of molFCN candidate molecules.
We validate the methodology using the oxidized 1,4-diallyl
butane molecule. Our findings demonstrate the possibility of
achieving hundreds of gigahertz-level switching frequencies for
the 1,4-diallyl butane. Moreover, the results report the nonlinear
molecule behavior when subjected to electric field excitations
above its charge-switching frequency limits. Overall, this work
presents advances in addressing the time-domain modeling of
molFCN candidate molecules, opening pathways for improving
existing models for molFCN circuits.

I. INTRODUCTION & BACKGROUND

Molecular Field-Coupled Nanocomputing (molFCN) is
an emerging Beyond-CMOS computing technology that
addresses the scaling challenges posed by CMOS [1].
The molFCN implements the Quantum-dot Cellular Au-
tomata (QCA) paradigm by exploiting charge localization
within molecule charge aggregation regions to encode binary
information [2]. Fig.1 (a) illustrates a schematic of the
molFCN unit cell implemented with two 1,4-diallyl butane
molecules. Fig.1 (b) shows the chemical structure of the
1,4-diallyl butane, which has been proposed as a molFCN
candidate molecule in [2]. The charge within a couple of
molecules antipodally distributes to reach the two possible
electrostatically stable configurations associated with the
logic information, as Fig.1 (c) reports. By adequately placing
molFCN cells in ordered patterns, it is possible to obtain
molFCN circuits in which the information propagates by
electrostatic interactions between the coupled molecules [3]–
[5]. Fig.1 (d) shows molFCN wire composed of four cells,
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Fig. 1. An overview of the basics of molFCN technology. (a) Fundamental
molFCN cell with four available aggregation centers for charge localization.
(b) Structural view of the 1,4-diallyl butane molecule, exploited for the
information encoding in the molFCN unit cell. (c) Possible logic states
encoding through antipodal charge organization because of the minimization
of the intermolecular electrostatic repulsion in the basic cell. (d) A molFCN
wire comprising four aligned unit cells with ‘0’ logic information propagated
from the input to the output. (e) An example of molFCN majority voter
circuit with the prevalence of the inputs assuming a ‘0’ logic value, thus
forcing a ‘0’ to the output.

whereas Fig.1 (e) reports the Majority Voter (MV) layout.
The MV selects the most frequent input configuration and
enables the implementation of AND and OR functions by
fixing one of the inputs to ‘0’ and ‘1’, respectively. In general,
the molFCN technology presents numerous advantages as
low power consumption due to the absence of current flow
during information propagation, the possibility to create high-
density devices thanks to the nanometric molecular size,
and the ability to work at ambient temperature [6]–[9].
Extensive research is conducted on molFCN circuits at both
the single-molecule [10]–[13] and circuit design levels, pri-
marily focusing on time-independent characterizations [14]–
[17]. In particular, we have proposed the Molecular Sim-
ulator Quantum-dot Cellular Automata Torino (MoSQuiTo)
methodology, which implements a three-step approach to
analyze molFCN circuit starting from the single-molecule
electrostatic characterization [5]. In MoSQuiTo, results from
ab initio investigations permit modeling the molFCN can-
didate molecules as electronic devices. Then, the produced



characteristics are used to evaluate information propagation
in molFCN circuits with the Self-Consistent ElectRostatic
Potential Algorithm (SCERPA), which iteratively solves the
electrostatic interactions within molecules in the layout [16],
[18], [19]. Therefore, the MoSQuiTO methodology allows
molFCN circuit design considering molecules electrostatics
and also permitting the introduction of non-idealities in the
circuit layout, overall overcoming current idealizations in
molFCN designs [20]–[23]. Despite the numerous advantages
of molFCN and its theoretical capability to operate in the
THz range [9], [24], time-dependent circuit-level studies that
integrate molecular physics still need to be introduced. In-
deed, studying frequency limitations in molFCN is crucial for
a technologically comprehensive assessment such as power
efficiency evaluation and operational temperature regimes.
Moreover, the single-molecule frequency study would im-
prove the MoSQuiTO methodology by permitting assessing
the time-dependent information propagation analysis. There-
fore, this paper studies the time behavior of the 1,4-diallyl
butane, which has been much studied in the molFCN context
as a candidate molecule. Specifically, the manuscript presents
a methodology for identifying the maximum switching fre-
quency of molFCN candidate molecules, focusing on study-
ing the charge delocalization within the charge aggregation
regions. Precisely, the study is composed of two key phases.
Initially, a static characterization examines the molecule in
isolation and when subjected to static electric fields. The
static characterization is conducted through ab initio simu-
lations and demonstrates the charge-switching capabilities of
the candidate molecule. Then, a frequency-dependent anal-
ysis is conducted, employing time-varying external electric
fields and Real-Time Time-Dependent Density Functional
Theory (RT-TDDFT). The results demonstrate the suitability
of the proposed methodology for analyzing the 1,4-diallyl
butane. Specifically, two time-varying regime simulations
were conducted at 640 GHz and 64 THz. Interestingly, the
results at 64 THz show non-linearities in charge switching,
resulting in spurious variations of the logic value encoded by
the molecule.

Overall, the results suggest the correct behavior of the 1,4-
diallyl butane molecule when stimulated by electric fields
varying in the thousands of GHz regime. The methodology
adopted in this work set the ground for future studies in the
molFCN time-dependent characteristics, specifically regard-
ing molecule modeling for future increasingly comprehensive
simulation of molFCN circuits.

II. ASSESSMENT OF MOLFCN CHARGE
DYNAMICS

This section presents the methodology employed for the
frequency analysis of molFCN candidate molecules. We
delineate two analysis phases, focusing on static and dynamic
studies. The molecule static characterization is conducted
with DFT simulations, whereas RT-TDDFT calculations are
used for exploring the time-dependent properties. We focus
on the 1,4-diallyl butane molecule to analyze the intramolec-
ular charge transfer. Specifically, we examine the dipole
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Fig. 2. Characterization of the 1,4-diallyl butane ground state relaxed
geometry. The results are obtained withIQmol with STO-6G BS, CAM-
B3LYP XC, and D3 DC. (a) Graphical visualization of the electrostatic
potential. (b) Graphical visualization of the total charge density.

moment as the most suitable parameter for studying charge
localization. The results have been obtained with NWChem,
Q-Chem, and IQmol [25]–[28].

A. Static characterization of molFCN molecules

Molecule static characterization provides the essential tools
and awareness to interpret dynamic regime results. Further-
more, it defines the molecule suitability for molFCN applica-
tions. The study accurately describes the state of the molecule
both at equilibrium and when subjected to constant electric
field excitation, providing the ground for successive time-
dependent analyses. The static analysis is conducted using
a three-step approach: geometry optimization (S1), ground
state analysis (S2), and constant external excitation analysis
(S3). S1 consists of determining the ground state geometry of
the molecule. This phase is of fundamental importance since
the precision of the following simulation results is strongly
dependent on the accuracy of the geometry optimization.
Therefore, it is essential to appropriately choose the Basis
Set (BS), the Exchange Correlation Functional (XC), and the
Dispersion Correction (DC) in such a way as to guarantee
precise molecule description. In the case of the geometry
optimization of the 1,4-diallyl butane molecule, we used
NWChem with Def2-TZVP as BS, CAM-B3LYP as XC, and
D3 as DC [28]–[31]. In S2, taking the optimized geometry
obtained in S1, we analyze the molecule electronic properties
in the ground state. Specifically, we evaluate the dipole
moment, the electrostatic potential, and the electron density
distribution. The dipole moment and the electron density
distribution measure the initial state of the charge distribution
within the molecule, whereas the electrostatic potential gives
more details on the charge aggregation sites and information
encoding. The simulation results of S2 for the 1,4-diallyl
butane molecule are executed using IQmol, employing STO-
6G as BS, B3LYP as XC, and D3 as DC. Fig.2 (a) illustrates
the electrostatic potential distribution of the oxidized 1,4-
diallyl butane molecule, revealing its charge aggregation
centers associated with the two allyl groups. Moreover, Fig.2
(b) displays the total charge distribution of the oxidized 1,4-
diallyl butane molecule, which exhibits charge delocaliza-
tion across the molecule. The dipole moment magnitude
of 1,4-diallyl butane in its ground state equals 0.001 D,
confirming the global charge delocalization. In S3, multiple
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Fig. 3. A schematic view of the 1,4-diallyl butane molecule static and
dynamic analysis simulation setup. (a) Two point charges are equidistantly
positioned to generate a constant electric field Ec that excites the 1,4-diallyl
butane molecule. (b) Conceptual simulation setup for exciting the 1,4-diallyl
butane molecule with a time-varying external electric field E(t).
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Fig. 4. transcharacteristic of the dipole moment versus electric field of the
1,4-diallyl butane molecule obtained trough DFT simulations performed with
NWChem using Def2-TZVP as BS, CAM-B3LYP as XC, and D3 as DS.

DFT simulations are performed, starting from the molecule
ground state and applying a set of constant external electric
fields generated by two point charges positioned as depicted
in Fig.3 (a). The distance between the molecule and point
charges and the value of the point charges determines the
electric field experienced by the molecule. Precisely, the
electric field is evaluated as

Ec = |E(Q, d)| = 2
1

4πϵ0

|Q|
(d+ w

2 )
2

(1)

where ϵ0 is the vacuum permittivity, d denotes the distance
between the charges and the molecule, and Q represents the
value of the point charges. For each electric field intensity, the
corresponding dipole moment of the molecule is calculated,
and a transcharacteristic of the dipole moment versus the
electric field is generated. Fig.4 depicts the transcharacteristic
of the 1,4-diallyl butane for electric field intensities ranging
from -3 V/nm to 3 V/nm. Notably, a saturation region is
observed for the external electric field below -1 V/nm and
above 1 V/nm. Fig.4 shows two significant images represent-
ing the charge localization in the saturation regions. Further
increasing the electric field above the field saturation values
leads to minimal dipole moment variation. The results are
coherent with those obtained in [32]. The transcharacteristic
proves the capability of the 1,4-diallyl butane molecule to
localize the charge in two distinguished sites of the molecule,

assessing its suitability for molFCN application. Moreover, it
serves as a reference for understanding the impact of the
time-varying exciting electric field on the dipole moment
variation. Indeed, it provides the reference value of the dipole
moment in the static regime corresponding to a specific
electric field intensity. This value will be compared to the
amplitude of the dipole moment corresponding to the same
electric field intensity in the time-varying analysis. Such com-
parison enables estimating and quantifying possible dipole
moment attenuations of the magnitude corresponding to the
operating frequency under study. Overall, the results obtained
from the static characterization serve as the foundation for
the dynamic simulation results, providing a reference for
verifying attenuation mechanisms arising in the time-varying
regime in which the molecule is studied.

B. Dynamic characterization of molFCN molecules

In the proposed methodology, we approach the study
of charge dynamics within the molecule. Specifically, we
subject the molecule to time-varying electric fields to observe
the resulting dipole moment variation, thus evaluating the
molecular charge reactive response to external excitation.
The ultimate goal in analyzing the dipole moment varia-
tion in response to time-varying electric fields is to find
the operational limits of the molecule in terms of charge
switching. Specifically, the frequency for which the charge
movement in the molecule is delayed to the applied field
stimulation should be sought, thus establishing an operating
frequency limit for the molFCN candidate molecule. Fig.3 (b)
depicts the conceptual simulation setup used to analyze the
frequency behavior of the candidate molecule. The molecule
is positioned between two ideal electrodes connected to a
time-varying voltage source. Upon activation of the voltage
source, the molecule experiences a time-varying electric field,
represented by three components:

E(t) = Ex(t)̂i+ Ey(t)̂j+ Ez(t)k̂ (2)

Each component reflects its contribution along the axis i,
j, and k, as Fig.3 shows. Given our focus on the molecule
response to specific frequencies, we utilize the RT-TDDFT
method to analyze the dipole moment variation over time
when the molecule is subjected to a sinusoidal electric field.
Consequently, the three components of the electric field are:

Ex(t) = A sin(2πft) (3)

Ey(t) = Ez(t) = 0 (4)

where A represents the electric field intensity, whereas f and
(t) denote the frequency and time, respectively. This dipole
moment time variation is obtained by solving the Time-
Dependent Kohn–Sham (TD-KS) equation for the molFCN
molecule:

iℏ
∂

∂t
ψi(r, t) =

[
− ℏ2

2m
∇2 + VKS(r, t)

]
ψi(r, t) (5)

where VKS(r, t) = Vext(r, t) + VH(r, t) + Vxc[ρ](r, t). In
this equation ψi(r, t) represents the time-dependent Kohn-
Sham orbitals, Vext(r, t) is the external potential, VH(r, t) is
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Fig. 5. The 1,4-diallyl butane dipole moment response to a time-varying
sinusoidal electric field at 640 GHz and the exciting electric field. The dipole
moment follows the electric field variation. Therefore, the molecule switches
correctly at 640 GHz.

the Hartree potential, Vxc[ρ](r, t) is the exchange-correlation
potential, ρ is the electron density, m is the electron mass, and
ℏ is the reduced Planck constant [31]. RT-TDDFT simulations
require careful parameter selection to ensure convergence
and reliable outcomes. First, it is essential to choose the
BS, XC, and DC to describe electronic delocalization in
the molecule accurately. For the study of 1,4-diallyl butane,
we employed def2-TZVP as BS; it offers a good balance
between computational efficiency and accuracy and provides
a high level of precision in describing electron correlation and
molecular orbitals, CAM-B3LYP as XC for its hybrid nature,
by combining both long-range corrected and conventional
hybrid functional approaches it is particularly effective in
capturing charge transfer excitations and provides an accurate
description of electronic transitions, and D3 as DS for pre-
cisely accounting van der Waals interactions. Subsequently,
the electric field intensity is determined to balance charge
delocalization effectiveness and simulation convergence, with
a value of 1 V/nm chosen for our study. Moreover, the
time step for temporal analysis must be selected carefully
to ensure result reliability. As suggested in [28], a low time
step enhances simulation convergence and result accuracy.
For our study of 1,4-diallyl butane, a time step of 0.02419
fs fulfills these requirements.

To validate the methodology and its efficacy in studying
the 1,4-diallyl butane molecule charge-switching capability,
we selected two distinct frequencies: 640 GHz and 64
THz. Analyzing these two frequencies permits evaluating
both operating states of the charge-switching mechanism.
Specifically, a proper operation in which the charge moves
at the same frequency as the electric field and one at a
high frequency, which does not allow the charge to move
correctly due to nonlinear phenomena. Fig.5 reports the
dipole moment variation in a 130 fs span and the associated
external electric field excitation at 640 GHz. The electric
field reaches a maximum value of 0.5 V/nm during the
time window under analysis. As Fig.5 shows, the molecule
dipole moment follows the variations induced by the electric
field. Remarkably, the dipole moment values observed over
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Fig. 6. The 1,4-diallyl butane dipole moment response to a time-varying
sinusoidal electric field at 64 THz. (a) The dipole moment variation over
time. (b) The single-sided FFT of the dipole moment. The dipole moment
variation is strongly affected by nonlinear effects, causing the impossibility
of localizing the charge in one of the two aggregation centers.

INVERSION EVENT

Fig. 7. A zoom on the inversion mechanism that brings to an error in the
information encoding associated with a time-varying sinusoidal electric field
at 64 THz. Despite the electric field being positive in the highlighted region,
the dipole moment is negative, suggesting that the charge localizes in the
opposite direction to what is expected based on the direction of the electric
field.

time are coherent with those reported in the static regime
characterization. Furthermore, focusing on the 0.5 V/nm
excitation highlighted in the static transcharacteristic in Fig.2,
the associated dipole moment is of 7 D. The same dipole
moment value is reported by Fig.5 when the external electric
field reaches 0.5 V/nm. The coherence between temporal
and static regime dipole moment values validates the results
obtained in the static analysis. Moreover, it demonstrates the
possibility of operating the 1,4-diallyl butane at frequencies
up to 640 GHz, given the proper dynamic charge arrangement
showcased by the molecule. Contrarily, when the electric
field frequency increases over a certain threshold, the charge
within the molecule does not rearrange following the induced
variations. In this condition, nonlinear effects, possibly due
to the intramolecular charge reorganization, arise, leading to
the impossibility of adequately localizing charge within the
molecule aggregation centers. Fig.6 (a) reports the dipole
moment variation in a 200 fs span on the 1,4-diallyl butane
molecule when subjected to a 64 THz sinusoidal electric
field. In this case, the dipole moment variation reports



nonlinearities, highlighted by spurious variations in the dipole
moment values. Moreover, the µ values oscillate between -1
D and 1 D, lower than expected for the 1 V/nm electric field
amplitude, thus indicating the absence of concrete charge
localization within the molecule. The FFT associated with
the dipole moment in Fig.6 (b) confirms the presence of
frequency components differing from that of the external
field influencing the molecule. The nonlinear effects affect the
charge localization within the charge aggregation centers and
may cause errors in the information. Fig.7 further highlights
the presence of nonlinearities. Specifically, the dipole mo-
ment exhibits counter-phase behavior while failing to follow
the electric field trend. From a molFCN system point of view,
this effect results in the encoding of logic values opposite to
those one would like to impose in the molecule at a given
frequency, compromising the stability and correctness of the
resulting propagating system.

Overall, the proposed RT-TDDFT simulations offers a
novel approach for analyzing molFCN candidate molecules in
the frequency domain, facilitating the switching mechanism
assessment. Specifically, we demonstrated the correct charge-
switching of the 1,4-diallyl butane molecule up to 640
GHz, whereas nonlinearities arise in the 64 THz domain.
The methodology can be used to determine the maximum
operating frequency and be the basis for dipole moment
time-dependent models of molFCN candidate molecules. The
analysis of the molecule models will lay a robust foundation
for future molFCN time-domain circuit modeling.

III. CONCLUSION

This paper presented a methodology for investigating the
frequency constraints of charge localization within molFCN
molecules. We delineate two study phases corresponding
to static and dynamic analyses. The static characterization,
conducted via DFT simulations, assesses the suitability of
the molecule under test for molFCN applications and pro-
vides a foundation for interpreting results from the dy-
namic regime obtained through RT-TDDFT simulations. We
adopt the methodology using the oxidized 1,4-diallyl butane
molecule, demonstrating its capability to successfully switch
the charge in its charge aggregation centers in response to
external electric field excitation at frequencies as high as
640 GHz. Furthermore, this work presented the nonlinear
effects and errors in the charge localization arising from a
too-high-frequency electric field excitation. Specifically, the
nonlinear effects have been observed in the case of a 64
THz stimulating external electric field, and we demonstrated
them to cause spurious charge distribution inversions. Over-
all, our methodology lays a robust groundwork for future
modeling of the frequency response of individual molFCN
molecules. It enables the identification of the maximum
operating frequency of the single molFCN molecule and
permits to derivation of an equivalent electrical model of the
molecule in the frequency domain. The equivalent electrical
model will form the basis for the time domain modeling of
entire molFCN circuits, thereby facilitating the determination
of their maximum operating frequency. Understanding the

maximum operating frequency opens pathways to analyzing
the overall power consumption, energy needs, heat dissipa-
tion, and dynamic investigations at the molFCN device level.
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