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Abstract

Higher-order theories have a broad range of successful applications but also suffer from localization
instability and mesh-size dependency when modeling quasi-brittle materials such as concrete with
strain-softening behavior. To overcome the above difficulties, this paper proposes a fracture energy
regularization method with a unified, consistent crack bandwidth specifically tailored for higher-order
beam theories. The Carrera unified formulation (CUF) is applied to develop scalable structural theories
and related finite elements. To evaluate the accuracy of the new crack bandwidth, three typical exper-
imental quasi-static benchmarks of pure concrete structures are utilized. A modified Mazars damage
model with tensile and compressive softening laws is implemented in these benchmarks. The comparison
between numerical and experimental results demonstrates that the proposed method can accurately
determine the correct crack bandwidth and preserve the dissipated energy per unit area of a fracture
surface. Moreover, this robust estimation of crack bandwidth reduces the mesh dependency in general,
ensuring the high efficiency of the CUF model.

Keywords
Fracture energy, softening behaviour, Mazars damage model, Crack band model, Carrera unified formu-
lation, Finite element method

Introduction

Quasi-brittle materials such as concrete, rock, and composites are widely applied to many engineer-
ing practices. At the microscopic level, the growth and coalescence of cracks or voids can result in a
strain-softening constitutive response in these materials. Strain-softening, in which the stress
decreases as the strain increases, is one of the most significant reasons that lead to localization
instability. Within the continuum damage mechanics (CDM), the localization instability will lead to
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a high sensitivity of numerical solutions to the way the problem is discretized using finite element
(FE) methods, which is observed as mesh dependency.

Over the past decades, various sophisticated remedies have been proposed to improve the objec-
tivity of FE simulations of quasi-brittle materials. One well-known approach is the use of nonlocal
models (Aifantis, 1992; Pijaudier-Cabot and Bazant, 1987). These models incorporate the states of
not just the point of interest, but also its neighboring points, into a nonlocal variable. A simpler
remedy is the crack band model or fractures energy regularization, proposed by Bazant and Oh
(1983). This approach involves adjusting the material constitutive law by rescaling the post-peak
part of the stress-strain curve in inverse proportion to the crack bandwidth once the material
reaches the damage threshold. Then the area of the rescaled curve represents the fracture energy
density, and the fracture energy regularization helps to preserve the dissipated fracture energy
during the fracture process by the product of the crack bandwidth and fracture energy density.
Without this regularization, the fracture energy would disappear as the crack bandwidth
approaches zero.

The crack bandwidth is influenced by various aspects of mesh discretization, including element
dimensions, element shapes (quadrilateral or triangle), interpolation functions (linear, quadratic, or
cubic), integration scheme (full or reduced Gauss quadrature), and the crack or element orientation.
In the past, three types of formulations have been widely used to determine the correct crack
bandwidth, as partially reviewed in (Jirasek and Bauer, 2012).

The first type is taking the square root of the element area in a two-dimensional (2D) problem or
cubic root of the element volume in a three-dimensional (3D) problem as the characteristic length
(Arruda et al., 2022; Bazant and Oh, 1983; Shen et al., 2022a). Coefficients are sometimes added to
account for the element type and integration scheme (Rots, 1988). However, this method is only
accurate if the elements are squared or cubical, as recommended in (Bazant and Oh, 1983).
Otherwise, incorrect energy dissipation and a non-objective softening behavior may result. To sat-
isfy this strict requirement, the mesh may need to be very dense, leading to high computational costs
in certain models (Shen et al., 2022a).

The second type of formulation is based on element projection, which can be applied to elements
of arbitrary shape (Cervenka, 1995). It involves projecting the element onto a direction perpendic-
ular to the major principal strain direction. This projection represents the distance between the two
most distant element corner nodes in the crack normal direction. When the crack band is not
parallel to the mesh lines, an orientation factor between 1 and 1.5 is also introduced to multiply
the bandwidths obtained using this method, as described in (Cervenka, 1995). This method takes
into consideration the dimensions, shape, and orientation of both the element and the crack.

The third type of crack bandwidth formulation was initially proposed by Oliver Oliver (1989)
and later modified by Govindjee et al. (1995). The Oliver’s formulation calculates the crack band-
width as the distance between the boundary edges of the element in the direction normal to the
crack, while the Govindjee’s formulation is similar to the projection method. Both of these methods
take into account the dimensions, shape, and orientation of the element and the crack. Building on
these earlier works, He et al. (2019) developed an improved method that calculates the crack
bandwidth as the distance between the most distant edge middle points in the crack direction,
capable of computing both compressive and tensile crack bandwidths. However, these methods
are only applicable to linear finite elements and standard Gauss quadrature. To investigate the
influence of the integration scheme, Jirasek and Bauer (2012) found that strain softening may only
localize on a part of the element width if a quadratic interpolation function is used, as also reported
in Slobbe et al. (2013). To account for this strain localization effect caused by the numerical
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integration scheme and interpolation function, Slobbe et al. (2013) introduced two parameters to
modify the Govindjee’s method, but this was only validated for 2D problems.

Currently, the simplicity and computational efficiency of one-dimensional (1D) theories com-
pared to heavier 2D and 3D models are attracting more interest from researchers and engineers.
Classic 1D beam models such as the Euler-Bernoulli beam model (EBBM) (Oldfather et al., 1933) or
Timoshenko beam model (TBM) (Timoshenko, 1921) do not take into account the stresses and
strains that act in directions other than the main axis of the beam, leading to inaccurate predictions
of the behavior of the beam. To address those limitations, many advanced beam theories
(Berdichevsky et al., 1992; El Fatmi and Zenzri, 2002; Silvestre and Camotim, 2002) have been
put forward in the past years, including Carrera Unified Formulation (CUF) proposed by Carrera
and Giunta (2010). This higher-order 1D model allows for the use of different cross-sectional
expansion polynomials, such as Taylor polynomials (Carrera et al., 2013), Lagrange expansion
(Pagani et al., 2021), and Jacobi polynomials (Carrera et al., 2023), to evaluate 3D displacement
field. The CUF beam theory allows for the selection of the desired beam and expansion order,
providing higher efficiency and lower computational costs.

So far, the beam theory based on CUF has been applied to study the vibration analysis
(Carrera and Petrolo, 2012; Dan et al., 2016; Pagani et al., 2013; Shen et al., 2022b) and static
behavior (Carrera et al., 2021; Shen et al., 2022b) of various structures. However, few researchers
have applied the fracture energy regularization technique to CUF. Recently, the 2D CUF
model was used to study the progressive damage analysis of composite structures (Nagaraj et al.,
2020, 2021) and the 1D CUF model was used to study the damage analysis of concrete structures
(Arruda et al., 2018; Shen et al., 2022a), where the fracture energy regularization technique was
employed. All of these studies computed the crack bandwidth based on the cubic root of the element
volume, but this approach is not suitable for situations with irregular meshes or arbitrary crack
directions.

Therefore, it is important to improve the method for estimating the crack bandwidth for the
higher-order beam theory based on CUF. The improved method should have two main features.
First, it should be able to provide a reasonable crack bandwidth based on mesh characteristics and
crack direction during the numerical analysis process, resulting in more objective results. Second, it
should be able to handle small notches in some structures, as reported in (Shen et al., 2022a),
without requiring a large number of elements. This will allow the advantages of CUF, such as
higher efficiency and lower computational costs, to be utilized. For simplicity, this study will con-
sider a simple isotropic damage model (Mazars, 1984) with one damage variable driven by the
equivalent strain. Once mesh-size dependence is resolved in the isotropic damage model, it is
expected that the same trend will be observed for other constitutive frameworks.

The structure of this paper is as follows: (1) The higher-order beam theory with Lagrange
polynomials expansion in CUF and its finite element approximation are introduced. (2) A modified
Mazars damage model that includes tensile and compressive damage evolution laws from (Arruda
et al., 2022; Shen et al., 2022a) to capture the tension-compression behavior of concrete is
briefly presented. (3) The crack bandwidth is discussed in detail and a new estimation method is
proposed. (4) Numerical results from three experimental concrete benchmarks with notches are pre-
sented and compared to the experimental results directly. (5) Finally, some main conclusions are drawn.

Unified higher-order beam theories

The higher-order beam theories based on CUF have a broad range of applications (Carrera et al.,
2015, 2021; Petrolo et al., 2014). The 1D CUF model represents the displacement field of a structure
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using equation (1) and allows for the evaluation of 3D displacement fields through various cross-
sectional expansions, while still maintaining the efficiency of 1D models.

u(x,y,z) = F(x,2)u(y), 7=12,....M (H

where y is set as the axial direction; u, is the displacement vector; the subscript 7 is a dummy index
that signifies summation; F; is the cross-sectional function and M stands for the number of terms in
the polynomial expansions. In the framework of CUF, there are different types of expansion
functions F;, such as Taylor, Lagrange, or Jacobi, with different values of M for choice as
needed (Petrolo et al., 2014).

The current work will utilize Lagrange interpolation polynomials as the cross-sectional expan-
sion. This method, referred to as Lagrange expansion (LE) in CUF, effectively describes the feature
of any cross-section shape through the use of isoparametric transformation of quadrilateral ele-
ments. More information on LE CUF models can be found in (Petrolo et al., 2014). For this work,
three different orders or numbers of expansions from (Petrolo et al., 2014) will be used: four-point
bilinear (L4), nine-point quadratic (L9), and sixteen-point cubic (L16). An example of the interpo-
lation functions for the four-point (L4) bilinear polynomial element is shown below:

1
FT:Z(1+rrr)(1+ssf), t=1,2,34 )

where (r,s) are the normalized coordinates with r € [-1,1] and s € [—1,1]; (r, ;) are the coordi-
nates of point 7.
Then, the kinematic field of an L4 element can be described as:

ux(x,3,2) = Fi(x, 2)ux1 () + Fa(x, 2)ua(y) + F3(x, 2)uns (v) + Fa(x, 2)uxa(y)
uy(x,¥,2) = Fi(x, 2)up1 (») + Fa(x, 2)uypa (p) + F3(x, 2)uy3(v) + Fa(x, 2)uya(p) (3)
uz(x,3,2) = Fi(x, 2)uz1 () + Fa(x, 2)u2(y) + F3(x, 2)uz3 (p) + Fa(x, 2)ua(y)

where uy((y),...,u4(y) are the unknown variables of the problem and represent the translational
displacement components of four points for each L4 element.

The generalized displacements u, can be approximated by the finite element approach, which
leads the displacement field equation (1) to

u(x,y,z) = F(x,z)Ni(p)ug, i=1,...,Nyg 4)

where N; stands for the shape functions of beam elements, Nyg is the number of nodes per beam
element, and u,; is the nodal displacement vector.

From equation (4), the choice of beam elements, such as two nodes linear element (B2), three
nodes quadratic element(B3), and four nodes cubic element(B4), is entirely independent of the
choice of expansion functions. The governing equation for static problems derived from the
Principle of Virtual Displacements (PVD) that is shown as:

5Lim - 5Lext (5)
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where dL,,, is the virtual variation of the work done by the external forces, and dL;,, is the virtual
variation of the internal strain energy that is expressed as:

Lo = / sTedV 6)
V

where € and ¢ are the strain and stress vector, respectively. Substituting the constitutive relations
and equation (4) into equation (6) and the virtual variation of the internal work is reformulated as:

OLin = 5u‘¥T,-ij ug (7
with

K = [ [ DOV0)A (e )T 5, 2) N0 ®
1 JQ

where K®/ is a 3 x 3 fundamental nucleus (FN); / and Q represent the length of beam element and
area of cross section, respectively; C is Hooke’s law material matrix; D is the differentiation oper-
ator; i, j and 1, s are indexes related to beam shape function and cross-sectional expansion function,
respectively. The integral in equation (8) is obtained numerically by means of Gauss quadrature
technique, which is given explicitly in Petrolo et al. (2014). Element stiffness matrix can be assem-
bled automatically by computing FN for each combination of four indexes t, s, i, and j.

For the sake of simplicity, the virtual work done by the external loads can be written as:

5Lexr = 5u‘zjﬁ'Fbj (9)

where F; is the nodal external force vector contributed by all external forces.
Finally, the governing equation can be achieved by combining equations (7), (9) and (5), which
can be expressed as:

K”"juﬂ = FS/‘ (10)

Damage model with consistent crack bandwidth

Mazars damage model

In this section, a simple class of isotropic damage models proposed by Mazars (1984) is introduced
shortly, which is written in the form of the stress-strain equation:

o= (1-dCe (11)

where d means the damage variable, evolving from 0 for the intact material to 1 for the fully
damaged material.

In the framework of the Mazars damage model, only positive principal strains can
make contributions to damage evolution in both tension and compression. As illustrated in
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Figure 1, when the concrete is subjected to compression strain ¢;, a crack will form due to the tensile
strain & = —veg; caused by the Poisson effect from the other direction. Therefore, the equivalent
strain &, is defined by Mazars (1984) to govern damage evolution, and can be expressed as:

(12)

with
(a).. = (akla]) (13)

where ¢;,i = 1,2,3 are the principal strains.

The maximum level of the equivalent strain achieved in the load history denoted as k works as an
internal variable. In the Mazars damage model, x is constant and at first, equals the ultimate tensile
strain of material. Then « will be updated as the equivalent strain ¢, () after the damage occurs. In
this instance, the Kuhn-Tucker condition can be fulfilled as:

/<0, £=0, &f=0 (14)

with the damage loading function f defined as

fle, k) = epy(e) — K (15)

The damage d in equation (11), used to describe the material degradation, is controlled by the
loading function equation (15). Once f(¢, k) =0 in equation (15), the damage is activated and

(a) <
«— . - .
« B ] L
01 <« > 01 E1 <« — &1
«— E_— «— —
«— . — L
(b) &y = —VE&
frrt
— l— — «—
—> e —) —
0, — —— |— O0q &1 — _— «— &
— | e — > «——
— l— — «—
Bl s
&y = —VE

Figure 1. Damage behavior in Mazars damage model for (a) tensile and (b) compressive behavior.
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determined by a linear combination of the tensile damage ¢, and compressive damage d. to take into
account distinct tension-compression behaviors of concrete:

d= Octdt + OCCdC (16)

where o, and o, are the parameters that explain the influence of tension and compression on total
damage, respectively. These parameters are smaller than one and their sum is always equal to one.
The values of these parameters can be calculated using equations (17) to (19).

Zi<8[i>+, _ Zi<8(’i>+ (17)

OC[ = 8?} y Yo 8?}
o +o.=1.0 (18)
with

6, = Cl]b]

14+v v .
&y = E <6i>+ - EZ <O'k>+

k

1+v v . (19)

Ee; = E <01‘>, —E; <0k>,

ey = Z (&), + Z (&ei) +

1 1

where ¢, and ¢, are the adjusted strains for the triaxial case using principal effective stresses ¢;; The
subscript 7 in ; represents the direction of principal stresses; v and E represent Poisson’s ratio and
elastic modulus of concrete materials, respectively.

Evolution laws with fracture energy regularization

Mazars (1984) also proposed original damage evolution laws of d; and d, according to the fitting of
experimental data, which may cause zero energy dissipation with the finer mesh adopted in finite
element simulations. Therefore, new damage evolution laws are proposed in this part.

The constitutive law for concrete is defined by a function that relates the damage variable d to the
internal variable k. The internal variable « is equal to the equivalent strain under monotonic loading
(Jirasek and Bauer, 2012). To capture the different behaviors of concrete under tension and com-
pression, tensile and compressive damage evolution laws have been defined in (Arruda et al., 2022;
Shen et al., 2022a) based on the tensile and compressive constitutive laws from fib Model Code 2010
(Taerwe et al., 2013), respectively. In this section, the explicit forms of these damage evolution laws,
which are also depicted in Figure 2, will be briefly presented.

For tension shown in Figure 2(a), the softening stress-strain curve of concrete is usually
characterized by a long tail which can be approximated by a classical exponential softening law
(Shen et al., 2022a). Then the tensile damage evolution law is defined explicitly as:

&do &do — Kt .

- —exp[——— if K¢ < Egres
Kt Stu — &do

Pt X &do

Kt

d =8t(’€t) = (20)

1 — if Kt > Etres
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Figure 2. Stress-strain constitutive laws and damage evolution laws: (a) Tension and (b) Compression.

where &g is the limit elastic strain, and its product with Young’s modulus E equals the mean
uniaxial tensile strength of concrete, fom = Eeqo; pr represents the ratio of residual tensile stress
to uniaxial tensile strength, and is usually assigned a small value, such as 0.01, to avoid convergence
problems; &g is the residual tensile strain corresponding to the residual tensile stress; & is the
equivalent ultimate strain for bilinear softening for controlling the slope of the softening, which can
be calculated using equation (21).

gt = fem (8 — &do) (21)

where g, is the volumetric fracture energy, which represents the energy dissipated per unit volume
under tension. This parameter is defined as the shaded area in Figure 2(a) and closely relevant to the
fracture energy of the material Gy, which represents the dissipated energy per unit area of a fracture
surface during mode I cracking.

As shown in Figure 2(b), the compressive stress-strain curve from (Shen et al., 2022a) shows
nonlinear before the peak, and then it experiences a hardening stage where the stress remains at its
peak as the strain increase. After that, a linear strain softening occurs. Therefore, the corresponding
compressive damage evolution law is expressed explicitly as:

k x & — &%) fom .
1 — (ke x 2 — &) fe if ke < el
(1 +(k—2) x EC)EchC
Jem .
] ——=— if &) < ke <e
de = ge(ic) = Eaniie T ente (22)
1+ E;n - Ecmch if 62 < Ko < €res
- pcfcm if ecres < K¢
ECmKC
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with
. S 1.05Ecmécr s Ke
¢ l/\/i’ fcm ' ¢ &cl ’ (23)
k= LMk = otk
(scu - 802)

where f., is the mean compressive strength of the concrete; E¢, is the secant Young’s modulus; & is
the parameter from En (1992) to describe the softening part before the peak; k| and k, are the
parameters from En (1992) to describe the softening part after the peak; &, and &, are strain
parameters that can be taken as 2.0%, and 2.4%, from En (1992), respectively; & is a unidimensional
strain ratio provided in Taerwe et al. (2013). p. is an artificially defined ratio between the residual
compressive stress and the mean compressive strength, which is typically set to 0.1, to ensure the
value of damage not equal 1.0 but infinitely close to 1.0; s is the corresponding residual com-
pressive strain; &, is the extreme compressive strain for determining the slope of softening part,
which is calculated using equation (24).

M) (24)

8fc :fcm>< ( )

where gg. represents the energy dissipated per unit volume under compression, which is defined as
the shaded are in Figure 2(b) and similarly related to the compressive fracture energy G, defined as
the energy dissipation per unit area due to crushing.

For a continuum damage model with damage localized into a band of width /., the relation
between fracture energy and volumetric fracture energy is expressed as:

Gy

L (i=torc) (25)

&fi

The tensile and compressive fracture energies are material properties that can be measured from
experimental tests. The crack bandwidth is also a material constant, relevant to the maximum
aggregate size in concrete (Bazant and Oh, 1983). After introducing the bandwidth /. and substitut-
ing equation (25) into equations (20) to (24), the softening branches of the stress-strain curves are
rescaled so that the fracture energy gets preserved, which is the general idea of crack band approach
(Bazant and Oh, 1983).

Crack bandwidth formulation

In finite element simulations, the strain-softening modulus needs adjustment once the element size is
adjusted to preserve the same fracture energy, which further leads to the objective results indepen-
dent of element choice. Therefore, the crack bandwidth is modified and relevant to mesh character-
istics, which is also named as characteristic element length (Arruda et al., 2022).

As mentioned before, the classical calculation of crack bandwidth was based on the square root
of the element area or the cubic root of the element volume, which is adopted by many commercial
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finite element packages because of its simplicity. However, this rule is only constructed for square or
cube elements and will lead to an inaccurate estimate of the bandwidth in a general situation.

Another estimation for a consistent crack bandwidth based on the crack band direction was first
studied by Oliver (1989) who proposed the following equation:

—1

lolx) = (Z ) qsi) 6)

i=1

where 7. is the number of corner nodes, N; is the shape function, x represents the target point such as
Gaussian point, n(x) is the unit vector in the major principal strain direction, ¢, is a crack indicator
that takes 1 if the corner node i is in the front of the crack and 0 otherwise. It should be noted that the
crack bandwidth is estimated at each Gauss point separately. The physical meaning of Oliver’s
method is the distance between the boundary edges of the element in crack normal direction.

A few years later, Govindjee et al. (1995) found equation (26) would lead to a discontinuous
function if it was extended to 3-D problem using 8-node brick element. To remove the continuity
problems, a simple modification was introduced to the crack indicator:

" [N -
lo(x) = (Z {gl’z} 'H(X)> 27)

=1
with

(X; — X,) - n(x) — "
[max _ .L-min
T = min Ny {(X—Xc) -n(x)}

Tmax = maxi:lyNnodes {(XI - XU) . n(x)}

T =

(28)

where x; and x. are the corner nodal points and the central point from the same finite element
respectively. The physical meaning is the same as the projection method. It is worth noting that this
method is conducted based on the central point of the element so that each Gauss point in the same
element will have the identical bandwidth.

Inspired by the previous studies, He et al. (2019) developed an improved method based on
projecting elements onto the direction normal to the crack direction:

In(x) = | — G (29)
with

max X

e m.ax[xN n(x)] (30)
[M™ = min[Xy - n(x)]

where ™ and l}j‘i“ are the maximum and minimum projection values, xy is the midpoint of the
element edge for linear quadrilateral elements. To estimate the compressive bandwidth, n(x) in
equation (30) is replaced with t(x) which denotes a unit vector with the crack direction.
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All the above-mentioned methods are only applicable to linear finite elements and standard
Gauss quadrature. However, Jirasek and Bauer (2012) found the strain softening may only localize
on a part of the element width if a quadratic interpolation function is adopted, which was also
reported in (Slobbe et al., 2013). Therefore, to consider the effect of strain localization that is
resulted from the numerical integration scheme and interpolation function, Slobbe et al. (2013)
introduced two parameters to modify Govindjee’s method:

Is(x) = o+ 7 - lG(x) 31

where « is the factor to consider the effect of possible strain localization and y is an alignment factor.
The values of o and y corresponding to the different element types are suggested in (Slobbe et al.,
2013). In this method, full and reduced Gauss quadrature corresponding to linear and quadratic
elements are included besides the element dimension, shape, and crack orientation. However, this
method was only validated in the 2-D problem so these parameters are not suitable for higher-order
beam theories based on CUF.

Given the aforementioned summary, it is necessary to propose a new consistent crack bandwidth
for higher-order beam theories. Figure 3 shows the procedure of this new bandwidth estimation.
First, one beam element with Lagrange expansion can construct a volume element. In Figure 3, one
B4 element with L9 expansion is utilized. Then, the idea from (Shen et al., 2022a) is referred to
here, where the assembled volume element is divided into small volumes according to the order
of beam and Lagrange clement. In this case, twelve small volumes are obtained and the
highlighted one with green containing the target point in Figure 3 is taken out for illustration.
Next, conducting the projection method of He et al. (2019) on the highlighted volume with green
after obtaining the middle points of each edge and the unit vector of major principal strain on the
target point.

The steps for crack bandwidth computation are presented in Algorithm 1. The general idea is to
select eight nodal points around the target point to create an eight-point volume element. After that,
extending the projection method of He et al. (2019) in three dimensional and the corresponding
crack bandwidth can be computed based on the projection method of He et al. (2019).

Algorithm | Proposed estimation of crack bandwidth

Input

Target point location x, the corresponding crack normal direction n(x)
Output

Crack bandwidth I,

I Obtain the corresponding beam element and LE of target point;
Obtain 8 nodal points X; that are closest to the target point;
Assemble a small volume element with the above 8 nodal points;
Obtain 8 middle points X, in the above small volume;
fori=1,8do

Compute projection on crack direction, I |; = Xy - n(x)

end for

Save the maximum projection l,,,, and minimum projection l,;
Evaluate the crack bandwidth: I, = |l — binl;

O 00 NOoNUT A WN
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Figure 3. Proposed estimation of crack bandwidth.

Figure 4 displays the crack bandwidths of one linear element, consisting of one B2 element with
length of 1.0 and one L4 element with side length of 2.0, estimated by the proposed method and
Govindjee et al. (1995). The direction of major principal strain can be characterised by azimuthal
angle o and polar angle 5, which further influence the crack bandwidths. From Figure 4(a), it can be
concluded that the method of Govindjee et al. (1995) may overestimate the crack bandwidths
compared to the proposed method in some cases.

Numerical results

Previously, Shen et al. (2022a) has demonstrated the effectiveness of higher-order beam theories using
a simplified crack bandwidth formulation that can be named as the previous method. In this session,
three typical experimental benchmarks with small prefabricated notches, hard to model in (Shen et al.,
2022a), are taken to evaluate the new crack bandwidth formulation. Similarly, all benchmarks are
modelled by displacement-control method. The numerical analyses were conducted using in-house
code and commercial software ABAQUS was only employed for the visualization of results.

The Hassanzadeh test

A direct experimental tension benchmark test of plain concrete was conducted in (Hassanzadeh,
1992), known as the Hassanzadeh test. Figure 5 shows a plain concrete cube with four edges
notched in the middle, with a notch thickness of only 4 mm. This thin notch thickness leads to
difficulties and errors in discretization of the cross section and beam, as the mesh must be close to a
cube to avoid mesh sensitivity in (Shen et al., 2022a).In the test, the bottom surface of the cube is
fixed and a vertical tension is applied to the top surface through displacement control until the top
displacement reaches 0.04 mm. The material properties of the concrete used in the test are listed in
Table 1 and taken from (Hassanzadeh, 1992; Shen et al., 2022a).

Figure 6 illustrates the mesh assignment and discretization of the concrete specimen in the CUF
model. The y-axis is aligned with the height of the specimen and the x-z plane is placed on the cross-
section. There are two types of cross sections with the same single-element size. To investigate the
accuracy of the proposed crack bandwidth formulation, four models with different mesh discreti-
zations are listed in Table 2. These models consider the influence of element size and order on
structural behavior.

Figure 7 shows that damage localizes in the notch, but the damage widths/patterns of different
models show slight differences. This can be attributed to the influence of the interpolation function
on strain localization. For Model 1, all Gaussian points in the notch are damaged, indicating that
strain localization occurs over the entire width of the beam element. This phenomenon has been
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Figure 4. Comparison of crack bandwidths for a linear eight-nodes element: (a) relations of crack bandwidths to
azimuthal angle and polar angle and (b) geometrical meaning of crack bandwidths estimated by the proposed method
and Govindjee et al. (1995).

17.5

60
=X

17.5

b g f
z) s <

70 17.5 35 17.5 17.5 35 ! 17.5

Figure 5. Concrete specimen in Hassanzadeh test: geometry and boundary conditions (Unit:mm).

Table 1. Concrete properties in Hassanzadeh test.

Material E (GPa) feom (MPa) fem (MPa) G¢(N/m) v

Concrete 26 2.5 31 73.35 0.2

previously reported by other researchers (Jirasek and Bauer, 2012; Slobbe et al., 2013) because the
derivatives of the interpolation functions of linear beam elements are constant. When higher-order
beam elements (B4) are used in the remaining three models, not all Gaussian points are damaged or
cracked because the strain field functions along the y-axis are quadratic, leading to strain localiza-
tion mainly occurring at both ends of the notched beam element. It is worth noting that higher-
order elements like Model 4 provide more detailed information than lower-order eclements like
Model 1. However, Model 4 requires a large number of DOFs, which is around 6 times that of
Model 1. Besides, it should be emphasized that the mesh displayed in Figure 7 is merely a plotting
grid for visualization. It is not necessarily consistent with the mesh discretization illustrated in
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Figure 6. Mesh assignment of Hassanzadeh test: (a) Beam elements and (b) cross-sectional discretization.

Table 2. Mesh configuration of the notch in Hassanzadeh test.

Model no. Model | Model 2 Model 3 Model 4
Configurations in the notch 25L9 + 1B2 25L9 + 1B4 64L9 + 1B4 64L16 + 1B4
LE side length (mm) 8 8 5 5

Beam element length (mm) 4 4 4 4

Total DOFs 6498 9390 16734 36606

Damage
+1.000e+00
+9,167e-01
+8.333e-01
+7.500e-01
+6.667e-01
+5.833e-01
+5.000e-01
+4.167e-01
+3.333e-01
+2,500e-01
+1.667e-01
+8.333e-02
+0.000e+00

(a) {b) (c) (d)

Y

(P

Figure 7. Final damage distributions of (a) Model I, (b) Model 2, (c) Model 3, and (d) Model 4 in Hassanzadeh test.

Figure 6. Significantly, the size of the post-processing mesh does not influence the final solution.
This clarification remains valid for subsequent sections without further repetition.

Figure 8 compares the crack bandwidth /. of one selected Gauss point calculated using the
previous formulation (Shen et al., 2022a) and the proposed new formulation in Model 1 and
Model 2. The previous formulation provides a constant crack bandwidth once the selected Gauss
point reaches the damage threshold, while the crack bandwidth from the proposed method is
updated according to the direction of the major principal strain and tends to become stable after
a few increments. For Model 1, the crack bandwidths from the previous formulation and proposed
new method are similar in the latter part of the curve, indicating that both methods can accurately
predict the correct bandwidth in this case. For Model 2, the crack bandwidth from the previous
formulation is higher than that from the proposed new method, indicating that the previous for-
mulation may overestimate the crack bandwidth in this case.

As a reference, load-displacement curves using the previous method (Shen et al., 2022a) to cal-
culate crack bandwidths /. are shown in Figure 9(a). The linear behaviors before the peak for all
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Figure 8. Comparisons of crack bandwidths using the previous method and the proposed method: (a) Crack
bandwidths curves during simulation and (b) Indication of selected Gauss points.
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Figure 9. Load-displacement curves from the Hassanzadeh test: (a) Previous formulation; (b) Proposed new

formulation.

four models are similar to the experimental results, but only Model 1 and Model 4 demonstrate
similar post-peak curves as the experimental results. This is because the mesh configurations for
Model 2 and Model 3 do not adhere to strict requirements for cube elements when using the
previous method, leading to overestimated crack bandwidths as shown in Figure 8. Figure 9(b)
shows the results using the newly proposed method, where all four numerical models demonstrate
similar structural behaviors in terms of stiffness, peak load, and post-peak softening behavior. The
load-displacement curves from all numerical models are also close to the experimental results,
meaning that Model 1 with the coarsest meshes provides the same good results as Model 4 with

the finest meshes.
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Therefore, it can be concluded that the proposed new method is less sensitive to mesh size and
more robust than the previous method in this case.

Three point bending test

The three-point bending (TPB) test is an indirect tension test performed on a plain concrete beam
with a notch in the midspan, which was previously carried out experimentally in (Koermeling and
Reinhardt, 1983). As shown in Figure 10, the test involves a simply supported concrete beam with a
load applied to the top midspan. The load is controlled by displacement, with a maximum value of
0.5mm. The notch has a thickness of 5mm, which previously limited the use of higher-order beam
elements in (Shen et al., 2022a). However, with the help of the new crack bandwidth formulation,
more random mesh configurations can be used in this case. The concrete properties used in this test
are listed in Table 3, based on (Koermeling and Reinhardt, 1983; Shen et al., 2022a).

Figure 11 displays the mesh configuration of the CUF model for a notched concrete beam. The
y-axis is along the length of the beam, and the x-z plane is on the cross-section of the beam.
Symmetry condition is applied so that half of the cross-section is discretized in Figure 11(b). The
discretization of beam elements along the y-axis will significantly impact the final structural behav-
ior in this case. Therefore, six models listed in Table 4 are tested, where all models use the L9
element with a side length of 10 mm on the cross section. In Table 4, the number of remaining beam
elements is different for different beam orders, which is designed to remove the convergence influ-
ence when lower-order beam elements are used.

Figure 12 shows the final damage distribution for all models with the new crack bandwidth
estimation. Models 1 and 5 show the expected damage distribution, similar to the phenomenon
shown in Figure 7. However, when B3 or higher order elements are used in the notch, the damage
distribution is significantly different. This can be explained by the fact that the new estimation of
crack bandwidth changes the crack propagation path in order to preserve the fracture energy.

To investigate the evolution of damage when only 1B3 is used in the notch, Figure 13 plots the
damage distributions around the notch at different stages of loading. The damage first appears at
the bottom of the notch and then spreads out of the notch. Later, symmetry is lost and the damage
on one side continues to propagate vertically. As the loading approaches its end, the damage

z z
o L
2
5 %
" 225 ) 225 ) 4
1 7 7
Figure 10. Concrete beam in TPB test: geometry and boundary conditions (Unit:mm).
Table 3. Concrete properties in TPB test.
Material E (GPa) ferm (MPa) fem (MPa) G¢(N/m) v

Concrete 20 24 28 75 0.2
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spreads back to the middle of the notch. This behavior is distinct from the model with only 1B2 or
1B4 used in the notch, which showed damage only propagating vertically upwards within the notch.

Figure 14 shows some comparisons between the previous method and the proposed new method
in computed crack bandwidths and stress-strain curves of some selected Gauss points. Similarly, the
crack bandwidths from the previous formulation are higher than those from the proposed new
method, except for Model 1 where the mesh configuration meets the requirement for cube elements.

@ |1 | 2 | 3

(b)
=
Z
¥
%
1—1 22

| 1 | 2 | 3

Figure 1. Mesh assignment of the notched concrete beam in TPB test: (a) Beam elements and (b) cross-sectional
discretization.

33

Table 4. Beam element configuration in TPB test.

Model no. Model | Model 2 Model 3 Model 4 Model 5 Model 6
Beam elements in the notch 1B2 2B2 IB3 2B3 B4 2B4
Remaining beam elements 28B2 28B2 14B3 14B3 10B4 10B4
Total DOFs 21318 21747 21747 22605 23694 24981

Damage
+1.000e+00
+9.167e-01
+8.333e-01
+7.500e-01
+6.667e-01
+5.833e-01
+5.000e-01

+3.333e-01
+2.500e-01
+1.667e-01
+8.333e-02
+0.000e+00

(b) I I | (© I ‘ I
(d) () ()

Figure 12. Final damage distribution of (a) Model |, (b) Model 2, (c) Model 3, (d) Model 4, (¢) Model 5, and (f) Model
6 in TPB test.
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Figure 13. Damage evolution of Model 3 for (a) 10%, (b) 20%, (c) 30%, (d) 50%, (e) 70%, and (f) 100% of 0.5 mm of
displacement at the top.
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Figure 14. Comparisons of performance of the previous method and the proposed method: (a) Comparison of
crack bandwidths; (b) Comparison of stress-strain curves and (c) Indication of selected Gauss points.
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For the point A in Model 1, it is expected that the stress-strain curves from both methods are
similar, as shown in Figure 14(b), due to the similar crack bandwidth in Figure 14(a). For point C in
Model 5, the stress-strain curve from the proposed new method is higher than that from the pre-
vious formulation, indicating that the fracture energy is preserved successfully with the proposed
new method. For point B in Model 3, the stress-strain curve from the proposed new method is
similar to that from the previous method, because both methods provide similar overestimated
crack bandwidths until around 40% of the loading history, when the damage evolution loses sym-
metry, as shown in Figure 13.

The load-displacement curves of all models based on the previous method by Shen et al. (2022a)
and the new method are displayed in Figure 15, including the reference of experimental results. It is
expected that Model 1 using both methods shows similar behaviors and good agreement with
experimental results. In Figure 15(a), the softening curve of Model 2 is lower than that of Model
1. Similarly, this is observed between Model 3 and Model 4. When B4 elements are used, the
softening curves of Model 5 and Model 6 are significantly lower than that of Model 1. This indicates
that the previous formulation does not effectively preserve fracture energy and exhibits high mesh
sensitivity to mesh configurations when the elements are not cubical.

As shown in Figure 15(b), the peak load of Model 2 is slightly above the experimental results
when two B2 elements are used in the notch. However, the fracture energy in Model 2 get preserved,
as the softening curve is almost parallel to that of Model 1. Similarly, Model 5, which includes one
B4 element in the notch, exhibits similar structural behavior in terms of stiffness, peak load, and
softening curve as Model 1. Model 6, which includes two B4 elements in the notch, exhibits similar
behavior during the first half of loading. However, the later softening curve is slightly higher than
the experimental results, which may suggest that some part outside the notch was damaged (as
shown in Figure 12). Both Model 3 and Model 4 give higher ultimate loads and softening curves
than the experimental results, due to the change in damage propagation leading to an overestima-
tion of dissipated energy. However, the structural behavior of Model 3 and Model 4 is similar, as
demonstrated by the similar load-displacement curves in Figure 15(b) and damage distributions in
Figure 12.
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Figure 15. Load-displacement curves from the TPB test: (a) Previous formulation and (b) Proposed new
formulation.
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Overall, the new method appears to be effective in preserving fracture energy and avoiding zero
energy dissipation. However, some slight deviations are observed in models with B3 elements,
indicating that mesh sensitivity to B3 elements remains an issue. Nonetheless, this sensitivity can
be eliminated if B2 and B4 elements are used, and it is recommended to allocate a single beam
element in the notch using this proposed method.

Four point bending test

The plain concrete beam with a small notch in the midspan, which is designed to estimate fracture
energy through a four-point bending test (FPB), is a relatively new benchmark. The experimental
campaign for this benchmark was reported in (Yin et al., 2019). The FPB experimental test is
significant because Yin et al. (2019) found that fracture energy can be accurately measured based
on pure bending, without any interference from shear effects. To date, this test has only been
modeled in (Arruda et al., 2022), where a 2D analysis was conducted.

The geometric details and boundary conditions of the notched concrete beam are shown in
Figure 16, which are identical to those in (Yin et al., 2019). The notch has a thickness of only
3 mm, making it smaller and more difficult to simulate than in the TPB test. The concrete properties
used in the benchmark, as reported in (Yin et al., 2019), are listed in Table 5.

The mesh assignment for this case, shown in Figure 17, is similar to that in the TPB test. The
discretization of the cross section in the FPB test is consistent across all models, using L9 elements
with a side length of 40 mm. The purpose of this case is to evaluate the suitability of the new method
for FPB modeling, as well as the sensitivity of structural behavior to the order of beam elements. To
this end, three different models with the same number of beam elements, but in different orders, are
listed in Table 6.

Figure 18 shows the final damage distributions of the three models. Model 1 and Model 3 show
the expected damage distributions, with damage localized in the notch. However, when B3 elements
are used in the notch, the damage spreads outside the notch, potentially leading to an overestima-
tion of dissipated energy.
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Figure 16. Concrete beam in FPB test: geometry and boundary conditions (Unit:mm).
Table 5. Concrete properties in FPB test.
Material E (GPa) ferm (MPa) fem (MPa) G¢(N/m) v

Concrete 32.46 2.5 324 190 0.2
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Figure 17. Mesh assignment of the notched concrete beam in FPB test: (a) Beam cross-sectional and (b) cross-
sectional discretization.

Table 6. Beam element configuration in FPB test.

Model no. Model | Model 2 Model 3
Beam elements in the notch 1B2 B3 |1 B4
Remaining beam elements 22B2 22B3 22B4
Total DOFs 5964 | 1487 17010

— (a) (b) (©)
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+6.667e-01
+5.833e-01
+5.000e-01
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+3.333e-01
+2.500e-01
+1.667e-01
+8.333e-02
+0.000e+00
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Figure 18. Damage distribution of (a) Model I, (b) Model 2, and (c) Model 3 in FPB test.

Due to the small size of the notch, all mesh configurations based on the previous method from
Shen et al. (2022a) are unlikely to produce accurate results. Therefore, Figure 19 only displays the
load-displacement curves of the three models based on the new method, along with the experimental
results for comparison. All three models have similar initial stiffness at the beginning, which is in
good agreement with the experimental results, indicating no convergence issues even for Model 1
with the lowest DOFs. The ultimate loads and softening curves of Model 1 and Model 3 are similar,
while Model 2 exhibits slightly higher results. Although the structural behavior of Model 2 is
the closest to the experimental results, the change in crack path in Model 2 warrants
further examination. In general, the new method appears to be effective in preserving fracture
energy in this case. However, structural behavior in CUF models remains sensitive to the use of
B3 elements.
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Figure 19. Load-displacement curves from the FPB test.

Conclusions

This paper presents a modified Mazars damage model with a consistent crack bandwidth specifi-
cally designed for higher-order beam theories based on CUF. The constitutive laws of concrete used
in this model are based on fib Model Code 2010, which provide the concrete tensile and compressive
damage evolution laws. The CUF model accurately captures the softening and damage behavior of
concrete using a fracture energy regularization technique, as demonstrated by the results from three
classic benchmarks. The following conclusions can be drawn based on the numerical and experi-
mental results from these benchmarks:

1. The use of higher-order elements can lead to strain localization, such that strain-softening occurs
only at some, rather than all, Gaussian points within a single element. This requires careful
consideration in the estimation of crack bandwidth.

2. The primary contribution of this work is the development of an improved method for estimating
crack bandwidth, specifically tailored for higher-order beam theories based on CUF and taking
element dimension, element order, and crack direction into account. The ability of this method to
produce objective results has been demonstrated through validation at the structural level.

3. The new crack bandwidth estimation method enables the retention and utilization of the high
efficiency and low computational cost of CUF, as the choice of beam elements and Lagrange
elements can be made independently.

4. The use of B3 elements leads to an underestimation of crack bandwidth, which may require further
modification in the future. Therefore, it is recommended to use B2 and B4 elements instead.
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