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Abstract—In the last decade, neural networks (NNs) have
established themselves as the foundation of modern computer vi-
sion, achieving remarkable performances in a consistent number
of tasks, including safety-critical applications such as autonomous
driving and healthcare devices. As a consequence, existing de-
vices, such as Graphics Processing Units (GPUs), have evolved
and new, specialized AI hardware has been designed to better
support the ever-growing demand for computational resources.
Since the adoption of NNs in safety-critical tasks requires to
ensure that hardware faults are not negatively affecting the
application’s performance, the use of self-test routines to continu-
ously verify the device’s functionality during operation is crucial.
However, conventional self-testing methods such as Built-in Self
Test (BIST) and Software Test Libraries (STLs) are not ideal
candidates for this task, since they require to completely halt
the application’s operation at test time. For this reason, various
methods have been proposed that employ the NN itself to test
the hardware it is running on by launching the inference of one
or more test images. The aim of this paper is to examine the
current state-of-the-art regarding test images, as well as draw a
comparison of the methods that have been proposed to choose
and/or generate test images.

I. INTRODUCTION

The ever-growing use of Neural Networks (NNs) in computer
vision tasks, such as image classification, semantic segmentation
and object detection, has raised questions over their reliability
when used in safety-critical applications, such as autonomous
driving and healthcare devices. Requirements for functional safety
force manufacturers and users to implement safety mechanisms
that are able to continuously assess and ensure the correct func-
tioning of the application during its in-field use. Conventional
hardware self-test mechanisms such as Built-In Self-Test (BIST)
and Software Test Libraries (STLs) may be used to ensure the
application’s correctness at use time.

However, the hardware overhead of BIST and the requirement
to halt the application’s operation at test time of both BIST and
STL methods may hinder the performance of NNs [1]. For this
reason, the academic community has strived to look for alternative
strategies that are able to achieve a good compromise between
testing capabilities and performance.

In particular, using a set of input images as a test vector seems
to be a promising technique to assess the correct functionality of a
neural network, since neural network inference is a fast process
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and does not require halting the network’s operation. The first
occurrence of test images in the literature seems to be in [2],
where the authors develop a set of images to assess the correct
functionality of a Deep Neural Network (DNN)-based autonomous
driving system. However, this work focuses on behavioral testing,
i.e., it does not aim to detect erroneous behavior due to hardware,
but due to the network itself. Nonetheless, it served as a starting
point to extend the concept of test images to hardware testing.

The first work explicitly targeting hardware faults occurring
in an accelerator used for the execution of a Neural Network is
[3]. The authors generate adversarial examples with the explicit
aim of detecting hardware faults occurring in a Resistive RAM
(ReRAM)-based hardware accelerator for the execution of a neural
network. Since then, a plethora of different methods of generating
test image sets has appeared in the literature.

This work aims to offer a comprehensive description of the state
of the art regarding test images, as well as draw a comparison of
the available methods from various viewing angles.

The paper is organized as follows: section II provides a de-
scription and classification of the various test image construction
methods and section III draws conclusions.

II. TEST IMAGE TAXONOMY

The test images found in the literature can be classified accord-
ing to several criteria:

• Test image construction method – test images can be devel-
oped through various techniques:

– Selection – already existing images are selected accord-
ing to a certain metric

– Generation – new images are specifically constructed to
have desirable qualities

– Mutation – existing images are selected and then altered
to enhance them with desirable qualities. It can be
viewed as a mix of selection and generation

• Testing methodology – test images can be developed to
either perform:

– Behavioral testing – Test images developed for behav-
ioral testing target the NN itself, rather than the hard-
ware it is running on: network parameters, inputs and
activations become potential fault sites

– Functional testing – Test images developed for func-
tional testing use the NN as a means of delivering
functional test patterns to the targeted device, using the



TABLE I: Test image construction methods

Reference Method Testing methodology Specificity Observation point Target architecture Approach
[4] Selective Behavioral/Functional Neuromorphic devices Prediction SNN Black-box
[5] Selective Behavioral Hardware-agnostic Prediction SNN Black-box
[6] Selective Behavioral/Functional Memristive devices Prediction Model-agnostic White-box
[7] Selective Behavioral Hardware-agnostic Prediction Model-agnostic Black-box
[8] Generative Functional GPU multipliers First CONV layer CNN White-box

output/confidence scores
[9] Generative Behavioral/Functional Memristive devices Confidence scores CNN Black-box

[10] Generative Behavioral/Functional Systolic arrays Prediction CNN Black-box
[11] Generative Behavioral Hardware-agnostic Prediction CNN Black-box
[12] Generative Behavioral Hardware-agnostic Confidence scores CNN Black-box
[3] Mutation-based Behavioral/Functional Memristive devices Prediction/Confidence scores Model-agnostic Black-box

[13] Mutation-based Behavioral/Functional Memristive devices Prediction CNN White-box
[14] Selective/Generative Behavioral Hardware-agnostic Prediction CNN White-box
[15] Selective/Generative Behavioral/Functional Memristive devices Prediction/Confidence scores CNN Black-box

network as a proxy to assess the correct functionality of
the underlying hardware

• Hardware specificity – Test images can target a specific
device or be hardware agnostic. Note that only test images
for behavioral/functional testing may be hardware agnostic,
since structural testing is by definition hardware-specific

• Observation point – Faults are detected by comparing re-
sults produced during the inference of the test images against
the expected ones. These results may be collected at various
points during the inference: they can be intermediate results
such as the output feature map of a specific layer, confidence
scores or prediction labels

• Target network architecture – Test images usually target a
specific neural network architecture, with the obvious candi-
dates being the most popular architectures used in computer
vision tasks, such as Convolutional Neural Networks (CNNs)
and Spiking Neural Networks (SNNs)

• Black-box or white-box approach – Test image construc-
tion methods may require knowledge of the internal structure
of the model or not

Table I summarizes these characteristics for all the research
works reported in this section.

A. Selective methods

1) El-Sayed et al.: El-Sayed et al. [4] proposed a method
to select test images for both behavioral and structural testing of
neuromorphic circuits running Spiking Neural Networks. Samples
ti from the training and test sets are ranked according to a quality
metric qi that measures the fault detection capability of an image
and is defined as

qi =
1

n
(1)
i − n

(2)
i

where n
(1)
i and n

(2)
i are the spike counts of the output neurons

associated to the top-1 and top-2 classes, respectively. It follows
that samples that are difficult for the SNN to classify, i.e., whose
top-1 and top-2 spike counts are very close, are ranked higher. The
underlying hypothesis is that samples that are difficult to classify
are more sensible to hardware faults and have a higher proba-
bility of being misclassified in presence of a fault. The authors
performed behavioral testing on N-MNIST and IBM DVS gesture

SNNs using SNN-specific fault models, such as dead/saturated
neurons andtiming variations for neurons, and a hardware-aware
fault model for synapses that consists in quantizing the real-valued
weight, performing a bit-flip and dequantizing the altered weight
to a real number. Structural testing has been performed on a cus-
tom neuromorphic circuit that implements a SNN for poker card
symbol classification. The SNN parameters, represented on 8-bit
integers, are stored in on-die memories. The fault model consists in
single bit-flips for all parameters and all bit positions and multiple
bit-flips with different Bit Error Rate probabilities. This method
is shown to detect 100% of critical faults, i.e., faults that alter the
network’s response above a certain margin of tolerance, with a test
set of around 30 images.

2) Hsieh et al.: : Hsieh et al. [5] proposed a method to perform
hardware-agnostic behavioral testing of SNNs that consists in:

1) Measuring the distribution of the F1 score of a fault-free
SNN model by performing Monte Carlo simulations

2) Measuring the F1 score of a faulty SNN model and checking
if it is within an acceptable margin from the fault-free
average F1

The authors used behavioral-level fault models for SNNs, tar-
geting neurons and synapses. One noteworthy characteristic of
this method is that it uses the entire dataset as a test vector.
The obtained experimental results show that the F1 score signifi-
cantly degrades in presence of specific types of connectivity faults,
namely Wrong Connection Faults, where spikes are sent to the
wrong neurons, and Disconnected Faults, where spikes cannot be
sent to a neuron. The failure rate obtained by fault simulation for
these two fault models is 89.84% and 90.25%, respectively, while
other fault models (spike, weight and delay faults) have a failure
rate of 10% or less.

3) Ahmed and Tahoori: Ahmed and Tahoori [6] proposed
a method to test DNNs implemented on memristive devices by
selecting appropriate images from the training set. At each training
step, the difference ∆L of the loss function before and after the
parameter update is computed for each training sample, then it
is accumulated and stored on a per-sample basis. After training,
samples are ranked according to the accumulated loss variation
and the ones with the highest ∆L are added to the test image
set. The underlying hypothesis is that parameters that require
more parameter tuning during training will be more sensistive to
parameter perturbations.



The proposed test flow consists in launching the inference of
samples in the test set and checking if the variation in accu-
racy ∆Ainfer with respect to the fault-free NN is over a certain
threshold. The authors report that this method is effective when
the threshold is relatively high, e.g. ∆Ainfer > 2%, while lower
thresholds require a different method. The latter consists in storing
the average loss Lτ of the test image set and comparing it to the
average loss at test time LP . For what concerns the faults model,
the authors model conductance variations affecting memristors as
additive and multiplicative Gaussian noise applied to the weights,
while stuck-at-0/1, stuck-open/short, read/write disturbances and
slow-write faults are modeled as a random percentage of weight
bits set to either 0 or 1.

The authors report their method reaches 100% fault coverage
on three different NN models: a Multi-Layer Perceptron (MLP)
trained on the Fashion-MNIST dataset, a ResNet-18 CNN trained
on CIFAR-10 both with and without data augmentation and a
ResNet-110 trained on CIFAR-100. 100% conductance variation
coverage is reached with a minimum number of 16 test images,
while 100% coverage of permanent faults is reached with a mini-
mum of 64 test images.

4) Meng et al.: Meng et al. [7] proposed a method to select
test images from the test set according to their sensitivity, defined
as:

(Sf )I =
Ndev

Nmaps

where Nmaps is the number of fault maps randomly generated
with different fault models and fault rates and Ndev is the number
of times that the prediction for image I changes with respect to
the fault-free one. A General Score is then defined to measure the
sensitivity of an image I to various fault types. If there are K fault
types, the General Score is defined as:

GSi =
K∑

f=1

(Sf )I − σI

where σI is the standard deviation of the sensitivity of image I
to the various fault types. Images are then ranked by their General
Score and the ones with the highest score are selected.

The authors experimentally validated their method by applying
it to the Cifar-Net and VGG-16 CNNs trained on the CIFAR-10
dataset and quantized to 8/16-bit integers. The authors employed
random bit-flips to model transient faults in the network weights
and fault injection attacks and added Gaussian noise to the weights
to model imprecise programming and value drifting in novel de-
vices like Resistive RAMs. Five to twenty test images are selected
from the test set and then fed to a faulty network with a fault rate
ranging from 0.01% to 1%. The configuration with 20 test images
is shown to achieve an extremely low false negative rate even with
a 0.01% fault rate.

B. Generative methods
1) Ruospo et al.: Ruospo et al. [8] proposed a method to

perform on-line self-test of functional units in a GPU running a
CNN by using test images. Their method consists in generating
test patterns for GPU multipliers by using the weights of the first
convolutional layer of the CNN as constraints: the ATPG process

produces an input value corresponding to the input-weight pair,
then the input part is split from the weight and placed in a test
image by exploiting knowledge of the dataflow algorithm, i.e.,
the way in which the convolution workload is distributed among
the GPU cores. This set of test images is defined Image Test
Library (ITL). When the ITL is passed to the CNN, the multipliers
receive as inputs the correct input-weight pairs corresponding to
test patterns. The output feature map of the first convolutional layer
is then compared against the correct one.

Experimental results of gate-level fault simulations show that
a 6-image ITL built for ResNet-20 and a 8-image ITL built for
DenseNet-121, both trained on the CIFAR-10 dataset, are able
to reach 94.74% and 95.46% coverage of stuck-at faults on the
multipliers of a GPU, with a self-test time of under a millisecond
in both cases.

Recent work [16] reported promising results about ITLs being
able to propagate faults up to the output confidence scores. The
propagation analysis is performed by performing a gate-level
fault simulation for each convolutional layer of the CNN. The
multiplications performed during the convolution are subjected to
a fault injection to gather faulty outputs, which are then used to
reconstruct the faulty output feature map of the layer. The process
is then repeated until the last convolutional layer.

2) Ahmed and Tahoori: Another work by Ahmed and Tahoori
[9] proposes a method to test a Deep Neural Network running
on a memristive device with a single image by observing the
Kullback-Leibler (KL) divergence between the distribution of the
confidence scores of the fault-free and faulty model. The test
image is constructed by applying gradient descent to an input
image with the learning objective of having the output distribution
of the image match a standard Gaussian distribution with zero
mean and unit standard deviation.

The authors model conductive variations in memristive tech-
nologies as additive and multiplicative Gaussian noise, while
random bit-flips with varying fault rates are used to model stuck-
at faults, retention faults, read/write disturbances and slow-write
faults. The authors validated their method on 6 CNN models
used for image classification trained on the ImageNet dataset
and 2 CNN models used for semantic segmentation, trained one
the Brain MRI and COCO datasets. For each model, a Monte
Carlo simulation consisting of 1,000 different device instances
has been performed to evaluate the fault coverage reached by
this method. The fault coverage is defined by the authors as the
ratio between the number of simulation runs in which the KL
divergence exceeded a certain threshold t and the total number
of runs. Results show that this one-shot testing method rarely goes
below 99% fault coverage, for various noise scales, fault rates and
thresholds.

3) Chaudhuri et al.: Chaudhuri et al. [10] use Bayesian
optimization to generate test images targeting a systolic array-
based accelerator. More specifically, the Bayesian optimization
engine samples an image from the input image space and tries
to maximize the cross-entropy loss between the output of the
fault-free accelerator and the output of the faulty accelerator. To
avoid generating a separate input image for each fault in the fault
list, the average of the losses produced by faulty instances of
the accelerator, each presenting a separate fault, is used as the
objective function. After k optimization steps, where k is a user-



defined parameter, the current image is saved and detected faults
are dropped from the fault list. The procedure then restarts to
generate a test image for the remaining faults.

To validate their method, the authors inject stuck-at faults in
partial-sum and multiplier-output buses of 10 random-chosen PEs
of the systolic array. Test images generated with this method
for a LeNet-5 CNN trained on the MNIST dataset reach a 90%
coverage of faults in sign and exponent bits of 32-bit floating-point
values with 10-11 test images, 87% coverage of faults in sign and
exponent bits of 16-bit floating-point values with 7-9 test images
and 30% coverage of faults in mantissa bits of 32-bit floating-point
values.

4) Kundu and Basu: Kundu and Basu [11] proposed using a
conditional Generative Adversarial Network (cGAN) to generate
test images for a target DNN. To evaluate their method, the authors
inject permanent bit-flips in the Most Significant Bit of randomly
selected 8-bit integer weights of a LeNet-5 CNN trained on the
MNIST dataset. A fault is considered detected if the input image
is misclassified with respect to the fault-free model. Results show
that 30 cGAN-generated test images cover 40% of faults with a
fault rate of 0.025% and reach 100% coverage with a 0.4 % fault
rate.

5) Turco et al.: Turco et al. [12] proposed a method that
leverages an evolutionary algorithm to generate an Image Test
Library to detect permanent, hard-to-detect faults and observe
their effects on the network’s output. The fitness function of the
evolutionary algorithm is defined as the ratio between the number
of faults whose effect propagates to the network’s output and the
total number of injected faults.

To experimentally validate their method, the authors inject bit-
flips in the sign and mantissa bits of 32-bit floating-point weights
of three different CNNs trained on CIFAR-10: ResNet-18, ResNet-
34 and DenseNet-161. Sign and mantissa bits were explicitly
singled out due to faults occurring in those positions rarely af-
fecting the network’s output. Two experiments were carried out,
one targeting the whole output vector of the network (Logit) and
one targeting only the maximum value of the output (Max-Logit),
i.e., the one corresponding to the prediction. Results show that
evolutionary-based 50-image ITLs are able to detect over 75% of
injected faults.

C. Mutation-based methods

1) Li et al.: Li et al. [3] proposed to use adversarial exam-
ples to test ReRAM-based accelerators running a neural network.
They hypothesize that since adversarial examples are generated
according to the loss gradient (when using the Fast Gradient Sign
Method), they are particularly sensible to weight variations.

The authors targeted both permanent faults, such as stuck-at-
0/1, and soft faults affecting ReRAM-based devices. To experi-
mentally validate their method, the authors employed three dif-
ferent NNs, namely a 3-layer MLP trained on the MNIST dataset
and two CNNs, LeNet-5 trained on MNIST and ConvNet-quick
trained on CIFAR-10. Then they constructed 100 faulty models
for each architecture by randomly injecting faults, with fault rates
of 0.05% (MLP and LeNet-5) and 0.02% (ConvNet) for permanent
faults and 1% (MLP and LeNet-5) and 0.04% (ConvNet) for soft
faults. The authors used SDC-1 and SDC-3% as detection metrics

and evaluated the method performance by defining a Detection
Accuracy metric, defined as:

DA =
N. of detected faulty models

N. of faulty models

Using SDC-3% as a detection metric, the proposed method
achieves a 99% detection accuracy on the MLP and ConvNet and
100% on LeNet-5.

2) Chen et al.: Chen et al. [13] developed a set of test images
by introducing a backdoor into a DNN. Their approach consists in
watermarking images from the validation set and fine-tuning the
network on the watermarked dataset, introducing a backdoor into
the DNN that acts as a ”checksum” function. The authors managed
to make the watermarked images extremely sensitive to weight
deviations by purposely overfitting the model when training on
watermarked images.

This method explicitly targets ReRAM-based accelerators,
modeling faults as random bit-flips that occur with a certain
probability. The authors use a custom metric for evaluation called
Accuracy Deviation (AD), defined as:

AD =
Fault-free accuracy − Deviation-affected accuracy

Fault-free accuracy

Experimental validation has been performed targeting the
AlexNet and VGG-16 CNNs trained on the CIFAR-10 dataset
and pruned to remove 90% of parameters without accuracy loss.
The entire validation set (10,000 images) is then watermarked and
used to fine-tune the model to insert the backdoor. The authors
report that their method achieves a mean AD of 0.72 (AlexNet)
and 0.89 (VGG-16) for stuck-at-0/1 faults and 0.78 (AlexNet) and
0.89 (VGG-16) for stuck-open/short faults, with fault rates varying
from 0.1% to 2%.

D. Mixed methods
1) Luo et al.: Luo et al. [14] proposed a behavioral testing

method for Deep Neural Networks (DNNs) that consists in se-
lecting images from the training set that are able to activate as
much model parameters as possible. A test image is said to activate
a parameter when perturbations of the parameter are propagated
to the output during the inference of said image. The authors
determine whether a parameter is activated by a test image by
observing if the gradient of the DNN with respect to the parameter
is non-zero. The validation coverage of a test image x is defined
as:

VC(x) =
#{θ | ∇θF (x) ̸= 0}

#(θ)

where F (·) is the function that describes the DNN and θ is
a DNN parameter. The test image set is constructed by selecting
images in an iterative manner, where at each step the image with
the highest validation coverage is added to the set, until the set
reaches a certain size.

To increase the overall validation coverage, the authors propose
to generate synthetic samples using the gradient descent method
that are able to activate the remaining parameters. The original
model is stripped of the parameters already activated by test
images extracted from the training set, and a batch of k synthetic



samples, where k is the number of output neurons, is updated using
gradient descent until the remaining parameters are activated.

The performance of the proposed scheme is validated on two
custom CNNs trained respectively on the MNIST and CIFAR-10
datasets. Test image sets constructed with the above method reach
a detection rate of 96.1% and 95.2% when random gaussian noise
is added to the model parameters.

2) Liu et al.: Liu et al. [15] proposed a method to test
ReRAM (Resistive RAM)-based DNN accelerators by selecting
from the training dataset images that are as equidistant as possible
from all decision boundaries, i.e., images whose confidence scores
produced by the DNN are very close to each other. Since it is
difficult to find images whose confidence scores are perfectly
equal, the authors propose to generate k other images, where k is
the number of output classes, to use in conjunction with the dataset
ones. The generated images are optimized by minimizing a cross-
entropy loss function with two targets:

1) Generating an image that makes the fault-free network out-
put an almost equal probability for all classes

2) Generating an image that makes a faulty network output an
extremely high probability for a certain class

The relative importance of the two terms in the loss function is
controlled by a parameter 0 < α < 1.

The authors evaluated their method by modeling the impact of
weight drifting faults and random soft errors on two CNNs: LeNet-
5 trained on the MNIST dataset and ConvNet-7 trained on CIFAR-
10. The authors selected 50 images from the dataset using the first
method and generated 10 other images using the second method,
for a total test image set size of 60 images. Metrics used in the
evaluation are:

1) SDC-1/5 – difference between top-1/5 classes between the
fault-free and faulty models

2) SDC-T5%/T10% – difference in percentage between top
ranked confidence scores produced by the fault-free and
faulty models

3) SDC-A3%/A5% – difference between the average of confi-
dence scores produced on the generated images by the fault-
free and faulty models

The authors report that their method reaches a detection rate
higher than 94% across all metrics, except for SDC-1.

III. CONCLUSIONS

The increasing use of Artificial Neural Networks in safety-
critical computer vision tasks mandates for in-field testing meth-
ods that are less invasive and disruptive as possible.

This paper tried to provide a comprehensive description of the
state-of-the-art regarding test images for neural network testing.
As it has been shown, the available literature provides several
alternatives that cover a variety of specific needs that may arise in
real-world applications, suggesting that test images are becoming
a viable alternative to classical hardware self-test routines.
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