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DMI Influence on the Integration, Leakage,
and Threshold Property of Domain

Wall Based Neurons
Enrico Gaggio , Mariagrazia Graziano , and Fabrizio Riente , Member, IEEE

Abstract— Interest in spintronic devices based on the
motion of domain walls (DWs) has been growing rapidly
as they are seen as potential components of neuromorphic
information processing systems. In this article, we pro-
pose a leaky integrate-and-fire (LIF) neuron based on DW
motion through spin orbit torque (SOT), in which the intrin-
sic leaking is achieved, thanks to the realization of an
anisotropy gradient along the track. In particular, we stud-
ied the influence of Dzyaloshinskii–Moriya interaction (DMI)
on the property of the neuron, showing how it affects the
integration and leaking property of this type of structure.
Moreover, we show how it offers a way to tune the leakage
velocity of the DW, demonstrating how important DMI is in
this kind of structure, showing that it plays a key role in
regulating the SOT efficiency and the leaking speed.
In addition, we exploited the voltage-controlled magnetic
anisotropy (VCMA) effect to implement the neuron thresh-
old. Finally, we show how all these ingredients can be
combined together into a single device.

Index Terms— Artificial neuron, domain wall (DW), leaky
integrate-and-fire (LIF) neuron, magnetic tunnel junction
(MTJ), neuromorphic computing, voltage-controlled mag-
netic anisotropy (VCMA).

I. INTRODUCTION

VON Neumann computing systems are able to tackle
complex problems when given a structured set of data.

On the other hand, the human brain is more proficient than
Von Neumann computers when it comes to dealing with
unstructured information from the environment. In fact, the
human brain is able to solve certain problems more effectively
than computers. Neuroscientists believe that this computational
efficiency is due to intricate interactions between neurons and
synapses. Neurons can be likened to a tree with dendrites,
an axon, and a soma or cell body. The dendrites are where the
neuron receives electrical impulses. The axon is the output
structure of the neuron and sends electrical signals when
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Fig. 1. LIF neuron working principle.

enough spikes have reached the neuron’s input. Synapses
provide electrical connections between the axon of one neuron
and the dendrites of other neurons. One of the most popular
models used to describe the working principle of the neuron is
the so-called leaky integrate-and-fire (LIF) neuron [1]. The LIF
neuron principle is depicted in Fig. 1 and it can be summarized
by three main features [2].

1) Integration: the LIF neuron integrates the incoming
signals summing up the spikes coming from its synaptic
inputs. This signal is accumulated in a quantity called
membrane potential, which deflects from its resting
value.

2) Leaking: if no input arrives to the neuron, the membrane
potential naturally drops toward its resting value.

3) Firing: when the membrane potential reaches a threshold
value, the neuron emits an output spike.

Due to the higher energy efficiency of brain computation
with respect to standard computers [3], in the past years
researchers put a lot of effort in developing systems inspired
by the functionality of neuron and synapsis. This field is
called neuromorphic computing. Among the proposals that
can be found in the literature, there are solutions based on
transistors and CMOS systems [4], [5], and others based on
nonvolatile devices such as memoristors [6] and spintronics
systems [7], [8]. Spintronic systems are usually based on
domain wall (DW) motion in the free layer of a magnetic
tunnel junction (MTJ). For these kinds of devices, one of the
trickiest features to achieve and control is intrinsic leaking
of the neuron. To obtain this characteristic in a DW-based
neuron (i.e., the natural drift of the DW toward its rest-
ing position), researchers proposed several solutions, such as
shape-based anisotropy, dipolar field coupling, and anisotropy
gradient [7], [9], [10].
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Fig. 2. (a) Device structure. (b) Device structure including the VCMA
gate. (c) Schematic representation of the simulated structure to intro-
duce leaking, dimensions are not to scale.

The contribution of the work can be listed as follows:
1) we propose an MTJ neuron based on DW motion in which
the intrinsic leaking is achieved with a graded anisotropy
track, where the current-inducted spin orbit torque (SOT) is
exploited; 2) we perform an in-depth analysis on the influence
of the Dzyaloshinskii–Moriya interaction (DMI) on all the
properties of the neuron; and 3) we study the possibility of
exploiting the voltage control magnetic anisotropy (VCMA)
effect to implement a current threshold for the neuron. Con-
cerning the DMI, we demonstrate how it affects the integration
and leaking properties of the structure and how this parameter
can be exploited to tune the leakage velocity of the neuron.
In fact, there are experimental studies that showed how the
DMI coefficient can be tuned by playing with the heterostruc-
ture property, e.g., working on the thickness of the heavy metal
(HM) [11] or adding a wedge of Pt between the FM and the
oxide layer [12]. Moreover, we investigated the influence of
the DMI on the efficiency of the VCMA gate barrier. Finally,
we combined all these features into a single device.

II. DEVICE STRUCTURE

The basic structure of the proposed device is reported in
Fig. 2(a). It is a four-terminal device composed of two main
elements: a racetrack in which the DW moves and an MTJ.
These two elements are electrically insulated one from the
other, thanks to an electrically insulated magnetic coupling
layer. The structure is similar to the one proposed in [13],
but in this case input current pulses are injected into the HM
layer placed below the ferromagnet, to achieve the motion
of the DW toward the MTJ through the SOT mechanism.
When the DW reaches the portion of the racetrack below
the MTJ, thanks the magnetic coupling, the magnetization in
the free layer of the MTJ switches, bringing the MTJ in its
low resistance state. If a reading voltage is applied to the MTJ,
this change in its resistance state leads to the emission of an

TABLE I
PARAMETERS USED IN ALL THE SIMULATIONS

output current by the device. The leaking behavior is achieved
by creating a track in which the anisotropy gradually varies
between two extreme values [Fig. 2(c)]. The anisotropy can
be varied by irradiating the track with a focus ion beam
with Ga+ ions, as has been experimentally proven in [14].
In addition, we added a gate to the structure exploiting
the voltage-controlled magnetic anisotropy (VCMA) effect to
create an energy barrier for the DW [Fig. 2(b)]. The voltage
applied to a gate placed above a ferromagnetic material locally
modifies the magnetic anisotropy in the region below the
gate [15], where the anisotropy is constant. The anisotropy
variation is proportional to the voltage applied. The VCMA
effect can be used to implement a current threshold for the
neuron: the DW can overcome the barrier only if a current
spike with an amplitude high enough is injected into the HM
layer. For example, this threshold could be used to inhibit some
neurons with respect to others in a hypothetical performance
of a network.

III. METHODOLOGY

The racetrack in which the DW moves has been simu-
lated with the Mumax3 micromagnetic simulator [16]. All
the details about the simulated structure are presented in
Section IV. The analysis has been divided into two main
stages.

1) Stage I: first, in Section IV-B, the possibility of using the
VCMA to implement a current threshold for the neuron
and the dependence of the efficiency of the barrier
with respect to the value of DMI coefficient is studied.
Then, the leaking due to the anisotropy gradient and the
dependence of the drift of the DW on the strength of
the DMI interaction is studied in detail (Section IV-C).

2) Stage II: here, the response of the DW to current
spike trains of different frequencies is shown. Depending
on the working frequency, one can tune the leaking
relaxation velocity selecting a suitable value for the DMI
coefficient.

IV. SIMULATIONS AND RESULTS

The simulation parameters used for the analysis and char-
acterization of the proposed device are reported in Table I and
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taken from [17]. The HM layer and the ferromagnetic layer are
both 1-nm thick. We considered two different racetrack widths,
40 and 100 nm. The track was discretized with cells of 1 ×

1 × 1 nm3. The exchange stiffness Aex is 1.0 × 10−11 J/m,
the Landau–Lifshitz–Gilbert damping constant α is 0.02, the
nonadiabaticity factor χi is 0.2, and the magnetic saturation
Msat is 0.8 × 106 A/m. To study the effect of DMI in the
movement of DW, four different values of the DMI coefficient
have been analyzed: 0.1, 0.2, 0.3, and 0.5 (mJ/m2). When
needed, the SOT arising due to the current flowing in the HM
layer is modeled through the definition of two custom fields.
The DW is a Néel-type. Other details about the simulations,
peculiar of a specific analysis, will be provided in the relative
sections or can be found in the additional information on
Zenodo [18].

A. Stage I: Integration
The first characteristic studied is the integration property of

the device as a function of the DMI coefficient for the two
different widths of the racetrack. To perform this study, the
DW is initiated at the beginning of the track and we provided
as input three current pulses, with amplitude 3 × 1010, 7.5 ×

1010, and 5 × 1010 A/m2, respectively. Each spike lasts for
2.5 ns and the time between them is 20 ns. The results for the
two widths of the racetrack are reported in Fig. 3. Note that
at this stage no leaking feature was yet implemented, so when
the current is turned off the DW reaches a stable position
in the track and stays there. Looking at Fig. 3(a) and (b),
it can be observed how DMI strongly influences DW motion:
for low values of the DMI coefficient, the efficiency of the
SOT mechanism is decreased and, for the same current spike,
the DW travels for a shorter distance. Moreover, the time
required for the DW to reach a stable position increases. For
the racetrack of width 40 nm, the results obtained are much
more similar. It appears that thinner tracks allow to partially
compensate the loss of efficiency due to the decrease in the
DMI coefficient.

B. Stage I: VCMA Threshold Effect
In this section, the influence of DMI and width of the

track on the VCMA barrier is analyzed. The gate considered
in the simulation is 40-nm large and its width is equal to
the one of the racetrack. It is defined as a region with an
anisotropy value +1%, +3%, or +5% higher than the value
of the magnetic anisotropy in the other portion of the track.
The gate center is placed at −55 nm. The DW is stimulated
with current pulses 2.5-ns wide, of increasing intensity; the
time between two spikes is 1.0 ns and the amplitude is
increased by 0.10 A/m2 each time. It was decided to increase
the current with such a small step to better identify the
threshold current. The work presented in [19] already showed
the possibility of creating a barrier for the DW exploiting
the VCMA effect. Indeed, when a voltage is applied to the
VCMA gate, the consequent anisotropy variation creates a
barrier for the DW, which can be overcome only if the current
responsible for DW motion is above a certain threshold. This
threshold depends on the voltage applied to the gate, since it

Fig. 3. DW response to current pulses of different amplitudes and
values of the DMI coefficient. (a) Results for the racetrack whose width
is 40 nm. (b) Ones for the 100-nm track. Note that no leaking feature
was yet implemented.

regulates the amount of anisotropy variation. Here we focused
on the influence of the DMI coefficient and the width of the
track on barrier effectiveness. In Fig. 4 are reported the results
obtained for the different values of the considered DMI coef-
ficient. In particular, Fig. 4(a) and (b) shows the DW motion
along the 40-nm-wide track for anisotropy variation of +1%
and +5%, respectively. Fig. 4(c) reports the results for the
100-nm-wide track with an anisotropy variation of +5%. The
first thing that can be noted is that the current threshold is
higher for higher values of anisotropy variation below the
VCMA gate and it tends to increase if the DMI coefficient is
reduced. This is in agreement with several studies [20], [21],
which proved that the DMI plays a crucial role in the efficiency
of the SOT mechanism. Therefore, if the DMI coefficient is
reduced, a higher current is needed to provide enough energy
to the DW to make it overcome the barrier. Moreover, in the
100-nm-wide racetrack for values of the DMI coefficient equal
to 0.1 and 0.2 mJ/m2 (the lowest considered in this study), even
if the DW is able to overcome the barrier, its motion becomes
unstable especially for high current values. This is particularly
true for the case where the DMI is 0.1 mJ/m2, where the DW
even if it manages to overcome the barrier has an unstable
motion and a very low speed even if the current increases.
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Fig. 4. Effect of the VCMA barrier on the DW motion for different values of the DMI coefficient. Results for (a) and (b) 40-nm-wide racetrack and
(c) 100-nm-wide track.

These instability of the DW trajectory, for the 100-nm-wide
track, was also observed when the anisotropy variations were
+1% and +3%. This does not happen for the 40-nm track,
in which the DW is able to overcome the barrier and it has a
stable motion also for the other anisotropy variation considered
even if the DMI is reduced. In general, in the narrower track
we observed a more stable DW motion and better functionality
of the VCMA gate.

C. Stage I: Leaking

To achieve an intrinsic leaking of the neuron, the motion
of a DW in a racetrack with a graded anisotropy has been
studied for different values of the DMI coefficient. Indeed,
when there is a gradient in the anisotropy along the track and
no current stimuli are applied, the DW tends naturally to move
toward the region with lower anisotropy, since it represents
a more energetically favorable configuration. The simulated
racetrack, whose total length is 850 nm, is constituted by
two larger regions of 25 nm, one at the beginning and the
other at the end of the track, in which the anisotropy is
fixed at Ku,min = 0.8 × 106 J/m3 and Ku,max = 1.6 ×

106 J/m3, respectively. These two values correspond to the
extreme values of the magnetic anisotropy. To achieve a
gradual variation in anisotropy between these two regions, the
anisotropy is varied each 10 nm, by an amount 1 defined as
follows:

1 =
Ku,max − Ku,min

Nreg

where Nreg = 80 corresponds to the number of regions
of 10 nm in between the two extreme regions. The result
is step-like graded anisotropy profile, similar to what can
be practically obtained in a fabrication process. The DW is
initialized at ≈ 825 nm, closer to the high anisotropy region
of the track and the simulation is performed letting the system
to relax without any stimuli applied. This has been done for
track’s widths equal to 40 and 100 nm, and for values of the
DMI coefficient of 0.05, 0.1, 0.2, and 0.3 mJ/m2.

The results for the 40- and 100-nm racetrack are reported
in Fig. 5(a) and (b), respectively. It can be seen that in both
the cases, the strength of the DMI highly influences the
drift of the DW: the time required by the DW to reach the

Fig. 5. Drift of the DW in the racetrack due to the anisotropy gradient for
different values of DMI coefficient. Results for (a) 40-nm-wide racetrack
and (b) 100-nm-wide racetrack.

TABLE II
RELAXATION TIME AND RELAXATION VELOCITIES

ESTIMATION FOR THE 40-NM-WIDE TRACK

lower anisotropy end of the track reduces considerably as
the DMI coefficient is increased. A more detailed information
about this characteristic is provided by the data summarized
in Tables II and III, where the relaxation times (i.e., the time
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Fig. 6. Response of the DW-based neuron to current pulses for different values of DMI coefficient. The on time of the spikes and the frequency is
different in the three graphs. (a) On time 1 ns, (b) on time 4.5 ns, and (c) 8 ns.

TABLE III
RELAXATION TIME AND RELAXATION VELOCITIES

ESTIMATION FOR THE 100-NM-WIDE TRACK

required by the DW to reach the other end of the track) and
the relaxation velocities for the different values of the DMI
coefficient considered are reported. The oscillatory behavior of
the DW during leaking is due to oscillations in the evolution
of the DW total energy, whose main contributions are the
anisotropy and demagnetization energies. Since not in all the
cases the trajectory of the DW could be approximated with
a straight line, the relaxation velocity has been estimated
taking the average of the vector of the instantaneous velocity
(computed as 1x/1t , where 1x is the shift in the DW
position in the simulation sample time 1t). When the DMI
is low, the drift of the DW is much faster in the 100-nm-wide
racetrack. In particular, for a DMI coefficient of 0.05 mJ/m2,
the time required by the DW to reach the other end of the
track is 980 ns for the 40-nm-wide track and 415 ns for the
100-nm-wide one. This difference in relaxation times
decreases if the DW coefficient is 0.1 mJ/m2 but in the
100-nm racetrack still the DW moves faster; the trend changes
if the DMI coefficient is further increased, in that case the DW
drift is slightly faster in the narrower track.

The analysis performed has shown that the natural drift of
the DW toward the lower anisotropy region of the track, thanks
to the gradient in the anisotropy, is highly influenced by the
strength of the DMI. Therefore, the DMI coefficient offers
a possibility to tune the relaxation time of the neuron. This
can be taken into account while designing the structure of the
network: if one plans to work with a certain frequency of the
input current pulses, the neurons could be designed to have a
proper value of DMI coefficient, selecting the most suitable
value of relaxation time.

D. Stage II: Device Response to Current Pulses
In this section, the response of the DW to pulses of different

frequencies and different time duration is explored, for three
different values of DMI coefficient (0.1, 0.2, and 0.3 mJ/m2).
The pulses have all the same amplitude, 7 × 1011 A/m2, and
the racetrack in which the DW moves is the graded anisotropy
track studied in Section IV-C.

In Fig. 6(a) are reported the results when the input is a
train of four pulses with an on and off times of 1 and 3 ns,
respectively. For all the three values of DMI coefficient con-
sidered, the DW moves as expected: when the current pulse is
on, the DW moves further in the track; on the contrary, when
the current is off, its start to drift back, thanks to the anisotropy
gradient. Coherently with the results reported in Section IV-C,
the greater the DMI coefficient, the faster the leaking. At the
same time, if the DMI is increased, the DW travels for a longer
distance when the current is on, since the efficiency of the SOT
is increased. After the fourth current spike, the farthest DW’s
position is obtained for a DMI coefficient equal to 0.3 mJ/m2.
In Fig. 6(b) are presented the results obtained when the on
time of the pulses is 4.5 ns and the time between two spikes
is 20.5 ns. The general behavior is the same as the previous
set of pulses, but in this case, for DMI equal to 0.3 mJ/m2,
the leaking of the DW is so fast that during the off time the
DW is able to drift back to its initial position. In this case,
after the fourth pulse, the further DW’s position on the track
is reached when the DMI coefficient is equal to 0.2 mJ/m2.
Finally, in Fig. 6(c) are reported the results for ton = 8 ns
and toff = 40 ns. In this case, the time between two pulses
is big enough to let the DW relax to its initial position also
when the DMI coefficient is 0.2 mJ/m2. For a DMI coefficient
of 0.1 mJ/m2, the DW response is the correct one: even if
the leaking is present, after each pulse the DW reaches a
position that is further than the one achieved after the previous
pulse. These simulations have shown how the DMI coefficient
is an important parameter to consider when designing an
LIF-neuron based on DW motion through SOT in a graded
anisotropy track, since it plays a key role in regulating the SOT
efficiency and the leaking speed. In particular, if one plans
to work with current pulses of short time duration and high
frequency, higher values of DMI coefficient can be considered
[Fig. 6(a)]; on the other hand, if the width in time of the pulses
is increased and the frequency is reduced, the DMI coefficient
must be reduced to avoid the drift of the DW to its initial
position in the time between two current spikes [Fig. 6(c)].

E. Stage II: Device With the VCMA Gate
For completeness, in this final part all the features of the

neuron analyzed in the Stage I are put together to study the
behavior of the DW when both the leaking and the VCMA
gate are implemented. The leaking is obtained using the 40-nm



GAGGIO et al.: DMI INFLUENCE ON THE INTEGRATION, LEAKAGE, AND THRESHOLD PROPERTY OF DW 2701

Fig. 7. LIF neuron based on the 850-nm graded anisotropy track
racetrack with the VCMA gate.

racetrack with a graded anisotropy described in Section IV-C.
The width of the VCMA gate is 40 nm and its center is placed
at 55 nm. Since the gate is placed adjacent to the region with
the minimum anisotropy, the anisotropy variation in the region
below the gate is set to be +5% of the minimum anisotropy
value (i.e., 0.8 × 106 J/m3). The value of DMI coefficient
considered is 0.2 mJ/m2 and the DW is stimulated with four
current pulses of different amplitude; their time duration is
equal to 4.5 ns and occur each 20.5 ns. The result is reported in
Fig. 7. The first current pulse, whose amplitude is 0.75 A/m2,
is not sufficient to provide enough energy to the DW to
overcome the VCMA barrier. This is in accordance with the
results obtained in Section IV-B, which has shown that for a
DMI coefficient of 0.2 mJ/m2 and a VCMA variation of +5%,
the threshold current for the DW is ≈ 1.0 A/m2. With the
second pulse, whose amplitude is 2.0 A/m2, the DW is able to
overcome the VCMA barrier. Then, the device behaves exactly
as expected: when the current is off, the DW drifts toward
its initial position, implementing the leaking functionality;
instead, when the current is on, it moves further along the
track getting closer to the hypothetical position of the MTJ.

V. CONCLUSION

We proposed an LIF neuron based on DW motion through
SOT, in which the leaking feature was obtained, thanks to the
realization of an anisotropy gradient along the track. Moreover,
the possibility of exploiting the VCMA effect to implement a
current threshold for the neuron was studied. A lot of effort
was dedicated to study the influence of the DMI on all the
features of the neuron, proving that it plays a key role in the
efficiency of DW motion, in the effectiveness of the VCMA
gate, and in the leaking time of the DW. This study suggests
that during the design of LIF neurons, particular care should be
taken to tune the right DMI coefficient during the fabrication
process. However, this preliminary work is a starting point for
further investigations, intending to take into account the effect
of edge roughness and thermal noise into the proposed device.
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