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Editorial

The central question of computational neuroscience
is how information is encoded in and transformed by
the behaviors of neurons and the networks they form.
An answer to this question would be a description of
nervous systems as computing devices and will be the
result of the efforts of numerous researchers from a wide
range of disciplines. Roughly every two years, the Inter-
national Neural Coding Workshop provides a venue for
researchers to present their work in theoretical and ex-
perimental neuroscience and cross-fertilize their efforts
with results and discussion across disciplinary bound-
aries. This Special Issue collects a select set of eight pa-
pers from those presented at the pandemic delayed Neu-
ral Coding Workshop hosted online from Seattle, Wash-
ington, USA, 26–29 July, 2021. This was the 14th work-
shop, with previous ones held in Prague (1995), Ver-
sailles (1997), Osaka (1999), Plymouth (2001), Aulla
(2003), Marburg (2005), Montevideo (2007), Tainan
(2009), Limassol (2010), Prague (2012), Versailles
(2014), Cologne (2016), and Torino (2018). More in-
formation about NC21, including abstracts and partici-
pants, can be found at https://sites.uw.edu/nc2021/.

In a two paper series, Caputi and coworkers pro-
vide original experimental and simulated results on a
“novelty detection potential”, associated with behav-
ioral novelty responses, observed in the electrosensory-
electromotor loop of the pulse emitting weakly electric
fish Gymnotus omarorum.

First, in “Getting the news in milliseconds: the role
of early novelty detection in active electrosensory ex-
ploration” (Caputi et al., 2022a), the authors bring ex-
perimental evidence that a “novelty detection potential”
is generated at the level of the first electrosensory re-
lay of the fish electrosensory lobe. Such early novelty
detection can dynamically adapt the time resolution of
the electrosensory system to the velocity of an object
displacement during active exploration by the fish.

Then, the paper “A simple model of the electrosen-
sory electromotor loop in Gymnotus omarorum” (Ca-
puti et al., 2023b) introduces an original model of the
sensorimoror loop for novelty detection. The critical
point of this model is the time integration of the feed-

forward and feed-back signals. In addition to a bio-
logical parallel with the known connectivity of the first
electrosensory relay within the brain stem of the weakly
electric fish Gymnotus omarorum, the authors empha-
size that model results might offer new data to interpret
the role of other natural and artificial reafferent sensory
systems (such as the cerebellum and the auditory path-
way).

In “Non-monotone cellular automata: Order prevails
over chaos” (Ekström and Turova, 2022), the authors in-
vestigate how inhibitory synaptic connections affect ac-
tivity pattern formation in a 2D square lattice network,
where the vertices are considered to be excitatory or in-
hibitory. The model, with a balance between excitatory
and inhibitory neurons, could be used for studying asso-
ciative memory, as it exhibits a range of limiting states
due to the inhibitory connections and depending on the
initial activation.

Greenwood and Ward (2022), in “Phase offset de-
termines alpha modulation of gamma phase coherence
and hence signal transmission”, present a model which
enables the understanding specifically of the role of
phase offset. In particular, they demonstrate with their
proposed model that information transfer for a cer-
tain phase difference between alpha oscillations driving
each of two modelled cortical regions is optimised, as
does the coherence between gamma oscillations within
two regions. For this to happen, phase offsets be-
tween gamma oscillations and alpha oscillations should
match, as the authors demonstrate using a stochastic rate
model. This paper contributes to further enhancing the
theory of the development of this type of oscillating sys-
tems.

The paper “Evaluating the statistical similarity of
neural network activity and connectivity via eigenvec-
tor angles” (Gutzen et al., 2022) details a method for
the comparison of the structure of activity correlations
in neural networks and connectivity architectures. The
authors construct a statistical test for the comparison
of matrices representing pairwise aspects of neural net-
works, in particular, the correlation between spiking ac-
tivity and connectivity and they compare it to some clas-
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sical tests. This work proposes an approach for statis-
tically evaluating the structural similarity of matrices in
scenarios of model validation and data integration, and
provides a means to quantifying activity and connectiv-
ity measures with a common metric.

In “Spike frequency adaptation facilitates the encod-
ing of input gradient in insect olfactory projection neu-
rons”, Lee et al. (2022) use the multi-scale adaptive
threshold model for projection neurons in Drosophila
for fitting experimental data and for studying the coding
of the rate-of-change information. As they demonstrate
by fitting data, spike frequency adaptation is a candi-
date mechanism for mimicking the phasic response pat-
tern of the Drosophila projection neuron. They also
show that their model is sensitive to input firing rates of
change as opposed to the leaky integrate-and-fire model.

Tomar et al. (2022), in “A simple neuronal model
with intrinsic saturation of the firing frequency”, present
a comprehensive analysis of the firing frequency trans-
fer function of single and two-compartment neuronal
models, with and without reversal potentials. These four
neuronal models are compared focusing on the “firing
rate vs. input” curve and on the saturation of the firing
rate in the absence of refractory period. The require-
ment of both a reversal potential and a two compart-
ment model to achieve intrinsic saturation is one salient
result.

The paper “From chaos to clock in recurrent neural
net. Case study” (Vidybida and Shchur, 2022) addresses
the long-standing debate over the genesis of chaotic ac-
tivity in nervous systems through numerical simulation
of a simple, deterministic dynamical network with fixed
connectivity. In particular, they show that there ex-
ist specific, short-lived external stimulus patterns that
can trigger transient but very long-duration chaotic re-
sponses from the network. This is despite the fact that
this network’s stationary behavior is periodic.

In closing, we would like to thank all of the contribu-
tors and participants in NC21, including the organizing
and scientific committees (listed on the workshop web-
site). We would also like to thank our colleagues who
contributed their time to review the contributions to this
special issue, without whom it would not have been pos-
sible.
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