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Abstract. In traditional approaches to structural health monitoring, challenges often arise associated with the
availability of labelled data. Population-based structural health monitoring seeks to overcomes these challenges
by leveraging data/information from similar structures via technologies such as transfer learning. The current
paper demonstrate a methodology for quantifying the value of information transfer in the context of operation
and maintenance decision-making. This demonstration, based on a population of laboratory-scale aircraft models,
highlights the steps required to evaluate the expected value of information transfer including similarity assessment
and prediction of transfer efficacy. Once evaluated for a given population, the value of information transfer can
be used to optimise transfer-learning strategies for newly-acquired target domains.
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1 Introduction

Population-based SHM (PBSHM) [1–4] seeks to overcome one of the fundamental challenges with traditional data-
based SHM – a scarcity of comprehensively-labelled datasets. PBSHM leverages information-sharing technologies
such as transfer learning or multi-task learning to improve predictive capabilities in data-scarce target domains
using information from data-rich source domains. Transfer-learning techniques, such as domain adaptation, have
been demonstrated to be effective at enabling information-sharing within structural populations, e.g. bridges [5].
However, transfer learning between given source and target domains is not guaranteed to be successful; in some
cases, performing transfer learning will degrade predictive capabilities in the target domain – this phenomenon is
known as negative transfer [6].

There is strong motivation to maximise the effectiveness of transfer learning in PBSHM when one considers
that SHM systems are primarily decision-support tools, informing operation and maintenance (O&M) strategies for
high-value and safety-critical assets. When framed in the context of O&M decision-making, misclassifications for
the presence, location, or extent of damage correspond to undesirable outcomes such as unnecessary inspections,
or even missed repairs and structural failures. Needless to say, these outcomes incur some cost to the operator and
would ideally be avoided.

To this end, a decision-theoretic approach for optimising transfer-learning strategies has been developed. This
approach is based on the expected value of information transfer (EVIT) [7]. The current paper aims to demonstrate
how the EVIT can be assessed between a target domain and a population of source domains comprising experimental
structures. To achieve this aim, post-transfer prediction quality for the given target domain will be forecast by
considering a measure of structural similarity with candidate source domains. This measure of similarity will be
assessed by considering characteristics of the source and target domain structures such as topology, density, and
scale.

2 Background Theory

2.1 Transfer Learning for PBSHM

Transfer-learning techniques aim use information from a data-, or label-, rich source domain Ds = {xs,i, ys,i}Ni=1,
in order to improve predictions in a data-, or label-, scarce target domain Dt = {xt,j , yt,j}Mj=1. In the context of
PBSHM, it is assumed that there is a subset of individual structures within a population for which labelled data
are available — these structures can be considered as candidate source domains. It then follows that the individuals
within a population for which labelled data are unavailable can be considered as target domains [3]. When applying
transfer learning, it is typically assumed that the marginal distributions of observable data differ, i.e. P (Xs) ̸=
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P (Xt), and/or that the conditional distributions of labels differ, i.e. P (ys|Xs) ̸= P (yt|Xt). In SHM applications,
these discrepancies between source and target domain structures arise because of factors such as manufacturing
variability; geometric, topological, and material differences; and operational and environmental differences [3].

Several transfer-learning approaches have been applied to PBSHM. Various flavours of domain adaptation have
been used to harmonise source and target domains in the context of PBSHM [8, 9]. Other popular transfer-learning
techniques for PBSHM include neural approaches [10, 11] and multi-level modelling [12].

An important consideration when applying transfer-learning techniques in PBSHM is the possibility of negative
transfer [6]. Negative transfer is characterised by a degradation in predictive performance in the target domain, fol-
lowing an information transfer attempt. Negative transfer is known to occur if the source joint distribution P (Xs,ys)
and target joint distribution P (Xt,yt) are not sufficiently similar; or, if the algorithm used to conduct transfer is
unable to find the correct mapping for other reasons, such as non-uniqueness of solutions.

2.2 Value of Information Transfer

Value of information (VoI) is a concept in decision theory defined to be the amount of resource (often money)
a decision-maker should be willing to expend in order to gain access to information prior to making a decision.
VoI has been applied to traditional SHM in recent works [13–16]. In [17], value of information was leveraged in
the context of PBSHM; specifically, to quantify the benefits of applying transfer learning techniques in a decision-
theoretic manner. Termed the expected value of information transfer (EVIT), this quantity can be interpreted as
the price a decision-maker should be willing to pay in order to transfer information from a source domain prior to
making decisions in a given target domain.

As detailed in [17], the EVIT can be computed as follows,

EVIT(T ) = EU(Q|T )− EU(Q|T0) = P (Q|T ) · U(Q)− P (Q|T0) · U(Q), (1)

where EU denotes the expected utility. T denotes a given transfer strategy parametrised by a source domain Ds and
a transfer algorithm A, with T0 corresponding to a null transfer strategy representing the case where no transfer is
performed (i.e. Ds = ∅ and A = I, where I is an identity function). Q denotes some set of prediction quality criteria
that can be related to utilities/costs in the context of a target-domain decision process via the utility function U(Q).

Here, it is worth noting that equation (1) implies that EVIT(T0) = 0. It follows that one can define negative and
positive transfer from a decision-theoretic viewpoint – simply that negative transfer is anticipated when EVIT(T ) <
0, and positive transfer is anticipated when EVIT(T ) > 0. Considering equation (1) and the associated definition of
negative transfer, one can maximise the expected benefits of information transfer via the optimisation,

T ∗ = T (D∗
s ,A∗) = argmax

T

[
EVIT(T ) + U(T )

]
, (2)

where an asterisk superscript denotes an optimal strategy/parameter, and U(T ) is a utility function specifying the
cost associated with executing a given transfer strategy. Here, T ∗ comprises the source domain and transfer algo-
rithm that minimise the risk of negative transfer.

In practice, to conduct the optimisation stated in equation (2), one must forecast the post-transfer prediction
qualities for target-domain data. To make such predictions, one can leverage a key assumption underpinning PB-
SHM; specifically, that members of a population that are structurally similar should yield improved transfer results
in comparison to members of the population that are structurally disparate. By considering pair-wise transfers be-
tween candidate source domains, one can construct a data set consisting of features based on structural similarity,
and transfer efficacy, from which a mapping can be learned [18]. Thus far, the approach for computing the EVIT has
been demonstrated using only a numerical case study. The following section introduces an experimental case study
to demonstrate the approach.

3 Case Study: GARTEUR Population

To demonstrate the approach for quantifying the EVIT, an experimental case study is presented in the current section.
The population used for this case study comprises eight laboratory-scale aircraft models. These structures are based
on the Group for Aeronautical Research Technology in Europe (GARTEUR) benchmarking testbed detailed in [19].
Variability is present within the population; arising from both topological differences and differences in attributes
such as construction material and overall scale. A summary of the population is provided in Table I. There are three



topologies of structure within the population. The first type, referred to as ‘base’ corresponds to a simplified aircraft
structure comprising a fuselage, tailplane and wing. The second type, denoted ‘+winglets’, is almost identical to base
type however possess additional winglets at the tips of the wings. The third type, denoted ‘+engines’, is again almost
identical to the base type, however possesses masses part-way along the wings, simulating engines. The population
comprises structures of two scales; the structures denoted as ‘large’ have wingspans of 2m, whereas the structures
denoted ‘small’ have wingspans of 1m with other dimensions scaled proportionally. For a more comprehensive
description of the population, the reader is directed to [20].

Table I. Summary of the GARTEUR population. Young’s modulus is denoted by E and mass density is denoted by
ρ.

ID Topology Scale Material E (GPa) ρ (kgm−3)
G1 +winglets small brass 90 8400
G2 +winglets large aluminium 68 2710
G3 +winglets large steel 200 8000
G4 +winglets large aluminium 68 2710
G5 +engines small aluminium 68 2710
G6 base small steel+composite 250 3000
G7 base small steel 200 8000
G8 base large steel 200 8000

Data were acquired from the structures summarised in Table I via modal tests considering the undamaged struc-
tures and several simulated damage scenarios. The damage scenarios were simulated by adding masses at several
locations across the structure; specifically, three locations along the length of one wing, one location on the tailplane,
and two locations on the fuselage. From these modal tests, labelled datasets for each individual structure were con-
structed by corrupting the mean natural frequencies extracted with Gaussian noise.

To construct a PBSHM case study around the GARTEUR population datasets, the classification tasks of interest,
the transfer tasks of interest, and the methodology for assessing structural similarity must be defined.

3.1 Classification Task

The classification task used in the current case study is framed as a SHM damage detection and localisation problem.
Specifically, the task is to use the first two natural frequencies x ∈ R2

+ to predict one of four structural health states
y ∈ {0, 1, 2, 3}, where y = 0 corresponds to the undamaged health state, y = 1 corresponds to wing damage, y = 2
corresponds to tailplane damage, and y = 3 corresponds to fuselage damage. To establish a mapping f : X → Y , a
k-nearest neighbours classifier was used with k = 5.

To evaluate predictive performance, four measures were considered; the true prediction rate (TR), the false
positive prediction rate (FPR), the false negative rate (FNR), and the false damage prediction rate (FDR). The TR
corresponds to the proportion of correct predictions within a test dataset, the FPR corresponds to the proportion of
type-I errors, where a type-I error occurs when damage is predicted when in fact there is none. The FNR corresponds
to the proportion of type-II errors, where a type-II error occurs when no damage is predicted when in fact there is
some damage present. Finally, FDR corresponds to the proportion of a third error type whereby damage is correctly
detected however is localised incorrectly. The prediction quality measures can be summarised as a vector q =
{TR,FPR,FNR,FDR}.

These prediction quality measures were chosen as they are agnostic to the size of the target-domain dataset
but also because they can be easily interpreted in the context of SHM decision-making. TR-type predictions would
correspond to optimal O&M actions being selected as damage, or absence of damage, would be correctly identified;
thus, predictions of this type would correspond to positive utility. FPR-type predictions would result in unnecessary
O&M actions being undertaken; while this doesn’t undermine the integrity of the structure, resources would be
wasted and therefore predictions of this type would correspond to negative utility. FNR-type predictions would result
in inaction for cases where intervention is necessary meaning the integrity of the system is undermined potentially
resulting in catastrophic failure; consequently, this type of prediction would correspond to large negative utility in
an SHM decision process. Finally, FDR-type predictions yield correct detection of damage therefore the resulting
O&M actions would not necessarily adversely affect the structural integrity, however information pertaining to the
location of such damage would be misleading and would likely result in additional resources being expended to



track down the source of damage; as such, this prediction type warrants small negative utility. For the purposes of
the current case study, the mapping from prediction quality to utility in the context of O&M is specified by the utility
function presented in Table II.

Table II. The utilities associated with the prediction types True, False Positive, False Negative, and False Damage.
Prediction Type True False Positive False Negative False Damage
Utility 5 -10 -50 -5

3.2 Transfer Task

For the GARTEUR population, there are 56 unique transfer tasks that can be considered as each structure can be
used as a source domain for every structure other than itself. Each transfer task can be constructed taking a pair of
structures and obscuring the damage labels for one of the structures such that it can be considered a target domain.

For the current case study, a simple, but often highly-effective form of domain adaptation known as normal-
condition alignment (NCA) is considered [9]. In NCA, data are translated and scaled such that the undamaged
data in the target domain aligns with the undamaged data in the source domain. Assuming source domain data are
standardised, NCA is given by,

z
(j)
t =

(
x
(j)
t − µt,n

σt,n

)
σs,n + µs,n (3)

where zt are the transformed target-domain features, xt are the original target-domain features, and µt,n, σt,n,
µs,n, and σs,n are the mean and standard deviation of the normal-condition data for the target and source domains,
respectively. Following the application of NCA, predictions can be made for data in the target domain as the kNN
classifier can leverage labelled data from the source domain.

Because the labels for each pseudo-target domains were only obscured for the purposes of generating transfer
tasks and are in fact available, the post-transfer prediction quality for each task can be assessed by comparing the
predicted values with the ground-truth targets. This process generated the data Q = {qn}NT

n=1 to be used as the
targets for establishing the mapping between structural similarity and prediction quality.

3.3 Similarity Assessment

As shown in [18], structural similarity can be used as a predictor of post-transfer prediction quality. For the current
case study, a custom similarity measure was constructed based on the ℓ2-norm on a Euclidean space R4, where a
vector si in this four-dimensional space represents a GARTEUR structure i in terms of its topology, scale, Young’s
modulus, and density. Pairwise distances between structures were evaluated as,

di,j = ||si − sj || =
√∑

k

(ski − skj )
2. (4)

These distances were normalised to the interval such that d̂i,j ∈ [0, 1]. A pairwise similarity ςi,j was then defined
as,

ςi,j = 1− d̂i,j . (5)

Initially, each of the four characteristics were scaled to the interval [0, 2] so that they were equally weighted
in the Euclidean distance. The topologies were scaled according to their relative similarity which assessed using
the Jaccard index and a graphical representation of each of the structures — for further details regarding graphical
representations of structures and similarity assessment using the Jaccard index, the reader is directed to [2]. It was
determined that the most disparate topologies were those of the structures with engines and winglets. Thus, these
topologies were mapped to the values of 0 and 2, respectively. The base topology was then assigned a value of 1.



When the transfer efficacy in terms of target-domain prediction quality (TR) was compared with similarity ς ,
it was found that there was little correlation between the quantities. This finding is at odds with the core tenet of
PBSHM that more similar structures yield better transfer and would make it challenging to establish a mapping
ς → q; thus, a more informed approach was adopted. It is likely that the negligible correlation was a result of not
properly accounting for the importance of each characteristic in the distance metric; for example, one could intuit
that for the population of GARTEURS that exhibit a very high degree of topological similarity between individuals,
that perhaps this characteristic should not factor in so heavily in the evaluation of the distances. To allow for varying
degrees of import over the dimensions of the space, a set of weights were introduced w = {w1, w2, w3, w4} to
equation (4) such that,

di,j = ||si − sj ||w =

√∑
k

wk(ski − skj )
2, (6)

where || · ||w denotes the weighted norm. The weights w were determined by performing an optimisation such that
the Pearson correlation coefficient r between TR and ς was maximised, under the constraint ||w|| = 1. It was found
that the weights corresponding to topology and Young’s modulus went to zero indicating that these characteristics
are not important for predicting transfer efficacy within the GARTEUR population. The weights for density and
scale were non-zero indicating that, for the current case study, these characteristics are important for determining
transfer efficacy.

3.4 Predicting Transfer Efficacy

As alluded to earlier, a critical step for evaluating the EVIT is to establish a mapping g : ς ∈ S → q ∈ Q.
This mapping g can be learned from the similarities and prediction qualities generated by considering pairwise
transfers between structures as described in the previous subsections. To learn g, one must perform a probabilistic
vector-valued regression. For the current case study, there are constraints on this regression, specifically:

– 0 ≤ TR, FPR, FNR, FDR ≤ 0.
– TR + FPR + FNR + FDR = 1.

These constraints mean that q exists in the 3-simplex; for this reason, the Dirichlet distribution is assumed to be
appropriate for modelling q,

qn ∼ Dir(αn) (7)

where αn are the Dirichlet distribution concentration parameters. By making this assumption, learning the mapping
g amounted to learning a function to regress from the structural-similarity measures ςn to the latent concentration
parameters of the Dirichlet distribution αn. To perform this vector-valued regression, the authors opted to use an
artificial neural network – specifically, a multi-layer perceptron (MLP). The architecture of the MLP used is provided
in Table III.

Table III. The architecture of the multi-layer perceptron.
Layer Input Hidden 1 Hidden 2 Output
Units 1 8 8 4
Activation softplus softplus softplus softplus

The loss function used to optimise the weights and biases of the MLP comprised three terms: the first term
corresponds to the negative log marginal likelihood of the Dirichlet distribution; the second term imposed a soft
preference for monotonic functions to reflect the belief that more similar structures yield better transfer outcomes;
and the third term, a function of ||αn||, penalised overconfident predictions away from data-scarce regions of the ς
domain. Further details of this loss function are provided in [7].

The Dirichlet distribution predictions obtained using the MLP can be used to estimate the number of each pre-
diction type expected for a target-domain classification task following transfer from a source domain with similarity
score ς . These predictions can then be combined with the utility function shown in Table II and equation (1) to yield
the EVIT from a source domain with similarity ς .



To summarise, the methodology detailed in the current section was applied to an experimental case study for-
mulated around a population consisting of eight laboratory-scale aircraft models, or GARTEUR structures. In the
next section, the results of this case study will be presented.

4 Results

The MLP outlined in the previous section was trained on the data generated from the 56 different transfers possible
within the GARTEUR population, using the Adam optimiser [21]. The results of this probabilistic vector-valued
regression are shown in Figure 1.

(a) (b)

(c) (d)

Fig. 1. Learned probabilistic functions p(qk|ς) for (a) the true prediction rate, (b) the false-positive prediction rate,
(c) the false-negative prediction rate, and (d) the false-damage prediction rate. Blue shaded regions indicate the 90%
confidence intervals (CI) computed using samples taken from the Dirichlet distributions.

From Figure 1a it can be seen that there is some degree of positive correlation between the TR and the similarity
score ς . This is of course expected because of the optimisation procedure outlined in the previous section that sought
to maximise the Pearson correlation coefficient between TR and ς . Fairly high variance in predictive performance
is observed for transfers with lower similarity scores; this can be explained by the fact that some structures within
the population exhibit low separability between damage classes. Nonetheless, it is apparent from Figure 1a that the
regression successfully learned a monotonically-increasing function mapping from ς to TR which reflects the belief
that higher similarity between source and target domain yield more favourable transfer outcomes.

Figures 1b, 1c, and 1d show the misclassification rates versus structural similarity. It can be seen from Figure
1b that many transfers results in a false positive prediction rate close to zero, however, there is still some degree



of variability. In comparison, there is very little variability in the false negative rate, shown in Figure 1c, which is
consistently close to zero. The false damage prediction rate, shown in Figure 1d, exhibits a weak negative correlation
with the similarity score ς . Together, these results indicate that transfer results in high rates of damage detection (TR
+ FDR); though for some cases, localisation remains a challenge. Overall, the probabilistic functions capture the
median trends of the data well; however, in some areas the variability is not captured well; specifically, the variability
in FPR is underestimated and the variability in FNR is overestimated. This may be a result of lacking enough data
points, and could potentially be improved with modifications to the loss function.

Suppose that one acquires a new target domain comprising M = 200 unlabelled datapoints. By taking the
product of samples of the prediction rates from the Dirichlet distribution with M , one obtains a distribution over q.
Taking the product of this distribution of the number of each prediction type with the utility function given in Table
II yields a probability distribution over the utility associated with each prediction type. Taking the expectation of
this distribution, and summing over the prediction types yields the expected utility EU(Q|T ) — the first of the terms
required to calculate the EVIT per equation (1). The second term, EU(Q|T0), corresponds to the expected utility
associated with the prediction-quality measures following the application of a null transfer strategy, i.e. following
no transfer. In the current case study, ‘predictions’ were made for the target domain in the null transfer case by
guessing labels randomly with equal probability. This assumption yielded p(q|T0) = {0.25, 0.1875, 0.1875, 0.375}
and a constant value of EU(Q|T0) = −2375. The EVIT as a function of similarity is shown in Figure 2.

Fig. 2. The expected value of information transfer as a function of structural similarity.

In Figure 2, it can be seen that EVIT is a monotonically-increasing function of ς , with the maximum EVIT
occuring at ς = 1. This information means that, for any given target domain, the optimal source domain for per-
forming information transfer is the candidate with the highest similarity score when compared to the target domain
in question. It can also be seen from Figure 2, that there are no instances of negative transfer within the population
as EVIT > 0∀ ς; in essence, this means that transferring from any structure is preferable to no transfer. This result
is somewhat expected as the individuals within the GARTEUR population are all quite similar to one another, and
it was found in Figure 1 that for many transfer cases, damage detection is improved, if not damage localisation.

To summarise, for the experimental case study of the GARTEUR population, probabilistic functions were
learned to map from similarity to transfer efficacy in terms of predictive performance — this was achieved by
assuming a model based on Dirichlet distributions and performing a regression using an MLP. These mappings were
then used to predict the performance for potential candidate target domains which further allowed the computation
of EVIT. As discussed, this information can be used to optimise transfer learning.

5 Conclusions

Population-based SHM provides a framework for overcoming the limitations of traditional data-based SHM as-
sociated with data-scarcity. These benefits are achieved by using information-sharing approaches such as transfer
learning and multi-task learning. As decision-support tools, it is important that excellent predictive performance of
the statistical models underpinning monitoring systems is maintained lest resources be wasted or structural integrity
compromised — for this reason, it is paramount for practitioners to maximise the efficacy of transfer learning when



applied in the context of PBSHM. The current paper presents an experimental case study based on a population
of laboratory-scale aircraft models to demonstrate a process by which the EVIT can be quantified. It was found
that for the GARTEUR population, all possible transfers yielded positive value when compared to an uninformed
approach to classification in the target domains. Moreover, it was found that the EVIT was a monotonic function
of similarity, meaning that for a new target domain, an information transfer strategy can be optimised by selecting
the source domain with highest similarity. The quantification of the value provided by information transfer in O&M
decision-making processes provides impetus for continued research into the field of PBSHM.
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