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Abstract—A line controller architecture for partially disag-
gregated optical networks is presented, providing automation
and interoperability in the use of multi-vendor equipment.
Downstream of the architectural definition, the results obtained
in an implementation operated on experimental equipment are
shown regarding the functioning of the designed interfaces.

I. INTRODUCTION

The ever-increasing demand for high-speed and reliable data
transfer has resulted in a surge in network traffic on optical
networks. Cloud computing, video streaming, and IoT devices
created exponential increases in bandwidth usage demands that
traditional network infrastructure was not ready to handle [15].
In this context, disaggregated optical networks and software-
defined networking (SDN) [2, 14] have been identified as
promising solutions to address these challenges and optimize
the efficiency and scalability of optical networks. Disaggre-
gated optical networks involve the separation of optical com-
ponents into modular and interchangeable schemes, allowing
network operators to combine multi-vendor equipment to meet
specific requirements and minimize costs [6]. On the other
hand, SDN involves separating the optical control plane from
the data plane, allowing for more centralized control and
management of network data traffic. The combination of these
two approaches provides a powerful solution for addressing the
challenges posed by the increasing network traffic demand,
necessarily requiring the introduction of some degrees of
openness. Consequently, many consortia have been created to
allow operators to achieve this goal through the achievement of
widely shared agreements [13]. For instance, OpenConfig [8]
and Open ROADM MSA [7] proposed several Yet Another
Next Generation (YANG) models to enable the control of
different network elements (NEs).

However, actual implementations leverage partially disag-
gregated network models [9], especially in the case of optical
line systems (OLSs). Following this approach, portions of a
given network can be managed by a single controller in charge
of managing a set of NEs through south bound interfaces
(SBI). The mentioned controller also interfaces with the central
SD network controller via north bound interface (NBI). The
authors demonstrated the operation of an open and partially
disaggregated optical network architecture, emphasizing on the

orchestration of the system relying on the use of the physical
layer (PHY) digital twin (DT) for the implementation of the
optical control plane and lightpath computation engine [4].
Starting from the latter, this work focuses on the optical
line controller (OLC) module, showing the potential of an
open architecture in terms of telemetry management and
capability of configuring optical amplifiers in a modular and
interoperable approach, leaving the possibility of promptly
updating or integrating the functioning of the system both in
terms of software and hardware. All these are shown in the
light of the proposed implementation on a laboratory setup
demonstrating the effectiveness of the designed architecture.
Furthermore, a possible implementation for an open-OLC is
shown and proved via an experimental demonstration.

II. OPTICAL LINE CONTROLLER ARCHITECTURE

This work follows the network architecture proposed in [3].
In particular, the optical nodes are supposed to be controlled in
a centralized manner via the SD network controller, whereas
OLCs handle all the OLS components, i.e. booster (BST),
pre-amplifier (PRE) and optical in-line amplifiers (ILAs). As
described in Fig. 1, the arrangement of SDN and partial disag-
gregation enables the operation of the optical infrastructure in
multi-vendor scenarios [1]. Thanks to this combination, each
line can be composed by closed single vendor solution having
proprietary-code implementation for the SBIs (solution A
in Fig. 1). However, following the partially disaggregated
network model, all the OLCs should be able to retrieve
telemetry information [11] and configure the controlled NEs
via common interfaces, suggesting the possibility of an open
OLS management architecture. In this perspective, closed
solutions do not allow a prompt scalability (e.g. update to the
use of multi-band systems) and integration (e.g. introduction
of new telemetry devices or sensors) of the infrastructure.

On the other hand, an open OLC can be developed following
two different approaches. The first one is the most ecstatic
solution exploiting standard data models for the amplifiers
and leading to achieve a whole compatibility and compliance
between the OLC and NEs. This solution requires vendors
sharing common models, resulting in a current non-availability
of any product considering the case of optical amplifiers.
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Fig. 1. Example of partially disaggregated optical network composed of two OLSs. Solution A describes a closed optical line controller with proprietary
access to devices. Solution B shows optical line controller exploiting open SBIs.

For this reason, a second approach is followed in this work,
involving the development of a framework implementing both
NBI and SBI. The developed open OLC exploits NBI for com-
munication with physical layer aware simulation environment
(PLASE) [4]. In particular, the proposed controller architecture
homogeneously manages all NEs with four main functions,
which are: establishing/closing a connection between the con-
troller and the specific NE, and get/set operations on the
status and NE configuration. For operational reasons, the only
significant distinction is to classify amplifiers and telemetry
instruments. Consequently, every instance recognized by the
controller needs an SBI implemented by a specific driver
(solution B in Fig. 1). This solution is decidedly more verbose
in terms of amount of needed code and does not ensure full
support for possible hardware functions, but it makes possible
the interaction with the amplifiers exploiting their low-level
interfaces.

From an operational point of view to perform the operations
of the optical control plane, the OLC goes through an auto-
matic fine-tuning procedure after power up and installation.
This process starts by creating a stable connection with all the
NEs. Then, the framework aims to acquire telemetry informa-
tion from the field in order to probe the PHY. This information
is then forwarded to the PLASE that can collect and store
data in a database and apply the required optimization strategy
exploiting an updated model of the PHY-DT.

III. EXPERIMENTAL SETUP

The testbed setup is depicted in Fig. 2. The setup is
composed of a single OLS of 7 commercial optical ILAs
connected through 6 standard single mode fiber (SSFM) spans
with a nominal length of 65 km each. At Node A, a C-band
wavelength division multiplexing (WDM) comb is generated
with a 193.75 THz center, 96 channels separated at 50 GHz,
and each modulated at 32 GBd. Four modulated channels,
centered at 192, 193, 194, and 195 THz, respectively, are pro-
duced using CFP2-ACO/DCO coherent pluggable transceivers
offered by Lumentum and plugged into two Cassini AS7716-
24SC white-boxes, used as source and destination points. The
other 92 channels are generated by shaping the output of an
amplified spontaneous emission (ASE) noise source using a
commercial waveshaper filter. The multiplexer (MUX) filter of

a commercial wavelength selective switching (WSS) is used
at the Node A to combine the ASE channels with the four
modulated channel under test (CUTs), achieving a full C-band
spectral load; similarly, a demultiplexer (DMX) filter is used
at Node B to separate each CUT before its detection. Thanks
to the optical spectrum analyzer (OSA) placed at the output
of the MUX and the DMX filters, the WDM spectra shown
in Fig. 2 as been captured. Each amplifier can be controlled
via SSH, enabling the development of custom drivers for the
OLC. Likewise, Cassini white-boxes, via OcNOS operating
system from IP Infusion, offers a NETCONF interface, which
allows to obtain telemetry data and to set the CUTs working
parameters (i.e. center frequency, modulation format, transmit-
ted power, etc.).

IV. CONTROLLER IMPLEMENTATION & RESULTS

The proposed OLC architecture is implemented as a Python
software framework. As previously discussed, the chosen
model requires the development of drivers to translate high-
level calls into SSH commands. However, the software has
a modular design so that it supports effortless extensions to
different vendor equipment with different protocols and data
structures, requiring only the implementation of compatible
driver modules. The communication between the OLC and
the PLASE is achieved through representational state transfer
(REST) interfaces, while data durability is achieved using
MongoDB [10], a No-SQL database.

Exploiting the described optical equipment setup, an ex-
perimental proof-of-concept for the presented OLC architec-B
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Fig. 2. Sketch for the optical laboratory setup reproducing an OLS composed
of multi-vendor equipment.



Fig. 3. Portion of messages exchanged during connection establishment
between OLC and an amplifier.

Fig. 4. Set of REST requests exchanged between OLC and PLASE.

ture has been conducted. At the OLC boot phase, a list of
ILAs with their credentials and network references are kept
within a database. The sequence of messages exchanged by
the controller and the PRE are shown in Fig. 3. The total
lapse time to establish a connection between the OLC and
the PRE is approximately 1.2 seconds. Since this operation
can be parallelized and the number of controlled ILAs can
hardly exceed the number of threads of a modern processor,
this operation can be considered with complexity of O(1).
After the boot is completed, the OLC shares the topology
description with the PLASE, saving them into the database
and returning to the OLC an unique identifier which can be
used for future requests (first couple of requests in Fig. 4).
Then, the controller starts a probing procedure in order to
retrieve telemetry data needed by PLASE (second couple of
request in Fig. 4) to properly feed the PHY model [12]. It is
worth noting that this operation can also be implemented using
a watchdog periodically obtaining the telemetry and sending
it to the PLASE. This allows the engine to be able to exploit a
telemetry history instead of a snapshot by perfecting the use of
different quality of transmission estimator (QoT-E) strategies.

The last step consists in the request by the OLC to the
PLASE to obtain the optimal working points for the amplifiers.
Within the body of this request it is possible to specify the type
of optimization requested; if not specified, the PLASE uses
its own default strategy. For this experiment GNPy is used as
QoT-E [5]. Once obtained the working point in terms of target
gain and tilt parameters, the OLC accordingly configures each
ILA.

V. CONCLUSIONS

In this work, a modular architecture for implementing an op-
tical line controller following a partially disaggregated optical
network model is proposed. An experiment is also conducted,

demonstrating the feasibility in controlling optical amplifiers
and paving the way for the creation of an open-source line
controller. Its potential has been shown in a scenario where
vendor support is absent. The experiment demonstrated how
it is possible to send a telemetry to the PLASE in order to
optimize the working point of the amplifiers.
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